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Abstract

The aim of the present dissertation was to develop a framework for automatic and expression-invariant localization of faces and prominent facial landmarks such as eyes, eyebrows, nose, and mouth from static images and real-time videos. For this purpose a local edge-based face representation that remains robust regardless of expressive changes in the face was constructed. Using this facial representation, methods of automatic and expression-invariant face and facial landmark localization were developed during the course of this research work.

The performance of the methods developed was evaluated on several databases of facial expressions coded in terms of prototypical facial displays, like happiness and surprise, and facial muscle activations presented alone or in combinations. In general, the results of testing of the method showed that the constructed local edge-based face representation allowed the face and facial landmarks to be located automatically, robustly, and efficiently from static images and streaming videos displaying facial expressions of varying complexity. The complexity of expressions was presented by a variety of deformations in soft facial tissues, variety of mouth appearances including open and tight mouth, visible teeth and tongue, and self-occlusions.

A further aim of this dissertation was to systematically investigate the effect of single and conjoint muscle activations on the performance of the developed localization methods. The knowledge on the deteriorating effect of certain facial behaviours revealed during the course of this work facilitated further the improvement of the developed methods. Finally, new rectangular performance evaluation measures were introduced in order to evaluate the accuracy of the localization output data. The results showed that the proposed rectangular measures were especially useful in the evaluation of both the location and the size of the eye and mouth localization outputs.

The six publications which follow the dissertation summary demonstrate the successive design, implementation, and testing phases of the method development. Emphasizing simplicity, high speed, and low computation cost of the developed methods, I conclude that they can be utilized in various applications of automatic face analysis. For example, they can be utilized in preliminary localization of facial regions for their subsequent processing in which coarse localization is followed by fine feature detection and analysis.
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1 Introduction

Most human natural interaction takes place through face-to-face communication and it is evident that the face is one of the most important media in human-human interaction. The obvious importance of facial stimuli for humans naturally motivates the idea of also utilizing facial information in human-computer interaction (HCI). The concept of HCI was recently extended into a more general concept of human-technology interaction (HTI). In the HTI concept, the user is actively observed by computers and interacts with them and other computational devices embedded in the environment.

With such a background, it is required that facial information is automatically captured, analysed, and further processed in order to make HTI more intuitive, natural, and intelligent. As postulated by many researchers (Picard, 1997; 2002; Surakka & Vanhala, 2008; Jaimes & Sebe, 2007), facial expressions, head and eye movements, head pose, and gaze direction provide a rich source of information about the user. Considering a face as an input to the computer, different information can be extracted from it and utilized in HTI. For example, the user’s identity, age, gender, ethnicity, affective state, focus of attention, and current activity – all this information can be automatically acquired from the user’s face. Using this information, the computer can be controlled by or adjusted to the user’s needs.

The field of computer vision is a scientific discipline that deals with the technology of building systems of artificial vision. In vision-based HTI, computer vision capabilities can be especially helpful for capturing important visual cues about the user. Generally speaking, computer vision covers areas like detection, recognition, and tracking of visible objects. When applied to automatic face analysis, it includes all tasks related to
computer-mediated processing and analysis of visual information contained in the face. Such tasks of automatic face analysis as face and facial feature detection and tracking, head pose estimation and tracking, gaze and eye detection and tracking, lip reading, face recognition, facial expression analysis, gender recognition, ethnicity recognition, age recognition, and action recognition - are some of the many examples of computer vision challenges in HTI. Considerable progress has been achieved and different automatic face analysis schemes have been introduced in the literature. The current progress in computer vision technology enhanced by recent advances in image processing, pattern recognition, and hardware developments makes automatic face analysis possible and applicable in HTI. Computer vision capabilities have already started to advance the situation in HTI to be applicable, for example, to mobile phones (e.g. FaceTracker™ 1 and Face Sensing Engine 2) and gaming technology (e.g. EyeToy3 and Kick Ass Kung-Fu4). However, more work is still needed to improve all stages of automatic face analysis.

In this dissertation, one aspect of automatic face analysis, namely, face and feature detection, was addressed. In fact, face and feature detection is the necessary first step in any system of automatic face analysis. Indeed, before any face processing can take place, the facial region(s) should first be detected. Different techniques are applied to static image or streaming video in order to find face-like regions and deliver them as inputs to various systems of automatic face analysis. Automatic face and feature detection can be useful in improving interaction with computers by facilitating the development of perceptive vision-based interfaces which detect the presence and number of users, teleconferencing systems which automatically provide additional bandwidth if a new participant's face is detected, systems of image or video content retrieval and coding, and systems of recognition of the user's facial identity and expressions. Automatic detection of a face and its parts is also useful in many other areas such as security and surveillance improvement in diverse contexts of information society, facial expression analysis, biometrics, education, interactive entertainment, intelligent kiosks, and medical diagnostics.

The considerable potential for applications makes face and feature detection an interesting and challenging area of research. As will be demonstrated later, the goodness of the detection output has an apparent influence on the performance of all following steps of the automatic face analysis. Thus nearly all listed face analysis applications require a face and feature detection scheme that is fully automatic, real-time, robust, and accurate. Over the years, the research in this area has combined great

---

efforts from researchers in computer vision, pattern recognition, and image processing and analysis. Yet, the development of a face and feature detection system which would satisfy all the requirements is still a challenge.

The difficulty in developing face and feature detection systems results from the fact that facial appearance depends significantly on varying environmental conditions and inner properties of the face. The environmental conditions include illumination change, out- and in-plane head rotations, scene complexity, resolution, scale or image size, occlusions, and presence of structural components like eye-glasses. The inner characteristics of the face are those related to ethnicity or skin colour, gender, facial expressions, age-specific facial deformations, and facial hair. Facial expressions have been demonstrated to be one of the most problematic factors which affect the performance of face and feature detection systems (Yacoob et al., 1995; Pantic & Rothkrantz, 2000a). The detection of mouth and eyes is especially difficult, since these facial features are highly deformable and may vary in shape and colour. In addition, the eyes and mouth are often subject to self-occlusion during expressive reactions.

The current work aimed at contributing to the research in this field by utilizing computer vision capabilities for the task of automatic expression-invariant face and facial feature detection. When I started this research, most of the past research work in this area had focused mainly on the processing of expressionless faces, thus, leaving out the research question of expression invariance. It became apparent that in order to develop an effective expression-invariant face and feature detection system, a new representation of the face was needed. This face representation should remain robust with respect to a variety of facial expressions. Thus, the first research question faced was “What kind of facial representation is invariant with respect to expressive changes in the face?” On the other hand, this face representation should describe a face and facial features in a detailed but compact and easy-to-compute way, as the requirement of real-time processing also puts challenges on face and feature detection algorithm implementation and optimization. Further, the earlier studies addressing the issue of expression-invariant face and feature detection have not always provided a careful and systematic approach to report their findings. This posed another important research question as to “What expressive changes in facial appearance make effect on the performance of face and facial feature detection?” Another important research question related to the accuracy of face and feature output result was “What can be considered a correct detection result and what is the allowable rate of detection error?” So far in the literature only few studies have seriously addressed these issues and much more effort was still needed to set up convenient performance evaluation measures for face and feature detection systems. In addition,
the compatibility of face and feature detection output data with requirements for the input data posed by systems of automatic face analysis has to be considered.

Therefore, the main objectives of this dissertation were as follows.

- To find a face representation that remains invariant regardless of deformations in the face brought about by facial muscle activations
- To design methods of expression-invariant face and feature detection in the presence of complex facial expressions from static images and streaming video
- To study the effect of different expressive facial behaviours on the performance of the methods developed for face and facial feature detection
- To develop and test measures for the performance evaluation of the detection methods developed
- To conduct carefully controlled empirical studies in order to test the methods developed on large databases of expressive images and video
- To develop and implement a software framework for face and facial feature detection which combines the face and feature detection methods developed

The dissertation consists of a summary and the six original publications listed on page VI. The summary describes both theoretical and practical aspects of face and feature detection in general and the specific solution to automatic and expression-invariant face and feature detection proposed in this doctoral work. Chapter 2 presents a general review of the existing face and feature detection approaches, techniques, and other related work. Because the main focus was on expression-invariant face and feature detection, recent work is reviewed in this direction. Further, a closer look is taken at three main application fields of face and feature detection which are face recognition, facial expression analysis, and vision-based perceptual HTI. Chapter 3 gives an overview of facial expressions, approaches to facial expression categorization, and a description of the facial expression databases used in this research. The proposed face and feature detection framework is presented in Chapter 4. In Chapter 5, each of the separate publications is related to the context of this dissertation. The experimental results are also presented and discussed in order to demonstrate the course of the research and show the robustness of the face and feature detection methods developed under facial expression variations. Chapter 6 presents a general discussion of the results and possible directions for the future research. Chapter 7 concludes the dissertation.
2 Face and Facial Feature Detection

During the course of this work, it became apparent that among research papers and literature surveys on the topic, the problem of automatic finding of face and facial parts was referred to by different terms, which were sometimes interchangeable. Thus, this chapter starts from a classification of the terminology used in the dissertation and a clarification of the scope of the dissertation in this area.

Generally, face detection can be considered as a specific case of object-class detection in which the task is to find the locations and sizes of all objects belonging to a certain class. Given an image or video frame, face detection is defined as a process of automatic finding of the true location and size of the face(s) if there are any, or declaring about their absence. Face localization is a simplified detection problem with the assumption that a face is shown in the image or video sequence. Given an image or video frame with a known number of faces (i.e. usually one), the task is to find the true face locations and sizes. Face tracking refers to the task of face detection or localization as applied specifically to video input data. After a face is detected from the first video frame, the process of face detection in the following frames is guided by information on the face location in the previous frame(s). One of the main requirements for face tracking algorithms is their speed – face tracking has to be fast enough for use in real-time applications. Usually it is assumed that there is only one face in the image or video frame. In the opposite case, the task is called multiple face detection or tracking. Face segmentation typically refers to a separation of the facial region from the background.
Facial feature detection, localization, and tracking - are all defined in a way similar to that described above for face detection definitions. As will be discussed further, the main features to be detected in the face are usually prominent facial landmarks such as eyes, eyebrows, nose, and mouth. In this respect, the detection and localization of the prominent facial landmarks has recently been referred to as a landmarking process (Salah et al., 2007). Facial feature extraction generally refers to the process of facial feature search in a broad sense, making no particular distinction between the tasks of feature detection, localization, or tracking. Face and facial feature detection, localization, and tracking in 3D are based on 3D face representation that can be retrieved from 2D face representations (e.g. multiple facial views received from different cameras).

Due to the nature of the image data used in this dissertation, the main efforts were concentrated on the task of face and facial landmark localization from static facial images and streaming video. Thus, face and feature tracking as well as 3D facial image analysis were excluded from the scope of this dissertation. Later, in Chapters 4 and 5 and the publications following this summary, the task of face and facial feature detection, unless otherwise specified, is referred to as a localization process. In the section that follows, the known biological mechanisms which facilitate face processing in the human visual cortex are described. The importance of this section is in the description of the low-vision pre-attentive biological mechanisms of face detection which were simulated to some extent in this dissertation. A general concept of face representation from the computer vision point of view is given in the next section. Further, a survey is presented reviewing approaches to face and feature detection covering the most significant achievements in this field. Issues related to the performance evaluation of face and feature detectors are moreover discussed. The survey is not intended to provide an exhaustive review of the past work on each of the problems related to automatic face and feature detection, but rather attempts to highlight the most significant aspects of the field. At the end of the chapter, three main target application areas of face and feature detection data are introduced. The application areas are perceptual vision-based HTI, face recognition, and facial expression analysis. The chapter ends with a summary.

2.1 Face Detection Mechanisms in the Human Visual Cortex

Normally, humans demonstrate an astonishing ability to detect faces in an effortless, fast, and accurate manner from complex natural scenes, even if only limited facial information is available (Sinha et al., 2006). Many studies on functional imaging, neuropsychology, and electrophysiology have attempted to shed light on the question of how face detection is accomplished in the human brain. There is so far no consensus view among different authors on this question. Some authors indicate specific
brain areas corresponding to face detection processes (Kanwisher et al., 1997; Gelder & Rouw, 2001; Dailey et al., 2002). Other studies argue that multiple distributed cortical areas of the brain give strong responses when a facial stimulus is presented (Haxby et al., 2001). In spite of some unresolved theoretical implications of these findings, the general consensus is that humans effortlessly detect and process faces due to the effective mechanisms of visual attention (Hubel, 1995; Walther et al., 2002). According to this theory, the human brain simultaneously performs two tasks of face processing - bottom-up and top-down face processing. Bottom-up face processing enables mechanisms of low-level pre-attentive vision to select characteristic areas of the image according to various visual stimuli such as intensity, colour, orientation, shape, texture, and others. Top-down face processing corresponds to attentive (i.e. perceptive) mechanisms of high-level information processing such as understanding, memorizing, and recognition.

It has been suggested (Bruce & Young, 1986) that face detection is the initial stage of any visual face processing in the brain. Early studies have demonstrated that distinguishing between face and non-face objects may occur independently of other face processing functions (Ellis, 1981). These studies demonstrated that face detection may perform successfully while face recognition and facial expression recognition may be severely compromised (Gessler et al., 1989; Heimberg et al., 1992). It has been also shown (Bruce & Humphreys, 1994) that in face detection humans mainly rely on such properties of the visual signal as edges rather than, for example, colours, textures, and shadings. This is confirmed by the fact that humans demonstrate high rates of face detection from both high-quality colour photographs and simple line drawings (Chen et al., 2008), in contrast to face or facial expression recognition. More complex image properties such as patterns and shapes are also extracted from the image, presumably to reconstruct various facial models on the proceeding stages of high-level face processing.

The early processing of a facial signal is performed already in the retina, which is located in the inner layer of the eye. The retina consists of multiple layers of cells. The receptor cells, rods and cones, are located at the bottom of the retina. These receptors are sensitive to light. Millions of receptors are packed into the retina. These cells are responsive to the simple properties of the visual signal, such as intensities, edges, and colours. The visual signal is then transferred through the optic nerve to the lateral geniculate nucleus, in which the reconstruction of the visual information from the receptive fields5 of the cells of the retina starts. Then the signal is projected into the primary visual cortex called V1. The V1
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5 The receptive field of a visual neuron is a region of retina in which the presence of light alters the firing of that neuron.
neurons have the ability to respond to somewhat more complex properties of the facial image such as colours, orientations of line segments, and spatial frequencies. V1 next sends the signal to the secondary visual cortex called V2. Although the majority of neurons in V2 are responsive to the same visual properties as the neurons in V1, there are also other neurons which are responsive to complex properties of the image such as simple shapes and patterns. Figure 2.1 demonstrates a simplified visual pathway of face detection in the visual cortical areas of the brain.

Figure 2.1. Simplified visual pathway of face detection in the cerebral cortical areas of the brain (sectional view). The data processing flow goes through areas 1-2-3-4-5-6. Modified from (Ban et al., 2004). Reprinted with permission.

Most cells in the retina, V1, and V2 have a remarkable property of orientation selectivity and respond best to edges at some particular orientation. This property enables the detection of local oriented edges and the definition of their orientations. According to the concept of columnar organization (Hubel & Wiesel, 1962, 1974; Orban, 1984; Hubel, 1995), the neighbouring neurons in V1 and V2 have similar orientation selectivity. Together they form an orientation column or iso-orientation domain. A set of orientation columns with a common receptive field forms a module of the cortex called a hypercolumn. The neurons in the hypercolumn affect each other. For example, there is the phenomenon of lateral inhibition, in which there is a reduction of activity in one neuron caused by activity in a neighbouring neuron. Lateral inhibition is useful,
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7 In 1981 David Hubel and Torsten Wiesel were awarded the Nobel Prize in Physiology or Medicine for their discoveries concerning information processing in the biological visual systems.
because it increases the contrast at the edges of objects, thus making it easier to identify the border line between one object and another.

V1 and V2 are surrounded by many other areas of visual cortex. There are feedforward and feedback connections between primary, secondary, and high-level cortical areas. The connections are stronger between the neighbouring areas and weaker between the remote ones. Altogether, they form two major cortical pathways of visual information processing. The ventral pathway is thought to be involved in the perception, representation, and recognition of objects by processing their characteristic visual properties, such as shape and colour. It is also associated with long-term memory storage. It begins with V1, goes through V2, then through a cortical area called V4, proceeds to the inferior temporal cortex, and enters the high-level cortical areas associated with cognition and memory. Increasing evidence has been reported about a fusiform face area (FFA) in the ventral pathway which is involved in multiple tasks of face processing (Kanwisher et al., 1997; Gelder & Rouw, 2001; Dailey et al., 2002). The FFA unit was postulated to be involved in face detection (Tong et al., 2000), structural encoding of faces (Zion-Golumbic & Bentin, 2007; Chen et al., 2008) and subordinate level categorization of non-face objects (Gauthier et al., 1997). The dorsal pathway begins with V1, goes through V2, then to the dorsomedial area, the cortical area called V5, and to the posterior parietal cortex. The dorsal pathway is associated with visual-motor control of the eyes and arms, representation of object size, location, and spatial orientation. Low-vision pre-attentive face processing occurs mainly in the retina, V1 and to some extent in V2. They mainly serve the purpose of perception of primitive features of the visual signal and reduction of the information redundancy from the signal. This property is of great importance because irrelevant information can already be discarded at the early stages of visual signal processing. This allows the high-level processing mechanisms to concentrate on important objects of the visual scene.

With continuous progress in functional imaging, neuropsychology, and electrophysiology, a better understanding of mechanisms of biological vision is acquired yielding options to simulate them in the systems of automatic vision. On account of the astonishing ability of the human brain to achieve nearly perfect face processing results in varying conditions, computer scientists have long endeavoured to develop biologically plausible models of computer vision (Reisfeld, 1993; Herpers et al., 1995; Riesenhuber & Poggio, 1999; Ullman et al., 2002; Walther et al., 2002; Ban et al., 2004; Ban & Lee, 2005; Serre et al., 2005; Shevtsova et al., 2007). As will be demonstrated later in Chapter 4, the analysis of the edge structures utilized in this dissertation has an apparent relevance to the systems of low-level pre-attentive biological vision (Rybak et al., 1990; 2005). As in earlier works (Golovan et al., 2000; 2001; Shaposhnikov et al., 2002), in this
dissertation, too, the edge detection module for face and facial landmark localization imitates the hypercolumn neurons of the visual cortex, which are sensitive to different orientations of local edges.

2.2 Face Representation and Facial Features

Let us now consider the general concept of face representation from the perspective of computer vision. Human faces constitute a class of visually similar objects with a rigid structure that does not vary significantly from person to person (e.g. typically there are two eyes and the nose is located between eyes and mouth). This makes the task of distinguishing faces from objects of other classes relatively easy. However, within the face class there exist variations which make the detection of facial features a difficult task. Facial appearance varies noticeably with changes in environmental conditions and between and within individuals. Changes in the environmental conditions which typically impair a performance of face and feature detectors are due to illumination, out- and in-plane head rotations, scene complexity, camera characteristics (i.e. image resolution, viewing distance, camera sensor noise), scale or image size, structural components like eye-glasses, and occlusions. The inner properties of the face determine between-individual variations which are due to race and gender, and within-subject variations which are due to facial expressions and age-specific face modifications. Considering such a variety of facial appearances, “The goal of feature extraction is to process the raw pixel data such that variations between objects of the same class (within-class variations) are reduced while variations relevant for separating between objects of different classes (between-class variations) are kept” (Heisele et al., 2000a).

Different features can be detected from the facial image, for example, colours, points of interest, line segments and their intersections, contours, grey-scale intensities, wavelet decompositions, first and second derivatives of grey-scale pixel values, and other statistics. These abstract image features are used to represent more general facial features such as facial landmarks - eyes, eyebrows, nose, mouth, chin, cheeks, forehead, hair-line, bridge of the nose, eye pupils, nostrils, face outline, and others. There are two commonly used types of spatial face representation - global (i.e. holistic) and local face representations. Global representation is usually defined as an image feature vector that contains information about the whole facial pattern. Because global face representation considers a face as a whole, it already contains the knowledge of the spatial arrangement of independent facial features. Local representation considers distinctive properties of the local regions and points of the face which are usually located in the neighbourhood of the facial landmarks.
A question is what facial features to detect in the image? In the literature, there is so far no general consensus as to which facial features are the best and most frequently used in face and feature detection. Usually the choice of facial features for detection depends on the characteristics of the image and the application of the face and feature detection output data. The most often cited facial features are consistent with those features which seem to be naturally distinctive for humans. These features are called prominent facial landmarks like eyes, eyebrows, nose, and mouth (Ekman & Friesen, 1978; Sinha et al., 2006). The prominent landmarks are frequently used in face recognition as they encode critical information about the facial structure. They are also widely used in facial expression recognition because the information about an expression is mainly concentrated around prominent facial landmarks. In addition, prominent facial landmarks are relatively easy to detect as they contain rich edge structures and exhibit more contrast than, for example, cheeks and chin, which contain only few edge structures. The other features are considered to be secondary facial landmarks.

**Eyes and eye regions.** It has been widely acknowledged that eyes are the main prominent facial features for humans followed by mouth, nose, and eyebrows (Ekman & Friesen, 1978; Fasel et al. 2005; Sinha et al., 2006). The eye region and eyes convey crucial information about the affective state of the person and the person’s facial identity. The direction of the eye gaze shows the focus of attention and the possible intentions of the person. Therefore a robust and non-intrusive automatic eye analysis is crucial for many computer-mediated applications. In HTI, for example, information derived from the eye regions helps in building perceptive user interfaces and user affective state understanding. Changes in the appearance of the eye regions in the face can be successfully used to perform facial expression analysis (Pantic & Rothkrantz, 2000a,b) and identify and classify particular affective states of the user (Heishman et al., 2004).

Systems of face identification and verification also rely heavily on the eye regions which provide important biometrical characteristics of a person to be recognized (Wiskott et al., 1997; Petrushan et al., 2005; Wang et al., 2005; Campadelli et al., 2007). Normalization and head pose estimation is done on the basis of eye locations (Burl & Perona, 1996; Gao et al., 2007). Various eye tracking systems use eye pupil positions as input for gaze control applications like typing and pointing in visual graphical user interfaces (Majaranta & Räihä, 2007; Surakka et al., 2004) and as a means of studying pupillary responses to different types of stimuli (Partala and Surakka, 2003). Additionally, eye closure and blinking rate calculation have been utilized in systems of driver fatigue monitoring in which eye closure is...
detected by infrared camera. Thus, much research effort has been concentrated in the last years on the task of automatic eye detection, localization, and tracking (Ji et al., 2005; Morimoto & Mimica, 2005; Tang et al., 2005; Song et al., 2006).

Several authors (Pantic & Rothkrantz, 2000a; Sinha et al., 2006; Campadelli et al., 2007) have acknowledged that among other prominent facial landmarks, the eyes have several important characteristics. Thus, eyes are “stable features” in the face as they possess rich structures and exhibit high contrast. The eyes remain visible in the facial image regardless of a majority changes in the face. For example, the eyes are relatively unaffected by the presence of facial hair (e.g. beard, moustache, or transparent spectacles), and are little affected by small out-of-plane head rotations and degradation in the image resolution. The eyes possess unique geometric, photometric, and motion characteristics. The knowledge of the eye positions allows the rough identification of a face scale (as the distance between eyes is relatively constant from subject to subject (Farkas, 1994) and its in- and out-of-plane rotations (Hannuksela et al., 2004). Further, accurate eye localization enables the identification of all the other facial features of interest. Thus the locations of other landmarks can be derived from the location of the eyes while applying, for example, a geometrical face model (Gu & Ji, 2005; Campadelli et al., 2007). Finally, eye locations often serve as a criterion of successful face detection (Jesorsky et al., 2002; Hamouz et al., 2005; Campadelli et al., 2007).

**Eyebrows.** Eyebrows are important facial features. In the recognition of facial identity by humans, the eyebrows make a substantial contribution to the geometric and photometric structure of the face to be recognized (Sinha et al., 2006). It has been demonstrated that eyebrows are involved in a large number of facial movements (Ekman & Friesen, 1978; Ekman, 1979), therefore providing important information about emotionally and socially meaningful facial expressions.

Like the eyes, the eyebrows tend to be “stable features” in the facial image because they are relatively high-contrast and large facial landmarks. Thus the eyebrows possess the following important characteristics (Sinha et al., 2006; Campadelli et al., 2007). The eyebrows can survive substantial image degradations, in- and out-of-plane head rotations, and facial expressions. They can be viewed at a distance or in a low-resolution image. The eyebrows are less sensitive to shadow and illumination changes than other facial features. Further, although the eyebrows are involved in a wide range of facial movements, for example, in expression variation, the corresponding variations in the appearance of the eyebrows themselves is relatively slight compared to those observed in the eyes and mouth.

Thus the eyebrows are attractive features for detection. Face geometry is generally used to verify the positions of the eyebrows in the facial
structure (Gu & Ji, 2005; Campadelli et al., 2007). Some studies detect eyebrows as part of the eye regions; other studies attempt to detect eyebrows as separate facial features. However, there are some limitations in the practical use of the eyebrow landmarks. The point is that the borders of the eyebrows are not always easy to detect, especially if the eyebrows are light or the eyebrows are covered by hair (which is very often the case). Additionally, there is no common evaluation measure of eyebrow detection accuracy (Sinha et al., 2006). This last issue will be discussed later in Section 2.4 of this chapter.

Mouth. The mouth is a highly deformable facial landmark prone to a wide variety of out-of-plane deformations (e.g. showing teeth and tongue), self-occlusions (e.g. bitted lips), and occlusions by structural elements (i.e. beard, moustache, and clothing). The mouth plays an important role in producing facial expressions and speech articulation. Automatic mouth detection can be used in facial expression analysis. Lip positions are used for lip reading to improve speech recognition, especially, in environments with high ambient noise.

Nose. The nose does not provide as high contrast and rich structure as do the eyes, eyebrows, and mouth (Wang et al., 2002). It has been shown to be prone to illumination changes. The appearance of the nose changes dramatically in large out-of-plane head rotations. However, it has the important symmetrical property of having two nostrils in frontal view facial images and of being the most prominent facial feature in the profile-view images. “The nose is characterized by very simple and generic properties: the nose has a “base” the gray levels of which contrast significantly with the neighboring regions; moreover, the nose profile can be characterized as the set of points with the highest symmetry and high luminance values; therefore […] the nose tip [can be defined] as the point that lies on the nose profile, above the nose baseline, and that corresponds to the brightest gray level” (Campadelli et al., 2007). These properties allow the nose to be detected from the facial image.

2.3 Approaches to Automatic Face and Facial Feature Detection

A practical solution to the problem of automatic face and facial feature detection consists of finding a representation of the face and designing an image feature detector. After the appropriate face representation has been found, the next step is to design a detector. Numerous face and facial feature detection methods have been proposed in the literature (Heisele, 2000; Pantic & Rothkrantz, 2000a; Hjelmas & Low, 2001; Yang et al., 2002; Zhao et al., 2003; Face Detection Homepage). Generally, they can be classified according to three approaches: feature-, template-, and learning-based approaches. The proposed approaches have been developed in several directions which differ from one another regarding input data
requirements, computational algorithms, robustness to affecting variables, architecture, and target applications. Depending on the face representation used, the methods from each category can be further classified as global and local. Global methods are used to search for a pattern of the whole face. The methods from this category take as an input a global representation of the face. A distinctive property of these methods is that geometrical information on the facial pattern is preserved. Local methods utilize a local face representation and are applicable for the task of detecting independent facial features, for example, eyes, nose, and head outline. The location of the face can be further derived from the landmark locations. This approach has the advantage of producing the exact positions of facial landmarks which can be used in further face processing tasks. The proposed classification is illustrated in Figure 2.2. It should be mentioned, however, that a classification of face and feature detection methods into categories is a difficult task and the classification presented is largely conditional as there are also hybrid methods which are characterised by several approaches.

Figure 2.2. Classification of face and facial feature detection methods.

Through the decades of field development, hundreds of face and feature detectors have been proposed. In this survey, the aim was to describe the current situation in the field in general rather than to provide an exhaustive description of separate methods. For this reason, only a short review for each category is given. Pros and cons are considered for each particular category. In this dissertation, the main efforts were concentrated on the development of a feature-based framework for face and facial landmark localization. For this reason, in the survey the focus is mainly on reviewing the closest references in the feature-based approach. Another specific point of interest in the survey is the consideration of the
robustness property of different detection methods regarding facial changes brought about by facial muscle movements.

**Feature-based Approach**
The feature-based approach to object detection has been widely used in the computer vision domain (Dorko & Schmid, 2003; Heisele et al., 2006; Mohan et al., 2001; Schneiderman & Kanade, 2000; Ullman et al., 2002; Weber et al., 2000). It has been also extensively utilized for automatic face and facial feature detection. Feature-based detectors generally perform either bottom-up or top-down detection. Both detection schemes occur in two stages of analysis of the image features. Bottom-up detection starts from low-level feature analysis. The raw pixel properties of the image (e.g. colours or grey-scale values) are used to exploit rather abstract facial features (e.g. edges, lines, line intersections, points, and regions). This stage usually produces a large number of low-level features derived from the image (e.g. edges which correspond to a cluttered scene or elements of hair and clothing). High-level processing further combines the low-level features detected into meaningful feature formations which represent specific visual patterns for the identification of corresponding facial structures between images. The high-level stage also performs a reduction of false detections received from the low-level stage. Top-down face detection performs image processing starting from a high-level stage and is guided by the knowledge about the face. Further, a low-level feature analysis is performed and the detected face candidates are verified by a detailed analysis of local feature properties. In both approaches, in order to judge whether or not the detected image parts constitute a face, the high-level stage uses knowledge of what constitutes a human face. A constellation analysis is applied to arrange the detected feature candidates into face-like formations, for example, by statistical probabilistic models (Burl & Perona, 1996; Yow & Cipolla, 1997; Lin & Fan, 2000). Alternatively, only confidence measures received from individual low-level feature detectors are used.

**Colour-based methods.** The main idea that lies behind these methods is that skin colour differences between people concern intensity values rather than chrominance values. This means that a distribution of skin colour is clustered in the chrominance space. Even if skin colour distribution is considered among different ethnicity groups, it is still compact. Several colour spaces have been used for skin colour detection as, for example, (normalized) RGB, HSV (i.e. HSI), YCrCb, YIQ, YES, CIE XYZ, CIE LUB, CIE Lab, TSL, and UCS/Farnsworth. Various statistical analysis methods have been applied to create colour representations of the face such as histograms, Gaussian colour models, mixture colour models, and look-up colour tables. All these methods are based on collecting representative sets of skin-coloured pixels and building a skin model in a
chosen colour space (Pal & Pal, 1993; Yang & Huang, 1994; Yang et al., 2002; Kakumanu et al., 2007).

A holistic approach to colour-based face detection is widely utilized (Chang & Robles, 2000; Martinkauppi et al., 2001; Hannuksela et al., 2004). It is frequently used to segment the skin-like areas of the input image or video frame, as shown in Figure 2.3. This procedure reduces the amount of information (i.e. pixels) to be processed at the following stages of face processing. Colour information is especially useful for face segmentation when the image is degraded due to low resolution or noise. After the skin-coloured regions have been detected, there are still false detections (e.g. detected hands and other skin-coloured objects) which need to be eliminated. Because colour-based methods produce many noisy candidates, further processing is required to remove small areas, fill holes in the skin-coloured regions received, fit elliptical shapes to or check on aspect ratio the detected areas. For these reasons, colour-based methods are mainly used for face and feature localization (Yang et al., 2002). However they can be used for the detection task with subsequent processing of the detected regions to verify the existence of the face or facial features. The colour property of the face is also used to detect separate facial landmarks. Colour segmentation is most often applied to mouth detection (Cooray & O’Connor, 2004) as the mouth possesses a distinctive reddish colour property (Figure 2.4).

![Figure 2.3. Examples of colour-based face detection: (a, c) original colour images and (b, d) the detected skin-like areas of the image. Reprinted with permission.](image)

Colour information in the image is one of the fastest to compute. For this reason colour-based detectors are applicable in real-time applications. These methods are relatively robust against head rotations and degradation in image resolution. However, they are sensitive to changes in illumination and skin tone. A selection of the appropriate skin model is one of the biggest challenges in colour-based face and feature detection
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9 Reprinted from Pattern Recognition Letters, 28/16, 2007, Ch. Lin, “Face detection in complicated backgrounds and different illumination conditions by using YCbCr color space and neural network”, Fig. 5 (p. 2195), copyright © 2007 Elsevier B.V., with permission from Elsevier B.V.
methods. Partial facial occlusions and facial expressions to some extent impair the performance of these methods. While a face region can be roughly estimated no matter what expression is displayed on the face, detection of separate features can be severely compromised in the presence of facial expressions. For example, bitted lips lose their reddish colour. In this case, the colour property of the lips cannot be applied for mouth detection. However, it is generally unknown what effects different facial expressions have on the performance of skin-based face and facial feature detection methods.

The advantages of colour-based methods are that they:
- are relatively easy to implement and fast to apply in real time
- allow those parts of the image to be discarded which are most likely not a face
- are usually efficient and robust with regard of head rotations, scale, moderate facial expressions, complex background, and partial occlusions

The disadvantages of colour-based methods are that they:
- require colour input data
- are sensitive to changes in illumination, skin colour, and strong facial expressions
- can produce many false positives (i.e. hands, neck, or skin-coloured objects in the scene) are produced in the raw output
- usually require a verification process to eliminate false positives and group colour pixels in face-like regions
- require filling holes in the skin-coloured regions received (which is a non-trivial task)

**Edge-based methods.** The first pioneering work on edge-based face and feature detection was accomplished by Sakai *et al.* (1971). Facial features
were detected from the line drawings of faces from photographs. Starting from that early work, edge-based methods have been successfully applied for automatic face and feature detection. They utilize edge maps as a powerful initial representation of the image. It is assumed that the edges capture the most important aspects of the image (i.e. local discontinuities) filtering out less important information. Generally, edges need to be extracted, labelled, and grouped into edge patterns, which are then matched against a model in order to verify correct detections. Colour-based face detection, histogram equalization, and smoothing operators can be applied to the image prior to the edge detection step.

Many edge detection operators are available (Hypermedia Image Processing Lab gives theoretical explanations and implementation hints for many edge detectors). Among others, the most commonly cited operators are Sobel edge detector, Canny edge detector, and a variety of first and second derivatives (i.e. Laplacian) of Gaussian operator. Sirohey (1993) proposed a method based on the edge orientation map of the facial image. Edges were extracted and grouped into line segments. Those line segments lying on a contour of the face were combined to constitute an elliptic shape. The ellipse then was fitted on the boundary of the detected region. The best elliptic match denoted the location of the face. Chetverikov and Lerch (1993) exploited another edge orientation template matching method augmented with blob features. A face was considered to consist of two dark regions (i.e. eyes) and three light blobs (i.e. cheeks and nose tip) located in a specific spatial relationship in the image. Additionally, the orientation of edges around the blobs was checked to be consistent with the face outline and the contour of the lips. Govindaraju (1996) proposed a method based on the Marr-Hildreth edge operator (Marr & Hildreth, 1980). He used an edge map of the original facial image to form a feature vector from the extracted specific edge groups (i.e. lines, arcs, and their combinations). The oriented elements detected were labelled as belonging to the "left side", "hairline" or "right side" of the face. These edge groups were matched against the edge orientation template of the face that was built on the basis of the gold standard ratio\(^{11}\). A cost function estimated likelihoods for each face candidate. An interesting approach was proposed by Yow and Cipolla (1997) in which they considered a face as a pattern of two “edge-free” and six “edge-full” features. “Edge-free” features corresponded to cheeks and “edge-full” features corresponded to eyebrows, eyes, nose, and mouth all of which consisted of primarily horizontally oriented edges. Recently, Fröba and Küblbeck (2000; 2002) proposed another matching method to detect a face from the image. A facial template was constructed on the basis of local
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\(^{11}\) The height of the face divided by its width equals \(\phi\), where \(\phi = \frac{1 + \sqrt{5}}{2} \approx 1.6180339887\).
oriented edges from the areas of the eyes, nose, and mouth (Figure 2.5). Using this template, a face was searched for in the image. Similar approaches have been used to detect separate facial landmarks (Low & Ibrahim, 1997; Choi et al., 1999).

Kawaguchi and Rizon (2003) located eye pupils using intensity and edge information. For this purpose they included in their algorithm Sobel edge operator and feature template matching. In combination with other information (e.g. colour and intensity), edges have been widely utilized for purposes of mouth and eye corner detection. Several algorithms based on a search for local oriented edges constituting lines and line intersections were developed specifically for this purpose. Herpers et al., (1996) utilized the first and second derivatives of Gaussian operator to detect oriented edge and line segments from a facial image. Using models of the eyes and mouth they performed template matching to find oriented elements constituting eye and mouth corners. A context-based feature search followed to locate eyebrows and nose. Pahor & Carrato (1999) proposed a method to detect the mouth corners of a speaker from videophone sequences. Campadelli et al. (2007) applied edge detection operators to detect rough eye and mouth locations as a preprocessing step for snake initialization. These methods were proved to be robust with regard to facial expressions (e.g. mouth was detected as closed or opened with teeth visible (Pahor & Carrato, 1999; Pantic & Rothkrantz, 2000b; Campadelli et al. 2007).

Because edges represent local discontinuities of the visual scene, edge-based methods have been seen to be largely invariant to skin colour and shallow shading gradients resulting from small variations in illumination and out-of-plane head rotations. The main difficulty in applying edge-
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12 Reprinted from Proc. IEEE Int. Conf. Automatic Face and Gesture Recognition (FGR’02), 2002, “Robust Face Detection at Video Frame Rate Based on Edge Orientation Features”, Fröba B. and Kübler C. Fig. 3 (p. 3), copyright © 2002 IEEE, with permission from IEEE.
based methods for the task of face and feature detection is that it is not trivial to compose edges and make sense of the edge patterns detected. The performance of the edge-based detectors depends heavily on the threshold values used for edge grouping. In a cluttered scene it is most likely to yield a lot of false detections. It is difficult to define which edges belong to the face. For this reason, edge-based methods are usually applied under constrained conditions or after the image has been preprocessed (e.g. by a colour-based face detector). Alternatively, additional information is required, for example, if it is known in advance that the face to be detected has a frontal view. Edge-based methods are mainly used for face and feature localization (Yang et al., 2002). Generally, local methods demonstrate better performance under varying conditions than global ones.

**Advantages of edge-based methods are that they:**
- work with grey-scale images
- are relatively simple and easy to implement
- demonstrate good empirical results under constrained conditions
- are useful for eye and mouth corner detection from images with facial expressions if the rough position of the feature is known
- perform data compression at the very early stage of image processing

**Disadvantages of edge-based methods are that they:**
- are sensitive to complex background
- are sensitive to occlusions, facial expressions, changes in lighting, and out-of-plane head rotations if applied globally
- require a selection of threshold values used for edge detection and grouping
- may be computationally expensive and slow if applied at multiple orientations and resolution levels

**Wavelet-based methods** derive multi-resolution and multi-orientation wavelets from the image. The wavelets possess the important property of describing faces in terms of luminance changes at different frequencies, positions, and orientations. This property allows the characteristic patterns for face and feature detection to be composed. On the other hand, the use of wavelets for the task of face detection is motivated by strong biological analogies. Wavelet representation constitutes a good model of the responses of the simple cells in the visual cortex (Orban, 1984; Hubel, 1995; Ullman et al., 2002). Figure 2.6 presents an example of Gabor wavelet-based face representation. One of the famous wavelet-based face and feature detection methods was that proposed by Wiskott et al., (1997). This method, called elastic bunch graph matching, located facial features using object adopted graphs. The face geometry was encoded by a structure of the graph. The information on local feature points in each node of the elastic graph was represented by Gabor wavelets. A feature vector was
generated by concatenating all the wavelet coefficients together. The facial features were extracted by maximizing a similarity between the novel image and the model graphs.

Wavelet-based methods can be also applied locally in the detection of separate facial landmarks. In this case, a multi-resolution and multi-orientation landmark representation is formed from the wavelet coefficients derived from the regions of the landmark as shown in Figure 2.7 (Huang & Wechsler, 1999, Feris et al., 2002; Fasel et al., 2005; Song et al., 2006; Campadelli et al., 2007).

In general, Gabor-based detection methods have been demonstrated to be effective and robust under many unconstrained conditions. The reason for this is that Gabor-based face representation eliminates variability in the image due to variations in lighting conditions, contrast, and small head rotations. This representation is robust against small shifts and deformations in the facial image due to facial expressions (Tian et al., 2002;
Gu and Ji, 2004). The complexity of a scene impairs the performance of these methods, thus preprocessing is usually performed prior to the detection step. Although the wavelet representation of a face has been widely adopted, it is computationally expensive to convolve the input image or video frame with multi-banks of wavelet filters. Wavelet-based methods are mainly used for face and feature localization (Yang et al., 2002).

Advantages of wavelet-based methods are that they:
- are relatively effective and efficient under changes in lighting, small head rotations, and facial expressions
- simulate low-level mechanisms of biological vision (i.e. local orientation sensitivity of neurons of the primary visual cortex)

Disadvantages of wavelet-based methods are that they:
- are usually computationally slow to be applied in real-time
- are sensitive to cluttered scenes, occlusions, large out-of-plane head rotations, large changes in lighting, and strong facial expressions

Texture-based methods. The texture property of the face has also been used for automatic face and feature detection. The assumption is that human faces have a distinctive texture that can help to distinguish faces from objects of other classes. These methods began with work by Augusteijn and Skujca (1993). The general approach proposed is that texture is first modelled by statistical methods. Next, a classifier is trained to discriminate between face and non-face texture patterns. Augusteijn and Skujca used a spatial grey-level difference-based method that utilized colour information in combination with second-order statistical features which model texture patterns. The texture was classified into three classes (i.e. face, hair, or others) by a neural network. In other works, high-order autocorrelation coefficients were used to construct texture models (Hotta et al., 1998; Kurita et al., 1998; Popovici & Thiran, 2001).

Another texture-based face detection method utilized local binary pattern (LBP) operator (Ojala et al., 2002; Hadid et al., 2004; Ahonen et al., 2006). In this method, a facial image was first divided into a set of blocks. Next, from each block the LBP feature histograms representing texture contents within these regions were computed. In the next step, all intermediate LBP feature histograms were concatenated into a single histogram. Figure 2.8 illustrates the process of calculating the local LBP code. Pixels from each local region (coded from 0 to 256) were labelled according to the value of the central pixel. The result of the labelling was considered a binary number which coded a local LBP texton at a given location in the image. The proposed method achieved good results on face datasets in unconstrained conditions (i.e. changes in illumination, head rotations, occlusions, etc.) and facial expressions (Zhao & Pietikäinen, 2007; Feng et al., 2005).
Advantages of texture-based methods are that they:
- work with grey-scale images
- usually require high resolution images with visible texture patterns
- demonstrated good empirical results under constrained conditions
- are relatively simple and easy to implement in real time

Disadvantages of texture-based methods are that they:
- are sensitive to large changes in illumination, large out-of-plane head rotations, occlusions, strong facial expressions, and complex background

Intensity-based methods. Intensity properties of the image have also been utilized to detect faces and features globally or locally. Yang and Huang (1994) introduced a rule-based multi-resolution method to locate a face from the image based on the observation that humans can detect faces at a very low resolution. They used the assumption that facial landmarks differ from the rest of the face because of their low brightness. Low-resolution images were used to detect all possible face candidates as bright areas of a predefined size. Increasing the image resolution, they detected eyes, nose, and mouth as dark regions inside the face candidates. High-resolution images were used to analyse the received feature candidates in detail. A set of rules was applied to the facial structure of images at each resolution level to reduce the amount of information to be processed at a higher level of resolution. This method was elaborated by Lv (2000) and Kotropoulos and Pitas (1997). Sobottka and Pitas (1997) analysed a topographic grey level relief of the face region. After the darkest areas in the face were detected, a geometry face model was used to capture the best face-like constellation of the landmark candidates detected. Mäkinen and Raisamo (2002) applied a similar method in which a topographic grey level relief of a face region was used to construct intensity profiles of the facial pattern (Figure 2.9). The skin-coloured face candidates detected were verified by ellipse fitting procedure and detection of facial landmarks as the darkest areas inside of the face candidate.

Figure 2.8. The process of pixel labelling in the image neighbourhood of 3 by 3 pixels to calculate a local LBP code at this pixel position. Reprinted with permission.\textsuperscript{14}

\begin{table}[h]
\begin{center}
\begin{tabular}{|c|c|c|}
\hline
3 & 5 & 2 \\
\hline
4 & 5 & 8 \\
\hline
7 & 0 & 9 \\
\hline
\end{tabular}
\end{center}
\begin{tabular}{|c|c|c|}
\hline
0 & 1 & 0 \\
\hline
0 & 1 & 0 \\
\hline
1 & 0 & 1 \\
\hline
\end{tabular}
\begin{center}
Binary code: 10100101 \\
Decimal: 165
\end{center}
\end{table}

\textsuperscript{14} Reprinted from \textit{Real-Time Imaging}, 9/5, 2003, Mäenpää T., Turtinen M., and Pietikäinen M., “Real-Time Surface Inspection by Texture”, Fig. 1 (p. 290), copyright © 2003 Elsevier, with permission from Elsevier.
Other methods utilize the distinctive intensity properties of the face to detect facial features. For example, the intensity map of the image is used to detect bright landmarks like the nose as the lightest area in the image (Hoogenboom & Lew, 1996; Campadelli et al., 2007). Figure 2.10 shows the detection results for the tip of the nose.

Figure 2.10. Examples of nose processing (Campadelli et al., 2007). The horizontal line indicates the base of the nose, the dots along the nose are the points of maximal symmetry along each row, the vertical line approximates those points, and the rectangular marker indicates the tip of the nose. Courtesy of P. Campadelli, R. Lanzarotti, and G. Lipori. Reprinted with permission from P. Campadelli.

Intensity-based methods are useful for purposes of rough estimation of face and feature locations, for example, in those cases when the image has a low resolution, is corrupted by camera noise, or a face is shown at a distance (Campadelli et al., 2007). Intensity-based methods are robust to facial expressions (i.e. the face appears as bright area and facial features appear as dark areas in the facial region even if a strong facial expression is shown). Another advantage of these methods is that they do not require high-resolution images and some blurring effect of the image is even desired. However, intensity information has been shown to be prone to large changes in lighting, large head rotations, and complex background. The performance of intensity-based detectors depends largely on the threshold values selected for binarization of the intensity maps. These methods are mainly used for face and feature localization (Yang et al., 2002).

Advantages of intensity-based methods are that they:

- have low computational requirements and can be applied in real time
- work with grey-scale low-resolution images
- are robust regardless of small changes in lighting, small head rotations, moderate facial expressions, scale, and camera noise

**Disadvantages of intensity-based methods are that they:**
- usually provide rough detection results which need to be refined by other methods
- require a selection of threshold values used for binarization of the intensity map
- are sensitive to large changes in lighting, large out-of-plane head rotations, occlusions, strong facial expressions, and complex background

**Infrared-based methods** use a phenomenon of reflection of the infrared light by the eye pupils. These methods are used to detect pupil locations first. Following this, other features can be extracted next. Usually, some thresholding process precedes the detection step to make the pupils the darkest or lightest regions in the image. Gu and Ji (2005) applied light- and dark-pupil techniques to detect eyes (Figure 2.11). They used Gabor eye region decomposition and head movement prediction on the basis of the detected eye pupils to extract a number of characteristic points from the face. Infrared-based methods provide a powerful means to accurately detect eye pupils regardless of wide variability in the affecting variables.

![Image of eye detection](image)

**Figure 2.11.** An example of infrared-based eye detection. The left image shows the detected eye pupils (filled circles) and feature points (unfilled circles). The right image shows the verified feature locations. Reprinted with permission.
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15 Reprinted from *Machine Vision and Applications*, 16, 2005, “Information Extraction from Image Sequences of Real-World Facial Expressions”, Gu H. and Ji G., Fig. 3 (p. 107) and Fig. 5 (p. 109), copyright © 2004 Springer-Verlag, with permission from Springer-Verlag.
The face can be effectively detected by these methods on the basis of eye locations if the eye pupils are visible. Scale, head rotations, and complex background do not affect the performance of these methods. However, the detection may fail if the eyes are occluded by structural components or eyelids during facial reactions.

**Advantages of infrared-based methods are that they:**
- work with colour and grey-scale images
- are relatively simple and easy to implement in real time
- are effective and robust regardless of variability of conditions

**Disadvantages of infrared-based methods are that they:**
- require the use of infrared imaging technique
- require a selection of parameters for binarization of infra-red camera image
- require the eyes to be open, which is not always the case in variations in expression

**Generalized biologically plausible methods.** As described, visual features like colours, textures, edges, symmetry properties, and intensity values are derived and processed at the early stages of the biological visual system. These low-level pre-attentive mechanisms help the visual system to concentrate on the important parts of the image while discarding the less important ones. A number of computer vision researchers (Rybak et al., 1990; Reisfeld, 1993) have suggested that automatic face and feature detection should start from an analysis of the pre-attentive low-level generalized properties of the image. In their later work, Reisfeld and Yeshurun (1998) further developed this idea to utilize a symmetrical property of facial features. Their method was based on the analysis of edge and intensity maps of the image guided by knowledge of the face structure and symmetry of the facial landmarks.

Rybak et al. (1990) utilized the analysis of edge structures that simulated a property of orientation selectivity of the neurons in the primary visual cortex. This work was extended to construct the attentive behavioural model of vision (BMV) (Shaposhnikov et al., 2002; Rybak et al., 2005; Shevtsova et al., 2007). In the model, the mechanisms of fixation point selection strategy of the human eyes were exploited to detect prominent facial features. The simulated mechanisms of visual attention guided a selection of low-level features such as edges at particular orientation and intensity values. The difference between two multi-orientation Gaussians was used to extract local oriented edges from the image at several levels of resolution. The orientation of the edge at a given position of the image was considered in a context of orientations of edges in the neighbouring image parts. The BMV model performed “a switch of attention” to the neighbouring part of the image in which the orientation of the edge was maximally different from the preceding one. Herpers (1995) proposed a
similar method based on a simulation of the processes of active vision. A multi-orientation and multi-resolution Gaussian edge detector was used to extract local oriented edges. Using a symmetry property of the eye pair, the eye regions were detected at the low resolution. The positions of the eyes further guided the search for nose and mouth features. Recently, an extension of this work with Gabor wavelet-based face representation at multiple scales and orientations was reported by Smeraldi et al. (2000).

Generalized feature-based face and feature detection methods accumulate knowledge on feature-based image processing and take advantage of many image features simultaneously. They use knowledge about how the visual system processes this information. For this reason they have been shown to be robust with respect to many variations in facial appearance caused by changes in lighting, facial expressions, and in-plane head rotations.

Advantages of generalized methods are that they:
- accumulate the advantages of feature-based face and feature detection methods
- have the important property of being biologically plausible and simulate the low-level pre-attentive mechanisms of biological vision

Disadvantages of generalized methods are that they:
- have the general disadvantages of feature-based detection methods

Template-based Approach

The methods in this category apply a correlation between facial template(s) and the input image or video frame. The procedure consists of two steps. In the first step, a facial template has to be created (usually manually). In the next step, a search is performed for the area in the image or video frame that resembles the template(s). After that, the existence of the face or facial feature in the image is declared in the area that gained maximum correlation. The structure of the facial templates can be predefined (i.e. permanent) or deformable. A description for each template category is given below.

Predefined templates. Predefined templates were generally among the first methods of automatic face and feature detection. A classical example of a predefined template is the ratio template proposed by Sinha (1994). The template consisted of 16 adjacent regions and 23 relations between these regions. The relations of the template denoted the direction of changes in the brightness of the neighbouring facial regions. In this work, a matching strategy was applied to the input image in order to derive the best face candidates. The ratio template used in this work is shown in Figure 2.12.
The predefined templates are usually easy to construct and compute. It makes sense to use the predefined templates for face and feature detection under strictly controlled conditions (i.e., constant lighting, restricted head movement, simple background, neutral (or known) expression, etc.). However, if these conditions fail, the detection rates decrease significantly. The deteriorating effect of facial expressions on face detection made by matching a global predefined template against the image can be illustrated as follows. Let the template of the face consist of dark areas for eyebrows, eyes, nose, and mouth as shown in Figure 2.13. It is seen that the expression of surprise leads to inconsistency between the template and the locations of the eyebrows and mouth. The template can be constructed, for example, from the edge or intensity information. Still, the presence of a strong facial expression, for example, surprise, leads to noticeable inconsistency between the positions of landmarks in the template and the image. The use of predefined templates locally for the detection of separate facial landmarks (Evreinova et al., 2006) partly solves the problem, as separate facial parts exhibit less variability than the pattern of the whole face.

Figure 2.13. The global facial template consists of dark areas which correspond to the prominent facial landmarks. It can be seen that the expression of surprise leads to inconsistency between the template and the locations of the eyebrows and mouth. The image is from the Cohn-Kanade AU-Coded Facial Expression Database (Kanade et al., 2000). Reprinted with permission.

Figure 2.12. Facial ratio template based on relative brightness of 16 neighbouring regions (grey boxes) and 23 relations between regions (arrows) (Sinha, 1994). Reprinted with permission.

Advantages of predefined templates are that they:
- work with grey-scale images
- are relatively simple and easy to implement
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16 Reprinted from Proc. National Conf. Artificial Intelligence, 1998, “Eye Finding via Face Detection for a Foveated, Active Vision System”, Scassellati B., Fig. 3 (p. 971), copyright © 1998 Association for the Advancement of Artificial Intelligence (AAAI), with permission from AAAI.
- are effective and efficient under very constrained conditions

Disadvantages of predefined template are that they:
- possess a difficult problem of enumeration of templates for different conditions (i.e. in- and out-of-plane head rotations, facial expressions, and scale) if applied globally
- can be computationally expensive and slow when applied in real-time (i.e. it is time-consuming to perform cross-correlation on multiple scales)

Deformable templates. Because faces constitute a class of highly deformable objects, it is more beneficial to use deformable facial templates which can adapt to facial distortions (Yuille et al., 1992). Recently, extensive work has focused on a deformable property of the face. Active contour models or snakes were first proposed by Kass et al. (1988) and further developed in many studies (Hamarnen, 2000; Perlibakas, 2003; Campadelli et al., 2007). Figure 2.14 illustrates examples of the results of the snake-based face and feature detection.

![Figure 2.14](image_url)

**Figure 2.14.** The left image shows the results of snake-based face contour detection. Reprinted with permission.† The top-right image shows snake-based eye detection (Campadelli et al., 2007). From left to right and top to down: eye subimage; edge map; binarized map; initial template position; final template position; and detected eye points. Courtesy of P. Campadelli, R. Lanzarotti, and G. Lipori. Reprinted with permission from P. Campadelli. The bottom-right image shows snake-based mouth detection. Images were collected from [http://www.cvc.uab.es/~jordi/cares.html](http://www.cvc.uab.es/~jordi/cares.html) on July 14, 2008. Courtesy of P. Radeva, A. Martinez, and J. Vitriá. Reprinted with permission from P. Radeva.

Active appearance models (AAMs) are another example of deformable templates. AAMs were first proposed by Lanitis et al. (1995) and further developed by Cootes et al. (2001). In AAMs, the characteristic points of the
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† Reprinted from *Pattern Recognition Letters*, 24/16, 2003, Perlibakas V., “Automatic Detection of Face Features and Exact Face Contour”, Fig. 2 (p. 2983), copyright © 2003 Elsevier, with permission from Elsevier.
face are annotated manually for each face in the training image set. The shape and grey-scale variation properties of the faces from the training set are learned through statistical analysis. The AAM mesh is built next on the basis of the learned shape and texture variations of the face. In the testing phase, the matching is performed against the image or video frame. It involves a search for model parameters which minimise the difference between the image and a synthesised model example projected onto the image. The potentially large number of parameters makes this a difficult problem. Figure 2.15 illustrates the steps described in the AAM-based detection process.

There are other examples of deformable templates such as active shape models (Cootes et al., 1995), direct appearance models (Hou et al., 2001), morphable models (Jones & Poggio, 1998), constrained local models (Cristinacce & Cootes, 2006), and active blobs (Sclaroff & Isidoro, 2003).

![Image of face detection by active appearance models (AAM)](http://www2.imm.dtu.dk/~aam)

**Figure 2.15.** Face and feature detection by active appearance models (AAM). From left to right and top to bottom: original facial image; segmented face and feature contours; resulting AAM mesh; initial AAM model; AAM model after 2 iterations; and converged AAM model after 12 iterations. The images were collected from http://www2.imm.dtu.dk/~aam on July 14, 2008. Reprinted with permission from M. Stegmann.

Deformable templates such as snakes have been demonstrated to be robust regardless of facial deformations (Hamarnen, 2000; Campadelli et al., 2007). Thus, face and features can be successfully detected in spite of wide variations in expression when the eyes are closed or semi-closed and the mouth is open and the teeth are visible. Other deformable templates might suffer from strong facial expressions as AAA-based methods do. A limitation of snake-based detectors is that they have to be initialized near the face or feature in the image. Otherwise they may fail to get a right start. Another limitation of deformable templates is that they usually
require high-resolution images and are not easily achievable in real time. However, once the face is detected, it is then possible to track it on the basis of the features detected (Toennies et al., 2002). Marked changes in lighting, out-of-plane head rotations, and occlusions greatly impair the performance of these methods. Therefore a preliminary face or feature detection is required to perform the detection in cluttered scenes. Template-based methods are mainly used for feature localization (Yang et al., 2002).

Advantages of deformable templates are that they:
- work with grey-scale images
- are effective and efficient in constrained conditions
- can precisely detect facial features with expression variations

Disadvantages of deformable templates are that they:
- need to be initialized near the face or feature in the image
- are sensitive to large changes in lighting, large head rotations, occlusions, complex background, and strong facial expressions
- require high-resolution images

Learning-based Approach
Another class of face and feature detectors is represented by learning classifiers. These methods learn the appearance of the face and facial parts from examples. Face or feature models are constructed from the training image set and further searched for in the image. This way, no knowledge of facial structure is required. Usually, the bigger the training set, the better differentiation between face and non-face classes can be achieved. The training set should cover all variability of facial appearances. A windowing technique is usually applied in which a classifier scans the image or video frame in a window of a predefined size. The window size of the classifier is smaller than the size of the image, and a classifier therefore produces multiple output values at each scanning position. When the output of the classifier is greater than some threshold, the part of the image is labelled as being a member of the face class. The detection at multiple scales and orientations is performed by scaling and rotation of the input image. Because the whole image is fed to the classifier, the learning classifiers need to deal with the problem of dimensionality reduction. They usually apply a preprocessing step to reduce a dimension of the input data and select optimal modal parameters in the received low-dimensional space.

Linear Subspace Methods assume that any face can be represented as a linear combination of all other faces from the face space. Examples of methods from this category are principal component analysis (PCA), Gaussian component analysis, independent component analysis, factor analysis, projection pursuit, and symplectic maps to name few. For a recent review on these methods see (Deco & Obradovic, 1996).
PCA (Turk & Pentland, 1991; Belhumeur et al., 1997; Gu et al., 2001) is perhaps one of the most practical and systematic methods exploiting the idea of linear subspaces. PCA-based methods project the face space into a lower-dimensionality feature space by PCA. The received set of standardized face components (i.e. eigenvalues and eigenvectors) derived by PCA from a large training set of facial images is called eigenfaces. Eigenfaces provide a compact representation of the face to be used for face detection. The process of deriving eigenfaces proceeds as follows. First, a training dataset of facial images should be constructed. The training dataset is usually taken in the same lighting conditions, head poses, simple background, and moderate expressions and normalized by scale (i.e. distances between eyes), face location, and head rotation. After the training set is complete, the mean is subtracted and the covariance matrix is calculated from it. Eigenvalues and eigenvectors are further derived from the covariance matrix of the probability distribution of the high-dimensional vector space of the training dataset. Because the dimensionality of the received eigenvectors is high, only few eigenvectors with large eigenvalues are typically selected. The received eigenfaces appear as light and dark areas arranged in a specific pattern (Figure 2.16).

![Figure 2.16. Examples of eigenfaces. © 2002 AT&T Laboratories, Cambridge. Reprinted with permission from AT&T Laboratories.](image)

This pattern is used to differentiate between face and non-face object classes by calculating the distance from the face space. If a distance from the face space is less than a threshold, the existence of a face in the image is declared. The same idea was extended to detect separate facial landmarks by Moghaddam and Pentland (1994). They obtained eigenvalues and eigenvectors from a representative training set of each feature (e.g. eigeneyes, eigennose, and eigenmouth).

A difficulty of using PCA as a face detector is due to the fact that the scale and position of the face in the image is usually unknown. As a result of this, the search space is rather large and false detections are likely. Cooray and O’Connor (2004) resolved this problem by performing PCA on a region derived from the automatically detected locations of eyes and mouth. The distance between the eyes denoted a rough scale and position of the face for a normalized search space. Another drawback of this
method is the requirement of face normalization by scale, location, and head rotation in the training set. Pronounced facial expressions usually lead to a misalignment error because the correspondence between landmark positions in the images of different expressions is poor. One possible solution would be to construct models (i.e. eigenspaces) of faces for each particular facial expression (Frank & Nöth, 2003). However, the presence of between- and within-individual differences of facial expressions would still cause difficulties in the construction of normalized spaces for each type of expressive face. PCA-based methods are used for face and feature localization and detection (Yang et al., 2002).

**Advantages of linear subspace methods are that they:**
- work with grey-scale images
- achieve good results for faces in constrained conditions

**Disadvantages of linear subspace methods are that they:**
- may be computationally expensive and slow
- require a large amount of training data
- require normalization of testing data by scale, position, orientation, and expression
- have a dimensionality reduction problem in the extraction of eigenvalues from the training set
- require a search over space and scale if the face scale is not known in advance
- are sensitive to alignment error, background complexity, scale, head pose, change in illumination, and facial expressions

**Neural Networks (NNs)** approach the face and feature detection problem as a pure pattern recognition task. The literature includes numerous NNs which differ from one another in terms of architecture, number of hidden layers and receptive fields, learning algorithms (e.g. AND, OR, voting, or separate arbitration networks), and others. One of the most significant works on NN was perhaps that by Rowley et al. (1998a). They used a retinal-based multi-layer perceptron to learn a discriminant function from the training set. They used three types of receptive fields. The first receptive field resulted from a division of the facial image of size 20 by 20 pixels into four 10x10 subregions. The remaining two receptive fields were obtained from 16 subregions of size 5x5 pixels and six overlapping subregions of size 20 by 5 pixels. Each of these subregions corresponded to one hidden unit. They applied different learning algorithms to achieve the best performance. The extension of this work was presented in (Rowley et al., 1998b) in which the architecture of the system was improved by an NN router. The NN router detected the head rotation in the input image and passed on the image to one of two NNs trained either in frontal or profile view facial images. Féraud et al. (2001) proposed an NN based on a constrained generative model network. The idea was to train the NN to perform a nonlinear dimensionality reduction (i.e. a nonlinear PCA) and
then to measure the reconstruction error of each input image. A low error would signal the presence of a face. Roth et al. (2000) proposed a method called sparse networks of winnows (SNoWs). SNoW was a sparse network of linear functions which were defined over a pre-defined or incrementally learned feature space. This system was specifically designed for the learning of a very large amount of features. To detect a face, SNoW used two NN consisting of 2 linear thresholding units which operated on Boolean features. The Boolean features encoded positions and intensity values of pixels in the image. To perform analysis at multiple scales, the mean and variance values of the pixels at each scale were additionally calculated. The two linear units were separated from each other and sparsely connected over the Boolean feature space. The training procedure promoted or demoted the weights corresponding to the features in accordance with the classification success of the current training example.

NNs usually achieve a high performance if the training set is representative enough to cover a large range of facial variations (Garcia & Delakis, 2002). For example, a SNoW system was tested on a very large representative set of facial images with different lighting, facial expressions, and head rotations. The performance was sufficiently high for all these conditions. In contrast to PCA-based methods, NNs achieve greater invariance regardless of scale, orientation, and resolution. NN-based methods are mainly used for face and feature detection (Yang et al., 2002).

Advantages of NN-based methods are that they:
- work with grey-scale images
- use powerful machine learning algorithms
- are effective and efficient in many conditions including changes in lighting, head rotations, occlusions by eye-glasses, and facial expressions, if the training set includes all these variations
- are fast to apply in real time

Disadvantages of NN-based methods are that they:
- have a problem with the selection of training data and training procedure
- need many positive and negative examples
- are time consuming in training and testing
- require a search over space and scale if the face scale is not known in advance
- require the right parameters (e.g. number of layers, hidden units, and learning rate) to be selected

Support Vector Machines (SVMs) are hyperplane classifiers based on the concept of decision planes that define decision boundaries. From the training set of face and non-face images, an SVM classifier learns how to construct a separating hyperplane that maximizes the distance between
these two data sets. In the training phase, the SVM classifier constructs a separating hyperplane in an $n$-dimensional space of the input image. In order to achieve good separation, the hyperplane is constructed so that it has equidistances to the neighbouring data points of both classes. These closest points are called support vectors. The greater the distance, the better the generalization error of the classifier will be. To perform a nonlinear separation, the input space is mapped onto a higher dimensional space using Kernel functions.

Osuna et al. (1997) first proposed applying SVM to the face detection task. This approach has subsequently been further developed (Heisele et al., 2003) and applied to the detection of facial features (Heisele et al. 2001a; 2001b; 2006; Bileschi & Heisele, 2003). Campadelli et al. (2007) extended this method to detect eye regions in a coarse-to-fine manner. They used two SVM eye detectors applied to eye representations consisting of optimally selected wavelet coefficients. On the coarse level, rough eye locations were detected by an SVM trained on a representative set of eye images (Figure 2.17, top row). On the next level, the detection output from the coarse eye detector served as an input for the high-level eye detector that improved the localization precision (Figure 2.17, bottom row). Other facial features were defined on the basis of the eye locations detected. SVM-based methods are mainly used for face and feature detection (Yang et al., 2002).

![Figure 2.17](image)

**Figure 2.17.** Coarse-to-fine eye detection (Campadelli et al., 2007). The top row shows low-level eye region detection. The bottom row shows high-level eye position refinement. Courtesy of P. Campadelli, R. Lanzarotti, and G. Lipori. Reprinted with permission from P. Campadelli.

**Advantages of SVM-based methods are that they:**
- work with grey-scale images
- use powerful machine learning algorithms
- if trained on a representative image set, are effective and efficient under many conditions including changes in lighting, occlusions, head rotations, and facial expressions
- are usually fast for application in real time

**Disadvantages of SVM-based methods are that they:**
- need many positive and negative examples
- have a problem with the selection of training data and training procedure
- are time consuming in training and testing
- require the selection of the right parameters (e.g. kernels have to be known in advance)
- require searching over space and scale

**Adaptive boosting classifiers (AdaBoost)** machine learning algorithm was first formulated by Freund and Robert (1995). AdaBoost works with learning classifiers arranged into a cascaded structure. Each classifier in the cascade consists of a linear combination of weak classifiers. Each weak classifier learns only one simple feature. The process of boosting proceeds as follows. AdaBoost calls a weak classifier repeatedly in a series of rounds. For each round, a distribution of weights in the classifier is updated. This process indicates the importance of examples in the data set for the classification. In each round, the weights of each incorrectly classified example are increased (or alternatively, the weights of each correctly classified example are decreased). This way the classifier learns to reject as many non-faces as possible and retain only faces. A new classifier at a higher level of the cascade focuses more on the misclassified examples. This structure is adaptive in the sense that each subsequent classifier in a cascade works with samples misclassified by previous classifiers.

Figure 2.18 illustrates a face detector based on a cascade of boosted classifiers proposed by Viola and Jones (2001; 2004). In this method, the facial image is represented by rectangle Haar-like features called “integral image” (Papageorgiou et al., 1998). The classifiers are arranged in a cascade structure in which weak classifiers are followed by increasingly more complex classifiers. Adaboost classifiers select a small number of the

![Figure 2.18](image)
critical rectangle features from the input image. The weak classifiers process a large amount of data and discard the background regions leaving more computation on promising face-like regions for complex classifiers. This allows faces to be detected fast and efficiently.

Adaboost can be also applied at a feature level for the detection of separate facial landmarks as in (Cristinacce & Cootes, 2003; 2006). Later, the extended set of Haar-like features was proposed for the detection of the face (Lienhart & Maydt, 2002) and facial features (Wilson & Fernandez, 2006; Lu et al., 2007). Vukadinovic and Pantic (2005) proposed performing GentleBoost on Gabor-based features allowing the detection of facial feature points from images of expressive faces.

The main advantage of AdaBoost classifiers is that they do not have a dimensionality reduction problem in contrast to PCA and NN. In the cascade of weak classifiers, each weak classifier works with a reduced amount of data from the preceding classifiers. This enables fast and efficient classification. AdaBoost learning strategy can work with other learning algorithms in order to improve their performance. AdaBoost is largely sensitive to noisy data and outliers. However, if it is trained on a large representative set of images it can achieve high performance. AdaBoost-based methods are mainly used for face and feature detection (Yang et al., 2002).

**Advantages of Adaboost-based methods are that they:**
- work with grey-scale images
- are adaptive while reducing the amount of information to be processed at subsequent stages of the cascade
- if trained on a representative image set, they are effective and efficient under many conditions
- are fast to apply in real-time

**Disadvantages of Adaboost-based methods are that they:**
- have a problem in the selection of training data and training procedure
- require many positive and negative examples
- are time consuming in training and testing
- need to search for face and facial landmarks over space and scale

### 2.4 Performance Evaluation

The output of the face and feature detection system has a wide range of applications. The found face and feature positions in static image or video can be delivered as an input to various systems of automatic face analysis such as face recognition, facial expression analysis, and perceptual vision-based HTI. In this section, the issues on a performance analysis of face and feature detection systems presented in the literature are discussed. In
order to allow systems of automatic face analysis to work fully automatically, efficiently, and robustly in real time, it is important to achieve fully automatic, robust, accurate, and fast face and feature detection. In practice, the performance of the face and feature detection system is examined in terms of the form of the detection output, detection accuracy, detection rate, false alarm rates, and its speed. Let us consider these evaluation metrics in more detail.

**Form of the Detection Output**

The choice of a form of detection output is an important issue to be considered in the performance evaluation of the face and feature detection systems. The form of the face and feature detection output data is directly related to its detection accuracy and is driven by the application for which the detection system has been designed. It has been shown that the majority of face analysis systems require a precise localization of eye centres. Eye centres are widely utilized, for example, in face normalization and alignment, which are typically done prior to PCA-based face recognition. The eye centres have to be detected with high accuracy because these methods are sensitive to displacement and scaling errors in face detection (Zhao et al., 2003). Other face recognition systems require a large number of precisely located facial features from the eye, nose, mouth, and sometimes cheek or chin regions (Wiskott et al., 1997; Colbry et al., 2005; Campadelli et al., 2007). Still other face analysis systems take a facial region (like that demonstrated in Figure 2.19) rather than a feature point as their input (Zhao & Pietikäinen, 2007). Because of this, it was recommended (Campadelli et al., 2007) that a face and feature detection system should clearly specify the form of its detection output and the range of applications for which this output is suitable. At the same time, it was recommended that face analysis systems should define their input data requirements in terms of data type (i.e. detected features) and required accuracy of the detection result.

Generally, the following widely utilized face and feature detection data outputs can be defined. Eyes are usually defined by eye centres, eye corners, exact eye contour, or bounding box which contains the eye region. If eyebrows are chosen to be detected, their position is

---

19 Reprinted from *J. Computing Sciences in Colleges*, 21 (4), 2006, Wilson Ph.I. and Fernandez J., “Facial Feature Detection Using Haar Classifiers”, Fig. 5 (p. 135), copyright © 2006 Consortium for Computing Sciences in Colleges (CCSC), with permission from CCSC.
usually evaluated by a bounding box which includes the eyebrow region, exact contour curvature, or a number of points on the eyebrow. Nose is defined by centre of the nose tip, centre coordinates of nostrils, or a bounding box which contains the nose region. Mouth is defined by the mouth centre point, mouth corners, exact mouth contour, or bounding box which contains the mouth region. The accuracy of detection of the facial pattern as a whole is usually defined by the locations of the eye centres or bounding box containing a face region.

**Detection Accuracy**

The *detection accuracy* of face and feature detectors with output in the form of a point measure is given in terms of either visual inspection of the detection result or allowable error range. Visual inspection cannot be considered an appropriate evaluation measure as it is a subjective decision and cannot give objective criteria of what to consider a correct detection result. The *error range* is usually calculated as a distance between manually annotated and automatically detected feature point locations. Allowable error range has usually been reported in terms of Euclidean pixel distance - the smaller the number of the pixels, the better is the accuracy of the detector.

According to a point evaluation measure proposed by Jesorsky et al. (2002), a detection result is considered correct if the distance between manually annotated and automatically detected feature point location is less than 1/4 of the annotated interocular distance\(^{20}\). This measure is normalized to the face scale and, therefore, ensures the possibility to compare the detection results from different studies and databases. This measure has already been widely adopted by many studies for purposes of assessing the quality of eye localization (Ma et al., 2004; Tang et al., 2005; Niu et al., 2006).

Recently Rodriguez et al. (2006) elaborated this issue further and proposed new face and feature detection accuracy measures. New measures appeared to be more discriminative than the former one as they permit a quantitative evaluation of the face recognition degradation with respect to different error types. Instead of considering only the Euclidean distance between the detections and the annotated points, the new measure considers four types of errors: horizontal and vertical displacements, scale errors, and rotation errors. Studies on deformable template-based detection methods output contour of the faces and landmarks detected. These methods typically utilize the point evaluation measures described above to report their findings (e.g. Campadelli et al., 2007). It is generally unclear how the accuracy of the contour detection can be defined in this case.

\(^{20}\) The interocular distance is the distance between the centres of the eyes (Farkas, 1994).
The measures described of face and feature detection accuracy are point measures sufficient for those applications which can make use of a single pixel point result as an output of face and feature detectors. However, there are applications requiring a detector to find a region in the face rather than to give a point solution. Studies on this topic have proposed several observations to define a detection result as a correct one. For example, a proportion index was calculated that showed a relative proportion between manually annotated and automatically detected face or feature areas (e.g. R1 and R2 from Figure 2.20). If the proportion index is smaller than a predefined threshold, the detection result is considered to be correct. Other studies checked if the centres of the chosen features lay inside a manually annotated bounding box defining the boundaries of the face or its features. For example, both eyes are inside a box which bounds the face or the centre of the landmark lies inside a box which bounds the landmark. Some studies on edge-based landmark localization (e.g. Golovan et al., 2001) calculated coefficients of selectivity as a ratio between the total number of edge points found inside the feature region and a general number of edge points extracted from the image.

Detection Rate and False Alarms
The face detection rate is usually calculated as the ratio of the number of correctly located faces to the total number of faces used in testing. The false alarm rates (i.e. false negative and false positive rates) of face detection are usually given as the ratio of the number of incorrectly detected faces to the total number of faces used in testing. False negative shows how many faces were rejected as not belonging to face class during the test. False positive shows how many non-face regions were classified as faces during the test. Similarly, the feature detection rate is usually calculated as a ratio of the number of correctly located features to the total number of features used in testing. The false alarm rates of feature detection are usually computed as the ratio of the number of incorrectly detected features to the total number of features used in testing.

Speed
The execution time of the face and feature detection system is an evaluation metric which is usually applied for static input data. It shows how much time a system requires to perform an analysis of a single static image. The frame rate of a face and feature detection system shows how many images (i.e. frames) of a given size the system is able to process within a certain
amount of time. The frame rate is usually measured in frames per second (FPS). Generally the speed requirement for a real-time face and feature detection system is about 20-24 FPS. This speed is sufficient for the majority of real-time face analysis applications (Turk and Kölsch, 2004).

2.5 APPLICATIONS

Automatic face and feature detection is an essential initialization step in all systems of video-based automatic face analysis. In this section, three important applications of face and feature detection output data are described. These are face recognition, facial expression analysis, and perceptual vision-based HTI. Figure 2.21 illustrates a generally widely accepted way of how facial data flow is processed in these systems. After the facial data signal is acquired by an imaging device in the form of a static image or video it is delivered to the face and feature detection system. Some preprocessing can be done prior to this step, for example, face segmentation. Further, face and feature detection data are transferred to the following stages of face analysis. Before that, the data can be optionally preprocessed, for example, a face can be normalized according to its scale or pose.

Figure 2.21. Multiple application fields of automatic face and feature detection (AFFD).

**Face Recognition**

*Face recognition* is a method of biometrics for identifying individuals by the features of the face. It can be face identification or face verification. *Face identification* is defined as a process of classification of the input face to one of the existing face classes stored in the database or rejection of the input
face as an unrecognized/unknown face. **Face verification** is defined as a process of confirmation that the input face has an established identity or rejection of the input facial identity. Many systems of face recognition rely on the detected eye locations (Burl & Perona, 1996; Zhang et al., 2005). Some other face recognition techniques may require more features than just the eyes (Heisele et al. 2003; Colbry et al., 2005; Campadelli et al., 2007). Four points - the eyes, nose and mouth are required by all face recognition systems derived from subspace methods in order to warp a face region before projection (Shakhnarovich & Moghaddam, 2004). Other techniques operate on larger sets of facial features. For example, Wiskott et al. (1999) based their recognition process on the local processing of image texture in the neighbourhood of several characteristic points. Having such variability in face recognition schemes and ways of their initialization, it is important to achieve compatibility between face and feature detection data output and face recognition input data requirements.

In theory, face recognition algorithms rely heavily on the data output from face and feature detection, especially if they require face normalization or alignment (Zhang et al., 2005). It has been demonstrated that face recognition suffers greatly from imprecise localization of the face components (Campadelli et al., 2007). PCA-based holistic face recognition has been shown to be particularly sensitive to displacement and resolution errors (Turk & Pentland, 1991; Burl & Perona, 1996; Zhang et al., 2005). In practice, however, face recognition systems usually avoid dealing with the issue of face and feature detection and do not clarify how they detect facial components for face recognition. Many face recognition systems skip face and feature detection and assume perfect localization of face and facial features by relying on manual annotations of facial components in the image or in the first frame of the video sequence.

**Facial Expression Analysis**

Automatic facial expression analysis has attracted much attention in recent years. Pantic and Rothkrantz (2000a) introduced an exhaustive review on the methods of facial expression analysis and related problems. They stated that “in the case of static images, the process of extracting the facial expression information is referred to as localizing the face and its features in the scene.” In other words, as in face recognition, facial expression analysis schemes rely heavily on face and feature detection data output.

In facial expression recognition systems, after the face or feature has been detected, the next step is to extract and represent facial changes caused by facial expressions. The systems of facial expression analysis mainly operate on the information contained in the region of prominent facial landmarks. Therefore the most frequently cited features to be used in facial expression analysis are prominent facial landmarks which are eyes,
eyebrows, nose, and mouth. For example, a smiling expression is characterized by stretching the mouth to the sides and laterally upwards and wrinkles appearing in the outer corner of the eye. Anger can be detected from the presence of upper and lower eye lid tightening among other facial changes. Disgust is characterized by the appearance of wrinkles in the area of the bridge of the nose and a specific mouth shape that resembles an upside down v-curve (Ekman & Friesen, 1978). Other facial expressions may have important clues in the appearance of secondary facial landmarks located at a distance from prominent facial landmarks. For example, surprise often produces wrinkles in the forehead, and frustration might change the appearance of chin. Still, in order to detect these expressive changes, the prominent facial landmarks are usually detected first. They serve as “stable” facial features which guide the detection of the secondary facial landmarks.

It has been shown that even though much progress has been made in this field, the task of expression recognition with high accuracy remains difficult due to the complexity and variety of facial expressions. Since the publication of Pantic and Rothkrantz’s survey (2000a), further progress has been achieved to date in the field of facial expression analysis. Many authors (Lien et al., 2000; Pantic & Rothkrantz, 2000a; Tian et al., 2002; Michel & Kaliouby, 2003; Feng et al., 2005; Zhao & Pietikäinen, 2007) have develop their own face and feature detectors, while some still initialize their facial expression recognition techniques on manually annotated feature positions. One important step in improving existing facial expression recognition systems is to achieve a fully automatic, robust, efficient, and fast face and feature detection.

**Vision-Based Perceptual HTI**

Another possible application of face and feature detection data relates to the quality of vision-based perceptual HTI. There are two ways to utilize facial information in HTI which correspond to voluntary produced and spontaneously expressed visual changes in the face. The former is to use facial information as a mean of voluntary input to the computer in control situations, when the user consciously produces movements and gestures to control the application. These behaviours and movements are made voluntarily and do not necessarily reflect the affective state (i.e. cognitive or emotional experience) of the user. The control situation may, for example, by an eye tracking system in which eye movements are used for typing and pointing in graphical interfaces (Majaranta & Räihä, 2007). Another example is a video game controlled by gaze direction. In a gaze-based unimodal control application, the gaze control includes commands which allow navigation in the game universe, initialization or termination of movements of the game characters and objects, and changes in the avatar’s appearance. Recently, a multimodal approach has also been proposed to create “face interface” that utilizes facial expressions along
with gaze direction, both produced on a voluntary basis, for the purpose of application control (Surakka et al., 2004). In this control situation, gaze direction serves as a mean of pointing and bioelectric signals resulting from facial movement activations serve as means of selection of objects in graphical interfaces. A non-invasive visual-based “face interface” can potentially incorporate facial expressions, gaze direction, head movements - all analysed automatically, robustly, and efficiently in real time.

The second approach makes use of the user’s spontaneous facial behaviours as a means of involuntary input from user to computer in order to allow the application to adapt to the user’s needs. There is a lot of evidence that people do respond socially and emotionally to the computer through many modalities despite the fact that they know that computer is not yet meant to have a social intelligence (Reeves & Nass, 1996; Turk, 2005; Picard, 2002; Partala et al., 2006; Surakka and Vanhala, 2008). Thus user models developed to enhance the understanding of the intended meaning of the user’s behaviour should take into account both the affective information and the possible emotional response of the user. A growing research area called affective computing (Picard, 1997) is concerned with the design of systems and devices which can recognize, interpret, and process socially and emotionally associated facial signals in HTI. The main idea of affective computing is that if a computer could recognize a user’s emotion, it could better adjust the computer’s behaviour to the user’s behaviour. Affective computing requires a solution to two main problems - searching for appropriate emotional signals that might be applied to HCI on the one hand and solving technical difficulties involved in the detection, recognition and interpretation of the user’s emotional signals on the other.

It should be mentioned that there is no direct correspondence between facial expressions and human emotions. The recognition of human emotions requires knowledge from multiple modalities including visual, audio, and physiological signals considered together with the context of the situation (Anttonen and Surakka, 2005; Partala et al., 2006). Although facial expressions are not necessarily complete reflections of spontaneous emotions, they are frequently associated, to some extent, with emotional categories. Emotion recognition technology is currently being developed in order to detect, recognize and interpret the emotional signals received from the computer user. The modern level of technological progress enables receiving emotional signals with relatively low signal-to-noise level. But other technical difficulties concerning the evaluation of emotional signals show that the design of more complex computational algorithms still has a long way to go.
2.6 Summary

Automatic face and feature detection involves two important aspects - selection of a face representation and design of a feature detector. The main requirement is that the face representation characterizes the face or facial parts in a robust, distinctive, compact, and easy-to-compute way. It was demonstrated that face representation is dependent on the nature of the image data being processed (e.g. colour or grey-scale image, static image or video sequence) and the application at hand. It was shown that careful selection of the appropriate face representation is of great importance because a feature detector will fail to achieve accurate detection results if inadequate features are used. It was also shown that the design of a feature detector may vary from application to application depending on the face representation used.

Two different face representations were introduced – local and global face representations. In some cases, the use of a global representation has its own advantages. For example, preliminary face localization enables fast feature extraction because it discards those parts of the image that are irrelevant for the feature search. However, global face representation has serious limitations. First, because the face is a highly non-rigid visual object, global representation is highly sensitive to occlusions and changes in facial expressions, head rotations, and lighting. For example, in a presence of between- and within-individual variations of facial expressions, it is difficult to enumerate all possible face models without a hierarchical decomposition of the problem. In addition, global representation requires processing of high dimensional data, which is a difficult problem.

In contrast to global face representation, appearances of single facial landmarks exhibit less variability. Facial features analysed locally usually vary less in pose, lighting, and facial expression changes than the pattern of the whole face. Therefore, by focusing first on facial parts, a local image representation makes it possible to handle a wider range of conditions than the global one. Generally, it has been shown that local face and feature detectors outperform global ones in a number of conditions including head rotations, changes in lighting, occlusions, and facial expressions (Yow & Cipolla, 1997; Pantic & Rothkrantz, 2000a; Heisele et al., 2001; 2006; Tong et al., 2007). The advantage of this approach is that it is robust in a wide range of viewpoints, even at profile views. Local face and feature detectors have been shown to achieve better robustness regardless of facial expressions (Pantic & Rothkrantz, 2000b; Campadelli et al., 2007). Utilizing a bottom-up approach, local detectors operate in a small search space by reducing false or impossible feature constellations in the early stages of processing, resulting in efficient and fast computation. Partial occlusions in the face (e.g. by hands, hair, or eye-glasses) as well as self-occlusions resulting from facial expressions are serious constraints for face
and feature detectors. Local detectors overcome these constraints because occlusions affect the outputs of only a few feature detectors at a time. For example, if nose detection fails it is still possible to restore the position of the mouth in the image on the basis of the eye and mouth locations found. Therefore, a solution to the occlusion problem is in the development of a feature detector that is robust against changes in a small number of its input features (Heisele et al., 2006).

However, there are methods using a combination of local and global face representations. In many cases, such hybrid methods give better results and can cope with different variations in facial appearance. For example, the method of Viola and Jones (2004) explained above detects faces with a set of simple classifiers operating on locally computed image features. Each of these simple classifiers is applied to a fixed coordinate position of the image preserving the holistic image representation. Another frequently used hybrid approach is the use of learning classifiers on local features, for example, wavelets. This approach provides good face and facial landmark detection results (Chen et al., 2004; Fasel et al., 2005; Vukadinovic & Pantic, 2005; Campadelli et al., 2007). Hybrid methods also have the advantage of being biologically plausible as they imitate bottom-up and top-down mechanisms of face processing in the brain. Bottom-up face processing includes the extraction of local properties of a face like edges, colours, and intensities (Golovan et al., 2000; 2001; Shaposhnikov et al., 2002). Top-down face processing is guided by the knowledge of holistic facial properties, for example, knowledge of a typical human face (i.e. structural and symmetrical facial properties), behavioural clues, and knowledge of how faces might look in different conditions (Cristinacce & Cootes, 2006; Campadelli et al., 2007).

Apart from a general classification of face and feature detection methods into global and local, another classification was presented which divided the detection methods into three significant categories, namely, feature-, template-, and learning-based methods. The pros and cons of the methods belonging to each of these approaches were analysed so as to be applied to the task of real-time, robust, and efficient face and feature detection. The robustness of each method category was considered in a large framework with regard to changes in lighting, head rotation, occlusions, and facial expressions. It should be noted that the given classification into three categories is somewhat conditional. In fact, only few methods can be classified solely into one of these categories.

There is no simple answer as to which method is the best one. In the survey, any comparisons of the published detection rates of the methods presented were deliberately omitted. Such attempts have been undertaken earlier in other reviews (Hjelmas & Low, 2001; Yang et al., 2002; Zhao et al., 2003). However, one should evaluate the results of these reviews with
extreme caution because rough and possibly misleading comparisons can be made. There are several reasons for this. First, some studies used commonly available image databases, while others created their own databases which are not easily accessible for evaluation. Even if the same image dataset was used, there is no way to know the exact meaning of the detection rates as different preprocessing of the images can be used and different training sets can be chosen in algorithm development. It is known that the use of the same database over and over again helps to “tune” methods, particularly for this dataset. This enables better results for this particular database. In this case, a comparison between different face and feature detection methods can be made in favour of more “tuned” methods.

On the other hand, it is not usually clear which features are chosen for detection. Many authors do not specify this when reporting their results. For example, if the rates are reported for eye detection, a clear definition of what exactly was detected is required. Was it a region in the image? Was it the coordinates of eye centre or eye corners? Or is it a contour of the eye pupil that was detected? On the other hand, these issues appear less important given that after decades of research in face and feature detection there is no general consensus among researchers on the criteria for the evaluation of the detection results. This is especially true regarding those detectors which output region-based result. To the best of my knowledge, there are no precisely defined criteria for the evaluation of the landmark localization result represented by a region in the image, not a single point. This dissertation addresses this issue later in Chapter 4. A new rectangular measure of the landmark localization result will be introduced in the form of a rectangular box.

Nevertheless, a comparison can be made as some method categories generally proved to be more or less sensitive to facial expression variations in the facial appearance. In this respect, the advantages and shortcomings of global and local detection methods were already discussed. As to the robustness properties of the methods classified into feature-, template-, and learning-based categories, they can be generally summarized as follows. It can be said that with a few exceptions, feature-based face and feature detection methods have been seen to be generally affected by facial expressions. Edge-based, wavelet-based, and texture-based methods are all generally stated to be sensitive to facial expressions to some extent. The difficulty of evaluating the robustness property of these methods is that the effect of facial expressions has not been systematically studied and reported in the literature. Only occasionally do the authors mention specific facial behaviours which impaired a detection process (Lien et al., 2000; Tian et al., 2002). One can see the importance of such analysis as it helps to improve the existing methods and develop new
ones which will be largely invariant particularly to expressive deformations in the face.

Additionally, a majority of the papers simply state that the databases they used included facial expressions. However, a description of the facial expressions tested is not always given. This can be accepted for public databases as it is always possible to check the variability and level of complexity of the expressions from these databases. However, it is not always possible to do so for those datasets created in closed labs and not available for public appraisal. One possible way to overcome this limitation would be to create a tradition of describing facial expressions while reporting scientific results on the performance of the detection methods on the expressive databases. The next chapter presents several options for expression classification in terms of prototypical facial displays and at the level of single muscle contractions.

Invariance of the detection methods to facial expressions achieved at the feature level would mean a number of important advantages. Firstly, facial expression analysis could be already performed at the early stages of processing and utilized throughout all subsequent steps of the automatic face analysis. Secondly, a decrease of computation cost in run-time could be achieved by applying a set of expression-invariant feature-based detectors at all stages of feature-based face analysis. For example, the same features could be utilized for feature-based face detection and for other face analysis tasks like feature-based face recognition and feature-based facial expression analyses. Nowadays, however, face detection, face recognition, and expression analysis often utilize different features. Finally, it is obvious that the number of false detections could decrease if expression-invariant features are used. Altogether this will lead to a better performance of the detection methods resulting to better performance of the following steps of automatic face analysis.

In the case of template-based face and feature detection methods, it was demonstrated that predefined facial templates are unlikely to be successfully applied to the task of expression-invariant face and feature detection. Due to the rigid structure of the face, facial expressions have to be modelled by a great number of facial templates. The task of enumerating all possible templates is arduous and the expected performance is poor. The same can be applied to other affecting variables like, for example, head rotations and occlusions. On the other hand, there are a number of deformable templates which proved to be robust against facial expressions. It is a well established fact that snakes, for example, are able to track the shape of the mouth regardless of such mouth deformations as open and closed mouth, pursed lips, and visible teeth. As mentioned, the only limitation of this method is that snakes need to know in what part of the image the feature is located. In other words, snakes
need to be initialized in a very close neighbourhood to the feature. This can be done by image preprocessing with feature-based methods, for example, colour-based face detection can be applied to define the approximate location of the face and followed by more precise detection of eyes and mouth by utilizing edge or intensity map analysis.

Starting at the beginning of the 2000s, a considerable shift in face and feature detection system development was made to the use of learning-based classifiers. Since then several high-speed efficient learning-based face and feature detectors have been proposed. It is possible to predict that the introduction of new and the improvement of existing learning-based schemes will continue the development of the face and feature detection field in the future. At present some of the existing face and feature detection learning-based classifiers may be computationally expensive and require time-consuming training and testing phases. The learning-based classifiers have to be trained (usually by a human operator) on large representative sets of face and non-face images. This entails numerous problems concerning the selection of the training set and performance of the training procedure. For example, it is generally acknowledged that it is difficult to collect a training set of images covering a spectrum of possible face variations caused by facial expressions, head pose variations, and occlusions. Hybrid face and feature detectors combining the learning-based high-level classifiers operating on local expression-invariant features could solve these problems.

More work is still required in the field of automatic face and feature detection. There is a constant search for more compact and robust face representations enabling the introduction of more robust, accurate, efficient, and fast face and feature detection schemes. The question of the development of expression-invariant methods is one of the tasks still in need of further investigation. There is an increasing need for real-time face and feature detection schemes in many application fields. Thus, another task is to optimise face and feature detection schemes to reduce the number of single computations and time required for processing one single image or video frame. In the future, as hardware and software development advance, it may become possible to optimise and speed up existing face and feature detection schemes which are not at present applicable in real time. Now, however, one needs to make a compromise between the extent of complexity in the computational models and processing algorithms and the desired speed of the detection systems. The understanding of the mechanism of biological vision on the other hand might yield important insights into the design and implementation of computer vision algorithms. The current state of development in computer vision already acknowledges a clear necessity for redundancy reduction in visual input fed to face and feature detection systems. In many systems, information compression is done similarly to the way it is
done by biological visual systems in the early stages of face detection. Edge-based and wavelet-based representations of the face have demonstrated their usability in this case.

In conclusion it can be stated that face and feature detection is interesting, challenging, and useful for many applications research area. Great research efforts have been devoted to the task of automatic, efficient, and robust face and feature detection. The field is rather wide and not all approaches to automatic face and feature detection were described in this short survey. However, despite the increasing volume of related literature, face and feature detection is still an unresolved problem. The existing face and feature detection techniques need improvement in detection accuracy and robustness with regard to changes in facial appearance. Recently, the issue of expression-invariant face and feature detection has gained considerable attention as more and more facial expression databases become available to the research community. A number of interesting methods which can deal with expression variations in the face have been proposed. However, a more detailed and systematic approach to expression-invariant face and feature detection is still required.
3 Facial Expressions

In this chapter, issues related to facial expressions and their automatic analysis are discussed in more detail. Achievements in the analysis of facial behaviours which apparently influenced onto the progress in the automatic analysis of expressive faces (AAEF) are considered. On the whole, the purpose of this chapter is to demonstrate a successful knowledge transfer made from behavioural science to computer vision research.

From birth, humans learn to perceive and display facial expressions. In spite of between- and within-individual variations in facial behaviours, adults generally demonstrate an astonishing ability to recognize facial expressions in an effortless manner. Given the importance of facial expressions and their presence in our everyday life, it is no wonder that humans aimed at making computers able to “read” expressive faces automatically. Broadly speaking, automatic analysis of expressive faces refers to all systems of computer vision which attempt to automatically analyse faces modified by facial expressions in static images and video sequences. The ability of the computer to process faces invariantly with respect to facial expressions would increase the efficiency of the systems of automatic face analysis and, as a result of these, face identification and verification. On the other hand, the ability of the computer to detect expressive changes in the face and interpret them into meaningful signals would give rise to new ways of social-emotional HTI (e.g. facial expressions as pointing devices) and more profound analysis of the user’s emotional and cognitive states. As already pointed out, there is no direct correspondence between AAEF and automatic analysis of human emotions. The analysis of human emotions deals with a more general problem and requires knowledge from multiple modalities including
visual, audio, and psycho-physiological signals considered together with
the context of the situation (Anttonen & Surakka, 2005; Partala et al., 2006).

Significant progress has been achieved in AAEF, especially during the past
few decades. However, unlike human abilities in processing expressive
faces, computer-based AAEF systems do not yet cope with a whole range
of variations in facial appearance brought about by facial expressions.
Looking back at the history of progress in AAEF, it can be noticed that
even though the first AAEF algorithms appeared at the early stages of the
development of computer-based face analysis techniques, the progress in
this field was rather slow. The one reason for this was the fact that for a
relatively long time in the AAEF domain there were neither commonly
accepted standards of expression categorization nor publicly accessible
databases of labelled facial expressions.

The first systems of automatic face analysis appeared in the early 1970s
(Sakai et al. 1971; Kohonen, 1977) - as soon as computers were able to
process large amounts of data (i.e. digitized photos). After that for several
decades face recognition, for example, has been applied to a scenario in
which the person to be recognized was relatively expressionless. At that
time, few studies addressing expression-invariant face recognition set the
problem as a general “neutral vs. expressive” face recognition problem
(Yacoob et al., 1995). Because of this fact, there was no clear evidence about
how facial expressions attenuate the recognition process. In other words,
the results reported for example, for the “smile” database did not state if it
was a smile with open or closed mouth, if there were other facial
movements involved, and what the intensity level of the expression was.

Later, expression classification in AAEF fell into three categories
representing expressions according to its structure, emotional context, and
intensity. The classification made according to structural changes in the
face referred to the movements of prominent facial features such as
“raised eyebrows”, “mouth corners down”, “smile”, and “frowning”
(Black & Yacoob 1997). Another classification of expressive faces was
made with regard to the emotional state of the person in the image, for
example, “happy” or “angry” (Zhang et al., 1998). The classification of the
expression on the base of its intensity was made in terms of “neutral”,
“weak”, and “strong” expressions.

This way, the level of expression categorization adopted by AAEF
researchers at that time was “imprecise, ignoring differences between a
variety of different muscular actions to which they may refer, and mixing
description with inferences about meaning or the message which they
may convey” (Hager & Ekman, 1995). This way, the lack of standards of
expression categorization put obstacles in the way of AAEF by the lack of
a detailed and widely appreciated description of face deformation
categories. Consequently it was difficult or even impossible to evaluate
and compare results from different studies dealing with automatic face analysis. Whereas AAEF researchers lacked deep knowledge of human facial behaviour, scientists from other disciplines had long been interested in the topic of facial expressions. Since the work of Darwin (1872), intensive studies in psychology, behavioural sciences, and physiology had been conducted to accumulate solid empirical evidence and good theoretical basis for analysing how different facial muscle activations change the appearance of a face during emotional, social, and cognitive reactions. This knowledge of facial expressions was little by little integrated into computer science and now computer vision researchers can benefit from it.

The next section presents a short introduction to the nature of facial expressions. This is followed by a description of two main approaches to facial expression categorization originating from behavioural science research. Both expression categorizations are nowadays largely accepted in the field of computer vision. Next, different existing facial expression databases are considered from the point of view of their applicability to AAEF research. Facial expression data are viewed as useful tools for the development and testing of face and feature detection methods. The four expressive databases used in this dissertation are considered in more detail. The chapter ends with a short summary.

### 3.1 Introduction to Facial Expressions

Facial expressions are emotionally, socially, and otherwise meaningful reflective signals in the face. Facial expressions play a critical role in human life providing an important channel of nonverbal communication. Facial expressions have several communicative functions. For example, they are the primary channels of conveying emotional information to others. This way, facial expressions develop and regulate interpersonal relationships. Co-occurring with a verbal message, facial expressions coordinate the flow of conversation while, for example, regulating the exchange of speaking turns, understanding speech articulation, and emphasizing what has been said. (Ekman, 1982)

Anatomically, facial expressions result from contractions and relaxations of different facial muscles. “These [non-rigid] movements [...] pull the skin and tissues, temporarily distorting the shape of the eyes, brows, and lips, and the appearance of folds, furrows and bulges in different patches of skin.” (Hager & Ekman, 1995). Facial expressions result not only in considerable changes of feature shapes but also in changes in their location in the face, out-of-plan changes (e.g. showing the tongue), and self-occlusions (e.g. closed eyes, bitted lips, and visibility of teeth or tongue).
Facial expressions drastically change the appearance of permanent and transient facial features (Rinn, 1984). Transient features are wrinkles and protrusions resulting from momentary deformations of soft facial tissues. Permanent facial features are facial landmarks such as eyes, eyebrows, nose, and mouth. Wrinkles can also be permanent features if they remain in the face when a neutral expression is displayed. Such wrinkles can be caused by age-specific modifications of the face or habitual facial expressions like frowning, which can produce permanently etched vertical wrinkles between the eyebrows.

Facial expressions of different structure rely upon differences in the proportion of muscle contraction and relative position of facial features (Duchenne de Boulogne, 1862). Apart from structural differences, facial expressions are also characterized by their intensity value and temporal course (i.e. dynamics). The intensity value defines the amplitude or the “strength” of the expression. The temporal course of an expression typically has three phases: onset, apex, and offset (Ekman 1979). Starting from neutral face, onset is the time when the expression appears and reaches its maximal intensity value. The apex is the time during which expression remains at its maximum intensity. The offset is the time when expression disappears and returns back to a neutral expression.

Facial expressions vary in their appearance both across human population and within the facial behaviour of a given individual, which can display expressions in different ways depending, for example, on the context of a situation. Facial expressions can be produced on a voluntary and involuntary basis. It has been shown that in some social situations humans adopt facial expressions on a voluntary basis (i.e. Duchenne and non-Duchenne smile (Surakka & Hietanen, 1998)). However, it was claimed (Ekman and Friesen, 1976; Ekman, 1982; 1984) that because expressions are closely tied to emotions, they are often involuntary. Thus, facial expressions are often considered as a reflection of the person’s affective state or emotional experience.

3.2 EMOTION-BASED EXPRESSION CATEGORIZATION

Although facial expressions are not necessarily complete reflections of spontaneous human emotions, they are frequently associated, to some extent, with emotional categories. There are two approaches to the emotion-based categorization of facial expressions - discrete and fuzzy approaches. The discrete emotion-based approach was established by Ekman and Friesen (1976) and implies the existence of prototypical human emotions. Prototypical emotions were postulated to be universal emotions across cultures and basic emotions as they evolved to help humans in dealing with fundamental life tasks. Ekman and Friesen (1976) argued that prototypical emotions are indeed discrete and form emotion families that
differ from each other and other affective states (i.e., mood and trait) by a set of distinctive characteristics. The distinctive characteristics include prototypical signals of nonverbal communication, for example, facial expressions and body movements, and also physiology, appraisal mechanisms, and antecedent events. Ekman (1982, 1989) further suggested that prototypical facial expressions inherit the discrete nature of basic emotions and can be perceived as discrete entities with sharp category boundaries between them. He suggested that prototypical facial expressions can be assigned reliably to seven basic emotional categories: neutral, happiness, sadness, anger, fear, surprise, and disgust. In Figure 3.1, muscle contractions produce changes in the direction and magnitude of the skin surface motion resulting in the appearance of transient facial features which are characteristic for a particular prototypical facial display.

![Figure 3.1. Prototypical facial expressions of emotions proposed by Ekman (1976) and primary directional cues of muscle displacements based on the suggestions of Bassili (1979).](image)

The discrete approach implies knowledge of the prototypical emotional categories to which the expression can be assigned. In real life, however, “pure” prototypical expressions occur relatively infrequently. This means that not all facial behaviours can be directly classified under seven basic emotional prototypes. Instead, very often emotion is expressed as multiple simultaneous facial expressions.

This is done by the *fuzzy emotion-based approach* to facial expression categorization (Russell & Bullock, 1986). This approach originated from the idea of a continuous space of facial expressions. According to this theory, facial expressions are fuzzy sets. Expression categories overlap each other with peak levels which correspond to prototypical facial displays. In this framework, Russel and Bullock (1986) proposed a linear structural theory of emotion concept with two dimensions - pleasure and arousal. This concept was then supplemented with idea that happiness and sadness are the most prominent bipolar dimensions in the linear expression space, followed by other dimensions. More recently, the idea of expression manifold appeared in AAEF providing a global, analytical representation of all possible facial expressions as manifold in a high-dimensional space with neutral expression as the central reference point (Chang *et al.*, 2004; 2007).
The debate about the universality of the emotional prototypes (Ekman, 1982; Izard, 1971) and their relation to the actual emotional state of the person (Ekman, 1989; Fridlund, 1991; Russell, 1994) continues. Increasing evidence of categorical perception of facial expressions has appeared in the literature (Beale & Keil, 1995; Calder et al., 1996). Evidence recently emerged supporting both discrete and fuzzy expression categorization theories (Dailey et al., 2002).

Many existing AAEF systems rely on the emotion-based categorization of facial expressions and classify the expressions examined into one of the basic emotional categories. However, emotion-based expression categorization has a number of important limitations. The first limitation is related to the intensity factor of the expression. As mentioned above, one of the main characteristics of facial expression is its intensity value. A particular facial expression can have different intensity values depending on the situation and the person displaying the expression. For example, facial expressions in everyday life communication are often displayed by small changes in facial appearance. A slight movement of one prominent facial feature can define the emotional reaction. For example, anger can be expressed by lips tightening and surprise can be displayed by slightly raising the eyebrow(s). However, the labels of prototypical facial displays lack information on the intensity level of the expression.

The next limitation of emotion-based expression categorization is that it does not consider between- and within-subject differences in the structure of the same facial expressions. For example, there are many ways to produce a smile. The main characteristics of an involuntary smile in happiness are rising of the lip corners obliquely upwards, narrowing of the eyelids, wrinkling at the corners of the eyes, and raising of the upper cheeks. By contrast, the “Pan American smile”, that typically serves to show politeness at a voluntary basis, does not involve muscle activity surrounding the eyes. Additionally, a laughing face may also evoke such supplementary muscle activations as lateral stretching of the lips, tensing of the neck, and raising of the eyebrows. These variations in the facial appearance are lost in the much broader definition of the prototypical expression of happiness.

As AAEF technology developed, it has become possible to detect and track more and more detailed information about facial expressions. Computer vision researchers became interested in the analyses of tiny changes in the face brought about by different muscle activations. For these small changes in the face, emotion-based expression categorization was not descriptive enough. Thus, there was a need for a more detailed approach to expression categorization that would give a systematic description of facial expressions taking into account their intensity factor and structural differences.
3.3 Muscle-Based Expression Categorization

Facial Action Coding System (FACS) was developed for analysing all visually observable changes in the face brought about by activation of different facial muscles (Ekman & Friesen, 1978; Ekman et al., 2002). FACS makes a distinction between facial expressions and emotional signals by classifying facial movements on a muscle-by-muscle basis rather than bringing them into one or multiple emotional categories. In other words, FACS represents an expression by coding facial muscle activities fully objectively, without referring to the emotional, social, or cognitive state of the person in the image. FACS systematically describes visible changes in the face as a result of single and joint muscle contractions in terms of action units (AUs). There are 46 AUs which code visible changes in the face produced by underlying facial muscle activations, and 12 AUs which describe changes in gaze direction and head orientation in coarser terms. The systematic coding approach provided by FACS allows for the decomposition and enumeration of the space of all facial expressions. The effect of more than one muscle activity can be combined into a single AU, for example, in the case of lowering the eyebrows and drawing the eyebrows together three muscles are involved and combined into one specific AU. There is the option to score the intensity of the expression on a five-level scale. Table I shows lower and upper face AUs and their short descriptive names (Ekman & Friesen 1978; Ekman et al. 2002).

Table I. Upper and lower face AUs descriptors from the FACS manual (Ekman et al. 2002).

<table>
<thead>
<tr>
<th>Upper face AUs</th>
<th>Lower face AUs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Up-Down AUs</td>
</tr>
<tr>
<td>1 Inner brow raiser</td>
<td>9 Nose wrinkler</td>
</tr>
<tr>
<td>2 Outer brow raiser</td>
<td>10 Upper lip raiser</td>
</tr>
<tr>
<td>4 Brow lowerer</td>
<td>15 Lip corner depressor</td>
</tr>
<tr>
<td>5 Upper lid raiser</td>
<td>16 Lower lip depressor</td>
</tr>
<tr>
<td>6 Cheek raiser and lid compressor</td>
<td>17 Chin raiser</td>
</tr>
<tr>
<td>7 Lid tightener</td>
<td>25 Lips part</td>
</tr>
<tr>
<td>43 Eye closure</td>
<td>26 Jaw drop</td>
</tr>
<tr>
<td>45 Blink</td>
<td>27 Mouth stretch</td>
</tr>
<tr>
<td>46 Wink</td>
<td></td>
</tr>
</tbody>
</table>
Prototypical facial expressions can also be analysed within the framework of facial muscles. No complete set of AUs corresponding to each prototypical emotion has so far been identified, although there is consensus about the key muscular actions involved in the emotional prototypes. Thus, certain specific combinations of AUs have frequently been suggested to represent six prototypical facial displays (Ekman et al., 2002). Ekman and Friesen (1980) presented a database called Facial Action Coding System Affect Interpretation Dictionary\(^{21}\) (FACSAID) that allows translating emotion related FACS codes into affective meanings. Figure 3.2 demonstrates examples of the correspondence between prototypical facial expressions and AU combinations.

Nowadays, FACS is the most popular standard used to systematically categorize facial expressions. “To date, more than 300 people in all areas of the world have learned FACS and achieved inter-coder agreement on this test of proficiency, and many others have some degree of familiarity with this method, which has become a de facto standard for social, behavioural, and computer scientists studying the face” (Hager & Ekman, 1995). The activity in AAEF has greatly increased in recent years after the revelation of the FACS system and the appearance of large and publicly available databases of expressive faces. Nowadays, there is an emerging trend to design and train AAEF systems on AU-coded databases of expressive faces rather than emotion-based prototypical facial expressions (Pantic & Rothkrantz, 2000a).

It is fair to mention other existing schemes used to code facial expressions. Among others, there are the Emotional Facial Action Coding System (EMFACS) (Friesen & Ekman, 1983), the Maximally Discriminative Facial Movement Coding System (MAX) (Izard, 1979), the System for Identifying Affect Expressions (AFFEX) (Izard et al., 1983). The listed coding schemes are only directed towards emotions. The object-based multi-media compression standard: Synthetic Natural Hybrid Coding (MPEG-4 SNHC)

---

\(^{21}\) face-and-emotion.com/dataface/facsaid/description.jsp, (last accessed 26 June, 2008).
(Koenen, 2000) is a standard that encompasses analysis, coding (Tsapatsoulis et al., 2000), and animation of faces (e.g. talking heads) (Hoch et al., 1994).

3.4 FACIAL EXPRESSION DATA

In the publications which follow this summary, the results on the performance of the developed methods were reported on four databases of systematically varied facial expressions. The databases include images of different structure and intensity. Three databases are publicly available and consist of static facial images showing expressions coded in terms of prototypical facial displays and AUs. The fourth database consists of short videos of prototypical expressions and was created in the laboratory of the Research Group for Emotions, Sociality, and Computing, Department of Computer Sciences, University of Tampere. A detailed description of each database is given below.

The Cohn-Kanade AU-Coded Facial Expression (Cohn-Kanade) database (Kanade et al., 2000) is one of the most comprehensive collections of expressive images available to date (examples of images from this database can be seen in Figure 3.2). The database consists of image sequences taken from 97 subjects (65% female) of different skin colour (i.e. 81% Caucasian, 13% African-American, and 6% Asian or Latino ancestry) and ages varying from 18 to 30 years. Each image sequence starts with a neutral frame and ends up with an expressive frame labelled in terms of AUs. In the Cohn-Kanade database, AUs occur alone or in combination with other AUs. The images of the rest of the two static databases are labelled in terms of neutral and six prototypical facial expressions, namely happiness, sadness, fear, anger, disgust, and surprise (Ekman, 1999). The Pictures of Facial Affect (POFA) database (Ekman & Friesen, 1976) consists of 14 neutral and 96 expressive images of 14 Caucasian individuals (57% female). On average, there are 16 images per facial expression.

The Japanese Female Facial Expression (JAFFE) database (Lyons et al. 1998) consists of 30 neutral and 176 expressive images of 10 Japanese females. There are about 30 images per facial expression on average. In the POFA and JAFFE databases, a particular expression varies in its intensity and structural configuration. The video database was created for the purpose of method testing under conditions of varying expression, out-of-plane head rotation, and real-time processing. The database consists of neutral, frowning, and smiling faces under three controlled head rotations with angles of rotation 0°, 20°, and 30° to both right and left. A low-cost Canon Mini-DV camera with 720x568 pixel image resolution and 24-bit precision for colour values was used.
In all databases used, the facial images display the face-and-shoulder region. The potential impact of lighting, background, large head rotations, and presence of facial hair or eye-glasses was controlled to some extent and therefore ignored. However, the effect of other affecting variables like ethnicity (i.e. skin colour), facial expressions, small out-of-plane head rotations, and presence of clothing, hair, and decorations was analysed. All the databases used include images with posed facial expressions, meaning that expressions were produced on a voluntary basis. The posed expressions are not naturally linked to the emotional state of the test subject. The instructor described beforehand and, perhaps, showed the actors the required expression, and then the actors repeated it in front of the camera. Even though there are certain differences in producing facial expressions on an involuntary or voluntary basis (Surakka & Hietanen, 1998), this fact did not affect the given research because the main aim of the dissertation was to find ways to detect facial features from expressive images (any) rather than defining a difference between these two types of facial reactions.

Apart from the databases described, there are more databases of systematically varied facial expressions such as the Facial Expression Database of Man Machine Interaction Group of Delft University of Technology (Pantic et al., 2005), the Belfast Naturalistic Database (Douglas-Cowie et al., 2003), the Facial Expression Databases and Enhanced Cohn-Kanade AU-coded Facial Expression Database of Intelligent System Lab22, the Ekman-Hager Database of Direct Facial Actions (Ekman et al., 1999), the Frank-Ekman Database (Frank & Ekman, 1997), the University of Illinois at Urbana-Champaign (UIUC)-Chen Database (Chen, 2000). Nearly all these databases include images taken under the same conditions as those tested in the present research work. They consist of head-and-shoulders images with simple background, constrained lighting, and head rotations. In contrast to the databases used in this work, some of them may contain images with facial hair and eye-glasses. Some of these image collections are available to the research community; some of them have been commercialized and require authorisation and payment.

The main feature that unifies all these facial expression databases is a carefully controlled systematic approach taken in their creation. The expressions from these databases were first manually coded in terms of either prototypical facial displays or FACS scores. The images for which agreement was achieved among the coders were selected to constitute the database. After that each image from the database received a label corresponding to the expression displayed. These databases were created in order to support research mainly in the computer vision domain. Therefore all the databases consist of high-quality images in which facial

expressions (i.e. wrinkles and shadows originating from protrusions of the soft tissues of the face) are visible and detectable by AAEF systems.

3.5 SUMMARY
Two main approaches to facial expression categorization were presented. The emotion-based expression categorization is closely related to emotions and incorporates the existence of prototypical facial emotions (Ekman & Friesen, 1976). Muscle-based expression categorization is made in terms of AUs reflecting visually observable changes in the facial appearance brought about by the underlying facial muscle activations. This categorization approach is not directly connected to emotions. However, some AU and AU combinations can be classified into prototypical emotional categories.

Nowadays, computer vision researchers utilize to some extent both approaches in the field of AAEF. The need for either classification is mainly driven by possible application areas that will use AAEF output data. Emotion recognition, for example, among other expressive signals usually requires the detection and interpretation of a facial expression. The interpretation of the expression can be done either at the coarse level “happy” or “bored” or, alternatively, at the detailed level that includes small facial changes and enables distinction to be made between two happy expressions. On the other hand, there is an increasing demand from the developers of face detection and recognition systems to use muscle-based classification of the analysed expression. The reason for this is that it enables the analysis of small structural changes in the face which affect the performance of these systems.

In this dissertation, three databases, namely, the Cohn-Kanade, POFA, and JAFFE databases were selected to test the methods developed for face and facial landmark localization. To the best of my knowledge, these databases represent optimally the variety of facial expressions in terms of structural differences and changes in the intensity of the expressions. The other reason for selecting these particular databases was that they are publicly available. This facilitates a comparison of the current results with other face and feature detection methods.

It should also be mentioned that there is a large number of facial expressions databases, such as static and video material, which have been created in independent laboratories around the world. These databases are not easily available for testing but may be obtained on request sent to the database creators. There are also other face databases which may occasionally include expressive faces (usually a smile and open mouth of different intensities), but no systematic way of expression classification and image labelling is supported by them.
The existing databases of labelled facial expressions already facilitate comparisons between different AAEF approaches. Researchers can compare their results with those of other studies and draw conclusions from these comparisons. Some caution has to be applied while making these comparisons as different preprocessing can be done for the images from the database and different training schemes can be applied for method development, testing, and training.

Nevertheless, there is a need to create even more detailed databases of expressive faces coded in terms of AUs and prototypical facial displays (Pantic & Rothkrantz, 2000a). Thus, one of the challenges for the AAEF community would be to create an expressive database consisting of all single AUs and all possible AU combinations with a wide range of intensities. The creation of the database with prototypical expressions of varying structure and intensity levels would also benefit future progress in AAEF. However, the creation of such a database is a difficult task. Hager and Ekman (1995) spent three years “[…] collecting examples of appearances associated with known muscular actions, and can report that this task is tedious and difficult.” They explain that this task requires the test subjects to be the FACS professionals and perform AUs singly and in combinations “accurately, without moving unwanted muscles, repeatedly and over multiple sessions”. After that the videotapes have to be scored and labelled so that they contain “only the correct actions and nothing else”. The scores have to be created not only for structure of the expression, but also its intensity value and dynamics. The same difficulties apply to the specification of the training sets of facial expressions. These databases have to be large and accurate enough to represent facial behaviour under expression variations. Another challenge relates to the development of techniques for image acquisition (e.g. multiple cameras for frontal and profile views), protocols, and systems which would help to create these collections of expressive data and improve the quality of expression data.
4 A Framework for Face and Facial Landmark Localization

This chapter describes a framework designed for the task of face and facial landmark localization from static facial images and streaming video. In the course of the research, the framework was continuously and iteratively developed, implemented, and tested on carefully controlled databases of posed facial expressions coded in terms of prototypical facial displays and AUs.

The framework for face and facial landmark localization consisted of several parts. Figure 4.1 shows a detailed block structure diagram of the framework. The face was located using the bottom-up approach discussed in Chapter 2, in which the location of the face was found on the basis of facial landmarks located separately. For this reason, face localization and facial landmark localization modules shared the same architectural structure in the framework.

As the framework was based on the edge information, let us first consider edges as basic image descriptors. Our choice of using edges as the basic image descriptors was based on several considerations. First, it has been

![Figure 4.1. Block structure diagram of the major components of the framework for face and facial landmark localization.](image)

...
shown (Bruce & Humphreys, 1994) that in the task of distinguishing between face and non-face objects, the most essential part of face information is represented by edges rather than colours, textures, and shadings. Thus, the analysis of edge structures used in this dissertation had an apparent relevance to the systems of low-level pre-attentive biological vision (Marr, 1982; Rybak et al., 1990; 2005). Second, from the computer vision point of view, edges represent the main discontinuities in image intensity. Edges provide a meaningful and measurable description of the face as they represent specific visual patterns which can be used to identify corresponding structures between images. Additionally, edge information tends to be robust under small changes in lighting or related camera parameters. For these reasons, edge detection has been used extensively in various computer vision tasks (Gonzalez & Woods, 2001). As will be demonstrated further, a selection of local oriented edges as basic image features was successfully applied to the task of face and facial landmark localization from images showing facial expressions. In the subsequent sections, each part of the developed framework is described separately in order of data processing. The functioning of the framework while receiving input in a form of either static images or streaming video is demonstrated.

4.1 PREPROCESSING

The first part of the framework performed a preprocessing of the input signal that can be either static image or video frame. In case of static image, after the image entered the system, it was preprocessed into the grey-scale multi-resolution representation. The $I = \{i_{ij}\}$ image was considered as a two-dimensional pixel array of the $X \times Y$ size. Each $i_{ij}$ element of the array represented $i$ intensity level of the $(i,j)$ image pixel. If there was a colour image, it was first transferred into the grey-scale representation by averaging three RGB components at each pixel location:

$$i_{ij} = 0.299 \cdot R_{ij} + 0.587 \cdot G_{ij} + 0.114 \cdot B_{ij}.$$  

This procedure allowed the method to be robust with respect to small illumination changes and skin colour variations. To eliminate noise and small details from the image, the image was further smoothed by the recursive Gaussian transformation:

$$i_{ij}^{(l)} = \sum_{p,q} a_{pq} \cdot i_{ij}^{(l-1)}, \quad i_{ij}^{(1)} = i_{ij},$$

where $a_{pq}$ is a coefficient of the Gaussian convolution; $p$ and $q$ define $5 \times 5$ size of the filter and “smoothness” of the image ($p,q = -2, -1, 0, 1, 2$); $i$ and $j$ denote a current pixel location ($i = 0 \div X - 1, \; j = 0 \div Y - 1$); $X \times Y$ is
image size in pixels; $l$ defines a level of image resolution ($l=1,2$). The optimal values for filter size and number of resolution levels are defined experimentally.

Right image of Figure 4.2 shows a smoothed low-resolution image ($l=2$) used to find those regions of the image which were more likely to contain facial landmarks. The original high-resolution image (i.e. left image of Figure 4.2, $l=1$) was used to analyze the candidates of facial landmarks in more detail. In this way, the amount of information that was processed at a high-resolution level was significantly reduced.

![Figure 4.2](image)

**Figure 4.2.** Image of happiness. Original high-resolution image ($l=1$) on the left and smoothed low-resolution image ($l=2$) on the right. The number of small details is noticeably reduced in the low-resolution image. Image labels are masked by white boxes. Courtesy of the Cohn-Kanade AU-Coded Facial Expression Database (Kanade *et al.*, 2000). Reprinted with permission.

In the case of colour video input, the face-like image region was first segmented from the background. To do this, first a procedure of histogram equalization to each video frame for all three RGB colour channels was applied. This calculation is not computationally expensive and is widely used to allow areas of low local contrast to gain a higher contrast without affecting a global contrast of the image (Gonzalez & Woods, 2001). After this, the original RGB image was transferred into YCbCr chromatic colour space as proposed in (Martinkauppi *et al.*, 2001):

\[
Y_{ij} = 0.299 \cdot R_{ij} + 0.587 \cdot G_{ij} + 0.114 \cdot B_{ij},
\]

\[
Cb_{ij} = -0.16874 \cdot R_{ij} - 0.33126 \cdot G_{ij} + 0.5 \cdot B_{ij} + 128,
\]

\[
Cr_{ij} = -0.5 \cdot R_{ij} - 0.41869 \cdot G_{ij} - 0.08131 \cdot B_{ij} + 128,
\]

where $R$, $G$, and $B$ are red, green, and blue components of RGB colour space; $Y$, $Cb$, and $Cr$ are luminance, blue, and red components of YCbCr chromatic colour space.

Further, the skin-coloured regions of the image were subtracted from the background similarly to the method proposed in (Chang & Robles, 2000). This procedure allowed noisy regions of the image to be discarded at an early stage of processing. Therefore, it speeded up the processing and
focused the following stages of the method on those parts of the image in which a face was more likely to be located. The Gaussian-fitted skin colour model was used for this purpose. The idea behind using Gaussian-fitted skin colour model was that a distribution of skin colour for different people is clustered in the YCbCr chromatic colour space and can be represented by a Gaussian distribution. The likelihood $P$ of a skin colour for any pixel $(i, j)$ of the image thus can be obtained with a Gaussian-fitted skin colour model.

$$P = \exp\left( -\frac{1}{2} \cdot C_v \cdot \left( (Cb - C_{b\text{mean}})^2 + (Cr - C_{r\text{mean}})^2 \right) \right),$$

where $C_v$ is a covariance matrix; $C_{b\text{mean}}$ and $C_{r\text{mean}}$ are average red and blue chromatic components of YCbCr chromatic colour space.

After this procedure, the image obtained was a grey-scale image whose values at each pixel represented a likelihood of the given pixel belonging to the skin. Pixels with higher likelihood had darker grey-scale values. Further, the grey-scale image was thresholded and transformed into a binary image that showed skin regions and non-skin regions. The parameters for thresholding were adjusted empirically using a small face dataset. Finally, the skin-coloured region obtained was cropped from the background, converted into a grey-scale representation, and the procedure of histogram equalization was applied to it. If a skin region could not be detected at this step, the following stages of the framework were applied to the whole image converted into the histogram-equalized grey-scale representation.

### 4.2 Edge Detection and Edge Map Construction

The second part of the framework detected local oriented edges similar to a low-vision pre-attentive edge detection function of the visual cortex (Marr, 1982; Hubel, 1995). As has been demonstrated (Rybak et al., 1990; 2005), neurons of the primary visual cortex have a remarkable property of orientation selectivity. This property provides the detection of local oriented edges and definition of their orientations. According to the concept of columnar organization (Hubel & Wiesel, 1962; 1974; Hubel, 1995), the neighbouring neurons in the primary visual cortex have similar orientation selectiveness. Together they form an orientation column or iso-orientation domain. A set of orientation columns with common receptive field forms a module of the cortex called a hypercolumn.

In the proposed framework, the edge detection module imitates hypercolumn neurons of visual cortex which are sensitive to different orientations of a local edge. The hypercolumn neurons were thought to be centred at the same point having different orientation sensitivity. The
neurons interacted competitively due to strong reciprocal inhibitory interconnections in the hypercolumn. The orientation sensitivity of the "strongest neuron" encoded the edge orientation at a centre point.

To detect edges from static images, a set of multi-orientation Gaussian filters was utilized. The Gaussian filtering was selected as an edge detector because it satisfies to the criterion of "orientation selectivity", is well founded in theory, and has been successfully applied to various object detection tasks in the computer vision domain (Gonzalez & Woods, 2001). The main advantage of applying Gaussian filtering for the task of local oriented edge detection is that it gives "rich" edge structure (i.e. thick edges) and provides both contrast magnitude and orientation of the edge at each pixel location simultaneously (Hybermedia Image Processing Lab).

The method used to detect local oriented edges was similar to that proposed in (Golovan et al., 2000). First, the smoothed low-resolution image ($l = 2$) was convolved with a set of convolution kernels which encoded different orientations and resulted from the differences of two oriented Gaussian filters with shifted centres (Equations 5 and 6). In contrast to previous studies (Golovan et al., 2000; 2001; Shaposhnikov et al., 2002), in this dissertation the number of edge orientations used for constructing edge maps of the image was reduced from 16 to 10. In particular, the orientations marked as $2 + 6$ and $10 + 14$ in Figure 4.3 were used to detect facial landmarks.

The maximum response of all ten kernels defined the contrast magnitude of the local edge at its pixel location (Equations 5-6). The orientation of the local edge was estimated with the orientation of the kernel that gave a maximum response in this pixel location (Equations 7-9).

\[
G^+_{\phi_k} = \frac{1}{2 \cdot \pi \cdot \sigma^2} \cdot \exp \left( -\frac{(p + \sigma \cdot \cos \phi_k)^2 + (q + \sigma \cdot \sin \phi_k)^2}{2 \cdot \sigma^2} \right),
\]

\[
G^-_{\phi_k} = \frac{1}{2 \cdot \pi \cdot \sigma^2} \cdot \exp \left( -\frac{(p - \sigma \cdot \cos \phi_k)^2 + (q - \sigma \cdot \sin \phi_k)^2}{2 \cdot \sigma^2} \right),
\]

Figure 4.3. Orientation template for detection of local oriented edges, $\phi = 22.5^\circ$, $i = 0 \div 15$. Orientations $2 + 6$ and $10 + 14$ are used for orientation matching.
\[ g_{ij\phi_k} = \sum_{p,q} h_{i-p,j-q}^{(l)} \cdot G_{\phi_k} , \]  
\[ G_{\phi_k} = \frac{1}{Z} (G_{\phi_k}^- - G_{\phi_k}^+) , \]  
\[ Z = \sum (G_{\phi_k}^- - G_{\phi_k}^+) , \quad G_{\phi_k}^- - G_{\phi_k}^+ > 0 . \]  

where \( \sigma = 1.2 \) is a root mean square deviation of the Gaussian distribution; \( \varphi_k \) is the angle of the Gaussian rotation, \( \varphi_k = k \cdot 22.5^\circ \), \( k = 2,3,4,56,10,11,12,13,14 \); \( p \) and \( q \) denote \( 7 \times 7 \) size of the filter, \( p,q = -3,-2,-1,0,1,2,3 \).

Preliminary tests indicated that the use of a larger number of resolution levels or larger size of the filters did not contribute noticeably to the overall accuracy of the system. This means that the performance of the framework did not improve when values for these parameters were increased. Figure 4.4b demonstrates raw local oriented edges detected from the facial image. Next, the detected edges were first thresholded according to their contrast and grouped into regions of interest presumed to contain facial landmarks. The threshold for contrast filtering was determined as an average contrast of the whole smoothed low-resolution image. Edge grouping was based on the neighbourhood distance \( (D_n) \) between edge points and limited by a minimum number of edge points in the region \( (N_{min}) \). Thus, edge points were grouped into one region if the distance between them was less than \( D_n \) pixels and the number of edge points inside the region was greater than \( N_{min} \). The regions with a small number of edge points were eliminated. The optimal thresholds for edge grouping were determined empirically using a small image set taken from the database. This way, the final edge map of the image consisted of regions of connected edge points representing candidates for facial landmarks.

For a more detailed description of the extracted edge regions, edge detection, contrast thresholding, and edge grouping were applied to the original high-resolution image \( (l = 1) \) within the limits of the located landmark candidates. In this case, the threshold for contrast filtering was determined as a double average contrast of the high-resolution image.

Figure 4.4c demonstrates a final edge map of the facial image. As seen from the figure, the edges were mainly concentrated around the prominent facial landmarks like eyebrows, eyes, lower nose, and mouth. There were also noisy edges in the regions of hair, decoration, face outline, wrinkles (e.g., nasolabial furrow caused by expression of happiness), and closing.
If the system got a video input, the edge detection stage differed from that described above. In this case, the cropped face-like image was convolved with a $3 \times 3$ Sobel filter (Gonzalez & Woods, 2001; Hypermedia Image Processing Lab) in order to extract local oriented edges at 10 orientations. The choice of this edge detector was based on the fact that it is much faster to compute compared to Gaussian filtering. Still, it produces rich edge structures due to some “smoothing effect” of the Sobel operator. To satisfy the requirement of fast frame processing, no additional smoothing was applied at this stage. The edge points were further recursively grouped together to form regions of interest which represented candidates for facial landmarks. The shapes of the bounding boxes placed over the regions of interest located were analysed next. If the height of the bounding box was much longer than the width, this candidate was obviously not a landmark and was eliminated. Finally, the edge map of each processed video frame consisted of regions of connected edges presumed to contain facial landmarks. Some noisy edge regions persisted and needed to be eliminated. It is described below how these noisy regions were successfully discarded using the edge orientation model.

### 4.3 Edge Orientation Matching

After the preceding stages of edge detection and edge map construction, among the located landmark candidates there were still many noisy regions, for example, elements of hair, decoration, and clothing (as shown in Figure 4.4c) which had to be eliminated. In order to verify the presence of the landmark in the image or video frame, this part of the proposed framework analysed local properties of the located region of interest.

Publication I introduced the term *orientation portrait* to define a distribution of local oriented edges inside the located edge region. In order
to select regions of facial landmarks, the detected edge regions were matched against the edge orientation model. The model was built on the observation that a face in the input image was usually oriented so that the eyes were at the top of the image, the mouth was at the bottom, and the nose was located in between eyes and mouth (e.g. video frame from a web camera). Intensive simulations demonstrated that in this case the landmark orientation portraits were constituted primarily of horizontal and nearly horizontal edges. This is visible in Figure 4.5 illustrating the averaged landmark orientation portraits for eyes regions, nose, and mouth. Therefore, orientations $2 \div 6$ and $10 \div 14$ from Figure 4.3 were used for the purpose of edge orientation matching.

The characteristic property of the average landmark orientation portraits discovered was used to construct the edge orientation model. The following rules defined a structure of the edge orientation model: 1) horizontal orientations (i.e. orientations 4 and 12 from Figure 4.3) were

![Figure 4.5. Examples of landmark orientation portraits averaged over all datasets. The error bars show plus/minus one standard deviation from the mean values. Reprinted with permission.](image-url)
represented by the greatest number of detected edge points; 2) the number of edges that corresponded to each horizontal orientation was more than 50% greater than the number of edges that corresponded to any other orientation; and 3) orientations could not be presented by zero number of edges.

Publication I further demonstrated that facial expressions of varying intensity and structural configuration did not affect the structure of individual landmark orientation portraits as predefined by the edge orientation model. Figure 4.6 shows orientation portraits of facial landmarks and noisy edge regions from faces with facial expressions of different structure and intensity levels. Because noisy regions typically had arbitrary distribution of the oriented edges they were discarded by the edge orientation model. As shown in Publication I, at least half of the noisy landmark candidates were successfully eliminated while applying the proposed procedure of edge orientation matching.

![Figure 4.6. Examples of individual orientation portraits of facial landmarks from images of Cohn-Kanade facial expression database.](image)

At the latest steps of the framework development (Publications IV-VI), the landmark candidates were allowed to have some deviations from the edge orientation model. This means that an orientation portrait of the candidate could differ slightly from the model, for example, it could have some orientations represented by zero number of edges. In further analysis,
these edge regions were also considered in composing face-like constellations of the located landmark candidates, if there were missing landmarks. Figure 4.7 shows the final edge maps of the image with landmark candidates and discarded by the edge orientation model noisy edge regions. The landmark candidates which completely corresponded to the edge orientation model were called trustable and those with deviations from the model were called supportive (i.e. support set).

Figure 4.7. From left to right: original image of happiness; edge regions accepted (black rectangles) and discarded (grey areas) by the edge orientation model; final edge map after edge orientation matching. Courtesy of the Cohn-Kanade AU-Coded Facial Expression Database (Kanade et al., 2000). Reprinted with permission.

4.4 STRUCTURAL CORRECTION

Structural correction was the refining part of the framework. It aimed at automatic classification of the located landmark candidates, the location of erroneous or missing landmarks. It also performed validation of the face-like constellations formed from the located landmark candidates on the basis of facial configurational information. Generally, in face and landmark localization, the analysis of spatial semantics among the located facial parts is widely used (e.g. Cristinacce & Cootes, 2003; 2006).

In the proposed framework, structural correction verified not only the spatial relation between separate landmark candidates, but also validated and modified landmark orientation portraits. This part of the framework is therefore called a structural correction rather than spatial correction. The need for development of the structural correction part became obvious as soon as it was realized that the majority of errors in landmark localization were due to erroneous merging of separate facial landmarks into one region at the early stage of edge map construction. The top row of Figure 4.8 shows examples of merged facial landmarks.

As the results of the method testing (described in Chapter 5) showed, the main reason for landmark merging was in specific changes of facial appearance caused mainly by expressions of happiness, anger, and disgust. To correct this problem, the procedure of edge projection was developed.
The schematic interpretation of the proposed technique is illustrated in Figure 4.9.

If a landmark candidate consisted of several regions of edge concentration, edge points were projected to the x-axis for upper face landmarks and to the y-axis for lower face landmarks. The projections were obtained by calculating the number of edge points along the corresponding (i.e. vertical or horizontal) rows of the final edge map for a given candidate. If the number of edge points was smaller than a threshold, edge points were eliminated. After each edge elimination step, if the region still was not separated the threshold was increased by 5 edge points. The initial threshold equalled to a minimum number of edges in the column (row) of a given candidate.

To classify the located landmark candidates, landmark constellations were formed and the most face-like constellations were determined. The following labels defined facial landmarks to be classified: right eye (RE),

![Figure 4.8](image)

**Figure 4.8.** Top row shows landmarks erroneously grouped into one region. Middle row shows landmarks separated by the procedure of edge projection. Bottom row demonstrates the final detection result. Images are from the Cohn-Kanade AU-Coded Facial Expression Database (Kanade et al., 2000). Reprinted with permission.

![Figure 4.9](image)

**Figure 4.9.** Edge maps of facial landmarks: (a) eye regions wrongly detected as one region; (b) eye regions separated by edge projection; (c) nose and mouth wrongly detected as one region; and (d) nose and mouth separated by edge projection. X- and Y-axes show the corresponding pixels in the image. Black dots represent a number of projected edge points per column or row of the upper or lower face landmark candidates respectively. Areas marked with upward diagonal lines show regions of the edge map where edges were eliminated. Reprinted with permission.
right eyebrow (REB), left eye (LE), left eyebrow (LEB), right eye and eyebrow located as one landmark (RE&EB), left eye and eyebrow located as one landmark (LE&EB), lower nose (N), and mouth (M). As the eye and eyebrow could be located separately or together, they were referred to as eye region landmarks. In the preliminary tests, several rules of face geometry were tried and some of these results were published in the corresponding papers (Publications III, V, and VI).

Generally, due to the side-by-side location of the upper face landmarks, they guided the entire process of the landmark classification, also those landmarks which were discarded by the orientation model. The dynamic parameter $D$ was utilized as a measure of distances in the face model. $D$ was calculated as the distance between mass centres of the eye region pair, so called interocular distance. Using this measure, the spatial constraints between locations of the rest of the candidates were verified. Other facial measures were also used for the task of landmark candidate spatial arrangement. At the same time, by utilizing geometrical relationships among the candidates, the upper face landmarks were verified. Although the method was allowed to miss landmarks, for efficient landmark detection at least one horizontal pair had to be found.

At this stage, each face candidate found consisting of four facial landmarks was given a score. The score was calculated as a sum of intermediate scores which showed how well a face candidate performed verification tests. Verification tests were fuzzy rules which defined face geometry. Each verification test was also given a weight. A number of tests was performed in order to define optimal weights for each test. This way, each test gave as its output a relative score for a given face candidate. In order to select the best-scored face-like constellation of the located landmark candidates, a new scoring function was introduced:

$$P_r = MAX - \frac{MAX}{P_{cand}/P_{min}},$$

(10)

where MAX is the maximum score for a given face candidate (we used 100); $P_{cand}$ is a current score for a given face candidate; $P_{min}$ is the lowest score achieved among all face candidates. This way, if we have several face-like constellations of the candidates, we will select the one that gives the highest score $P_r$.

In Figure 4.10 the bounding boxes placed over the facial landmarks indicate locations, and crosses indicate mass centres of the detected landmarks. The bounding boxes and crosses made up the final result of the landmark detection. The size of the bounding box depended on the size of the located landmark. The sides of the bounding box were placed at the locations of the farthest detected edges of this region in vertical and
horizontal directions. After the face-like constellation of facial landmarks was found and landmark locations had been checked for correctness, the location of the face in the image was also known.

Figure 4.10. Examples of the final localization results with “primary” landmarks (rectangles) and “secondary” landmarks (ovals) of the landmark localization. Images are from the Cohn-Kanade AU-Coded Facial Expression Database (Kanade et al., 2000). Reprinted with permission.

4.5 PERFORMANCE EVALUATION

As a rule, the existing techniques of automatic face and facial feature detection evaluate the detection results as compared to human performance. Usually, the ground truth data are collected by a manual annotation of the database. The human operator marks consistently the chosen annotation features in the images or video frames. As discussed in Chapter 2, examples of the most commonly used annotation measures are the centres of the eyes, tip of the nose, and centre of the mouth.

In some of the studies, in which the localization result was in the form of a point not a region, the existing performance evaluation measures were used. The point evaluation measure was adapted from (Rodriguez et al., 2006). A localization result was considered correct if the distance between manually annotated and automatically detected landmark location met the following requirement:

\[
d_{\text{eye}} = \frac{\max(d(E_R, E'_R), d(E_L, E'_L))}{d(E_R, E_L)},
\]  

(11)
where \(d(a,b)\) is the Euclidean distance between point locations \(a\) and \(b\); \(E_R, E_L\) are manually annotated and \(E'_R, E'_L\) are automatically located positions of facial landmarks. A localization was considered successful if \(d_{eye} < 0.25\), which corresponds to approximately \(1/4\) of the annotated interocular distance \(d(E_R, E_L)\) or a half of the width of the eye.

This point evaluation measure is widely used in the computer vision community and is sufficient for all applications which can make use of a single pixel point result as an output of the feature detector. However, there is a number of applications which require a feature detector to find a region of facial landmark rather than to give a point solution. To the best of my knowledge, there are no accurate criteria for the evaluation of the landmark detection result, which is represented by a region in the image instead of a single point. At the early stages of the framework development a visual inspection was utilized for this purpose. The landmark was considered correctly located if the bounding box overlapped the biggest part of the landmark and included the area surrounding the landmark less than the actual size of the landmark. In the course of the framework development, the need to develop a method of performance evaluation emerged. This would help to evaluate the results of the landmark localization fully objectively and automatically.

For this reason, a new performance evaluation measure of facial landmark detectors which output an image region as a detection result was developed. In Publication V this new measure was applied to evaluate the correctness of localization results for eye regions, nose, and mouth. In order to create a description of the landmark location in the image, the set of characteristic points shown in Figure 4.11 was selected. Four points were selected to define locations of the eye, eye region, and mouth. These points defined the right, left, top, and bottom boundaries of these landmarks. Three points were used to describe locations of the eyebrow and nose. The eyebrow location was described by its top, bottom-left, and

![Figure 4.11](image-url)
bottom-right points. Because it was unclear how to define the vertical
dimensions of the lower nose, this region was defined by the centre point
of the nose tip and locations of the nostrils. All the characteristic points
were manually annotated in all the databases. Further, bounding boxes
were built on the base of the selected characteristic points for each
landmark in all databases. The centre of the landmark was defined as the
centre point of the bounding box.

The centre point, top-left, and bottom-right coordinates of the bounding
box were assumed to provide a good description of the landmark location
in the image and be potentially useful for the purpose of the method
performance evaluation. The following pilot test was performed to verify
this assumption. The characteristic points were manually annotated by 19
participants using a small dataset of images which well reflected the
variations in facial expressions. The results of the pilot test supported our
initial assumption; however, they also demonstrated that the characteristic
points of eyebrows were difficult for humans to define and would not be
as useful in the evaluation of the method performance as anticipated. In
particular, some images contained subjects with very light eyebrows or
eyebrows were covered by hair. For nearly all human subjects it was
difficult to define boundary points for these landmarks. For some subjects,
the difference in the annotation results was more than 15 pixels while the
average length of the eyebrow was 38 pixels. As the aim was to compare
the results of the automatic landmark localization to the human
annotation results, the impact of poor definition of the eyebrow boundary
points on the method performance evaluation was prevented by making
the eyebrow a complementary landmark to locate. It meant that the
localization performance of the upper face landmarks depended only on
the localization of the eyes.

The correctness of the localization result for the nose was defined as a
distance from manually annotated and automatically located centre of the
nose tip. The correctness of the localization result for upper face
landmarks and mouth was defined by a rectangular measure:

$$\max(d(p_{tl}, \bar{p}_{tl}), d(p_{br}, \bar{p}_{br}) \leq R, \quad R = N \cdot StDev,$$

where $R$ is a performance evaluation measure; $p_{tl}$, $p_{br}$, $\bar{p}_{tl}$, and $\bar{p}_{br}$
define the centre point, top-left and bottom-right coordinates of the
manually annotated and automatically located landmark respectively; $N$
is a number that sets a desirable accuracy for the localization result;
$StDev = 2$ pixels is a standard deviation of the manual annotation
averaged over all the characteristic points in the pilot test. If $\bar{p}_{tl}$ and
$\bar{p}_{br}$ were found inside the manually annotated landmark position, $\bar{p}_{tl}$ and
$\bar{p}_{br}$ should be located in the top-left and bottom-right quadrants of the
bounding box which includes the annotated landmark.
4.6 Execution Times

The framework can take input data in the form of both static images and streaming video. To give a rough idea of the temporal complexity of different parts of the software framework implemented (excluding visualization) in the case of static image input, the approximate running times are reported for 200×300 image size processed by the computer with a 1.7 GHz AMD Athlon TM processor and 512 MB RAM using non-optimized Visual C++ 6.0 code. Edge detection along with contrast thresholding of the detected edges at the first level of resolution took about 0.8-1 seconds per image (SPI). The computation of the final edge map at the first level of resolution together with edge grouping took about 5 SPI. The procedure of edge orientation matching took about 0.01 SPI. The running time of the edge projection part took 0.5 SPI. This is an average value, as the complexity of the edge projection computations changed depending on the number of edge projection iterations needed for landmarks to be finally separated. The structural correction of a single candidate set took 0.5 SPI on the average.

In the case of video input, the approximate running times were reported for 720×568 image size processed by the computer Dell Optiplex 745, Intel Core2 with 2.1 MHz and 1 GB DDR2 using optimised Delphi code. The software framework demonstrated high speed performance of 20-25 FPS in face localization from streaming colour video in real time.
5 Introduction to Publications

This chapter introduces six publications which represent the main scientific contribution of this dissertation. As described in the preceding chapters, the approach used combines the feature-based face and feature localization methods and a profound knowledge of how different facial muscle activations modify the appearance of a face. Accordingly, the publications consecutively describe the iterative design, implementation, and evaluation phases of the development of the face and facial landmark localization methods. Figure 5.1 illustrates the research process in a chronological order which does not correspond to the chronological order of the publications due to delays in the publication processes.

In the sections that follow, the topics of the individual publications are presented along with the main results from the evaluation stages of the development of the methods. Publications I-IV describe the

![Figure 5.1. The research process in chronological order denotes the design, implementation, and evaluation phases of the development of the face and facial landmark localization framework.](image)

<table>
<thead>
<tr>
<th>Publication</th>
<th>Design</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Publication I</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Evaluation on static facial images with neutral and prosopastic facial displays</td>
</tr>
<tr>
<td>Publication II</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Evaluation on static facial images with neutral, happy, and disgust facial expressions</td>
</tr>
<tr>
<td>Publication III</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Evaluation on AU-coded static facial images</td>
</tr>
<tr>
<td>Publication IV</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Evaluation on AU-coded static facial images</td>
</tr>
<tr>
<td>Publication V</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Evaluation on static facial images with neutral, prototypic, and AU-coded facial expressions</td>
</tr>
<tr>
<td>Publication VI</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Evaluation on color-streamed video database with neutral, frowning, and smiling faces</td>
</tr>
</tbody>
</table>
method of facial landmark localization from static facial images. Thus, Section 5.1 describes Publication I introducing the original design of the method and presenting the results of the method performance evaluation on the database of seven prototypical facial displays. Section 5.2 describes Publication II, which aimed at finding specific facial behaviours impairing feature-based landmark localization most. In this study, the effect of lower face expressions on the method performance was investigated while testing the method on images showing neutral, happy, and disgust expressions. Looking deeper into the subject matter, Publication III described in Section 5.3, the effect of single and conjoint facial muscle activations on landmark localization was evaluated while testing the method on the AU-coded facial expression database. Section 5.4 describes how the facial behaviours discovered, which impaired landmark localization most, were taken into account while improving the overall performance of the method in Publication IV. Section 5.5 presents Publication V on the intensive evaluation of the method developed on several databases of facial expressions coded in terms of prototypical facial expressions and facial muscle activations. Finally, Section 5.6 presents Publication VI with the feature-based method of face localization from a streaming colour video.

5.1 LANDMARK LOCALIZATION FROM IMAGES SHOWING PROTOTYPICAL FACIAL EXPRESSIONS

Motivation and Aims of the Study: In Publication I, the original design of the feature-based method of facial landmark localization from static facial images was introduced. The aim was to design a method which is easy-to-implement and fairly robust against expressive deformations in the face.

Test Data: To test the method, the POFA database was used, which consists of 14 neutral and 96 expressive grey-scale facial images of seven prototypical facial displays: neutral, happiness, sadness, fear, anger, disgust, and surprise. The images were preset to three sizes of 100×150, 200×300, and 300×450 pixel arrays. No face alignment was performed. The potential impact of change in illumination, complex background, large head rotations, ethnicity (i.e. skin colour), occlusions, and the presence of structural components like facial hair and eye-glasses was controlled to some extent in the database. Therefore, apart from variations in facial expressions (including occlusions originating from facial expressions like bitted lips and semi-closed eyes), image size, and gender all other variables were ignored in the data analysis.

Results and Discussion: The design of the method included preprocessing, edge detection, edge map construction, and edge orientation matching steps (more details in Chapters 4.1-4.3). The first prototype was implemented to perform an experimental study and evaluate the
performance of the method developed while systematically varying facial expressions and image sizes. In general, the method demonstrated a high overall performance on both neutral and expressive datasets achieving average landmark detection rates of 92% and 90% respectively. This way, the results confirmed that the choice of local oriented edges as basic image features for composing edge maps of the image was fairly robust with regard to facial expressions of varying structure and intensity. The results also showed the success of applying edge orientation matching for the elimination of false detections. After this procedure, the number of noisy landmark candidates in the image was reduced to almost a half.

More specifically, the results revealed that the chosen edge-based face representation ensured the invariance of eye localization regardless of variations in facial expression and image size. Thus, eye regions were located in 99% of the cases presented. The eye region localization was only slightly affected only by expressions of sadness and disgust. The localization of the lower face landmarks was more affected by image size and facial expressions, especially by the lower face expressions of happiness and disgust. Both, facial expressions and decrease in image size attenuated the average localization rates of mouth and nose regions to 86% and 78% respectively. The most deleterious effect on mouth and nose localization rates was caused by expressions of happiness, and disgust. Nevertheless, the within-expression variations in the mouth appearance had only a small influence on the ability of the method to find the correct mouth location. Thus, mouth was found regardless of whether it was open or closed and whether or not the teeth or tongue were visible.

The results of the first study confirmed the applicability of the method developed for the task of expression-invariant landmark localization from static frontal-view facial images. Eye region localization appeared to be robust and expression-invariant. However, nose and mouth localization needed to be improved. Some important insights into the functionality of the method developed were gained during this study. It was found that the majority of errors in nose and mouth localization occurred in the early stages of the method. The main reason for this was defined as erroneous grouping of neighbouring facial landmarks into one region. For example, expressions of happiness and disgust both caused neighbouring landmarks of the nose and mouth to merge together at the stage of edge grouping.

5.2 LANDMARK LOCALIZATION FROM IMAGES SHOWING EXPRESSIONS OF HAPPINESS AND DISGUST

Motivation and Aims of the Study: In Publication II, the aim was to continue the evaluation of the method concentrating on the lower face expressions
of happiness and disgust, which impaired the landmark localization most in the previous study.

Test Data: A larger face dataset consisting of 110 images from the POFA database and 172 images from Cohn-Kanade database was chosen. The dataset included neutral, happy, and disgust expressions. This ensured a wider range of between-and within-individual variations in the structure and intensity level of the expression. The images were preset to $250 \times 300$ and $250 \times 480$ pixel arrays for the POFA and Cohn-Kanade datasets respectively. No face alignment was performed. In order to evaluate the method in a systematic and carefully controlled way, the scope of the research was narrowed down to facial expressions, having all environmental variables like image size, change in lighting, complex background, head rotations, and occlusions relatively constrained. At the same time, the effect of other variations like facial expressions, ethnicity, gender, and occlusions originated from facial expressions (e.g. bitted lips and closed eyes) were tested and analysed.

Results and Discussion: The same design and improved software prototype of the method from the first study were used. The results of this study corroborated the earlier findings. The procedure of edge orientation matching effectively reduced the number of noisy landmark candidates per image. The method achieved a high average localization rate of 95% for a neutral dataset. As predicted in the previous study, happiness and disgust lowered the landmark localization rates considerably. The average localization rate for the expressive dataset was decreased to 64%. In detail, although eye region localization was not affected by happiness, disgust decreased the eye region localization rate noticeably. The average localization rates for happy and disgust datasets were 100% and 67% respectively. Moreover, lower face landmarks (i.e. mouth and nose) were correctly located only in about a half of the happy and disgust cases. The average localization rates were 54% and 55% for nose and mouth localization respectively. The main reason for this was again the error of merging of nose and mouth landmarks into one region which occurred at the stage of edge grouping.

The combined results from Publications I and II gave an indication about facial expressions which do and do not have a deteriorating effect on the performance of the method developed. It was assumed that there would be some changes in the face which lead to the merging type of localization error. However, more detailed analysis of these facial behaviours was not possible because the facial expressions in the used databases were described in terms of prototypical facial displays. Prototypical facial displays are complex behaviours and typically include activation of multiple facial muscles. Moreover, the same expression from the database was displayed differently characterizing its within- and between-
individual differences, as discussed in Chapter 3. Therefore the impact of single muscle activations on method performance was implicit, ambiguous, and excluded from the analysis. Thus, it became clear that in order to improve the design of the method, a still more detailed study was needed to accurately estimate the impact of individual muscle activations on the method performance.

5.3 Effect of Single and Conjoint AUs on Landmark Localization

Motivation and Aims of the Study: The main motivation for Publication III was the fact that deterioration in the performance of face and feature detectors due to expression variation had not been analysed in a systematic way. This way, the aim of this study was to test the method developed on AU-coded facial expression database and present the test results in a detailed and systematic way to show what specific facial muscle activations caused the degradation in the method performance.

Test Data: The method was evaluated on 468 neutral and 468 expressive images from the Cohn-Kanade database. The images were preset to $300 \times 230$ pixel arrays. No face alignment was performed. The database was classified so that it became possible to analyse the effect of single AUs and AU pairs on method performance.

Results and Discussion: The same design and somewhat improved software prototype of the method from the first study were used. The results showed that the performance of the method was considerably better on neutral than expressive datasets, which was consistent with the results from Publications I and II. The average localization rates for these two datasets were 95% and 74% respectively. The analysis of changes in the face resulting from activations of separate AUs and AU pairs clearly specified some of the critical facial behaviours which impaired the performance of the method. Expressions of happiness (i.e. AU 6-“cheek raiser and lid compressor” and AU 12-“lip corner puller”), disgust (i.e. AU 9-“nose wrinkler”, AU 10-“upper lip raiser”, and AU 11-“nasolabial furrow deepener”), anger (i.e. AU 4-“brow lowerer” and AU 7-“lid tightener”), and sadness (i.e. AU 4) caused the majority of errors.

The characteristic changes in the face were analysed when the listed AUs were displayed. For example, the lips were pulled back and obliquely upwards in the images with displayed AU 12. The displayed AUs 9 and 10 both lifted the centre of the upper lip upwards making the shape of the mouth resemble an upside down curve. AUs 9, 10, 11, and 12 all resulted in deepening of the nasolabial furrow and pulling it laterally upwards. Although there were marked differences in the shape of the nasolabial deepening and mouth shaping for these AUs, it was summed up that these AUs generally made the gap between nose and mouth smaller.
These changes in the facial appearance typically caused the error of erroneous nose and mouth merging. Similarly, AUs 4, 6, 7, and 43 and 45 (i.e. eye closure and blink) narrowed the space between eye lids and resulted in lowering and drawing together eyebrows and in the appearance of small wrinkles around the eye regions. All these facial behaviours caused additional contrast in the region of the nose bridge. Following this, the method detected additional noisy edges in this region. After applying the procedure of edge grouping, it usually appeared that the regions of eyes were erroneously grouped together.

The difficulty in this study was due to the fact that the database used did not present AUs alone but rather in conjunction with other supplementary AUs. Occurring singly or in combinations, these supplementary AUs typically produced skin deformations in the upper and lower face. Because of this, the effect of single AUs and AU pairs was difficult to bring into the light and only the indirect effect of AUs and their combinations on the method performance was investigated. In the course of this study the necessity of creating a systematic database consisting of all single AUs and their combinations emerged. As acknowledged in Chapter 3, the creation of such a database is a difficult and time-consuming process. However, the creation of a complete and systematic AU-coded database would greatly benefit research progress in the field of automatic face and feature detection.

On the whole, the results of this study specified some of the critical facial behaviours which caused a degradation of the method performance. The crucial facial behaviours identified gave important insights into the improvement of the method. These results were generalized to some extent to other methods of face and feature detection relying on the low-level edge and intensity information.

5.4 LANDMARK LOCALIZATION FROM AU-CODED FACIAL IMAGES

Motivation and Aims of the Study: The motivation for Publication IV was to improve the method in detecting lower face landmarks, particularly from images with AUs which impaired the performance of the method in the previous studies. The aim was to design and implement algorithms for the separation of the merged facial landmarks and automatic classification of the detected landmark candidates.

Test Data: The method was evaluated on 468 neutral and 468 expressive “face only” images and 468 neutral and 468 expressive “face & hair” images from the Cohn-Kanade database. The images were preset to 200 × 250 pixel arrays. No face alignment was performed.
Results and Discussion: The second prototype of the redesigned method allowed facial landmarks to be fully automatically located from facial images. The improvement came from the stage of structural correction (for more detail on this stage refer to Chapter 4.5) that included a procedure of edge projection to separate merged landmarks if there were any, and a proper spatial arrangement of the candidates located based on a frontal-view face geometry model.

The results of the improved method demonstrated high overall localization rates for neutral images and a wide range of expressive displays. The average localization rates for neutral and expressive datasets were 95% and 92% respectively. Compared to the results from Publication III, the introduced stage of structural correction increased the localization rates of all four facial landmarks for images with nearly all AUs and AU groups. A significant improvement in the method performance was achieved especially in the localization of lower face landmarks from images of disgust, anger, and happiness. Another important improvement of the method was that the process of facial landmark classification was now fully automatic. However, the performance evaluation of the localization results was manual and needed to be improved in order to produce a fully automatic method of face and facial landmark localization.

5.5 FULLY AUTOMATIC LANDMARK LOCALIZATION FROM EXPRESSIVE IMAGES OF HIGH COMPLEXITY

Motivation and Aims of the Study: The motivation for Publication V was to prove the applicability of the method developed to a wide range of facial expressions. The aim was to perform an extensive evaluation of the method on three facial expression databases representing facial expressions in terms of AUs and prototypical facial displays. Another aim of this study was to develop a new rectangular performance evaluation measure representing a localization result as a rectangular box instead of a conventional point representation. The main motivation behind developing a rectangular performance evaluation measure was that there were no objective criteria for the evaluation of the landmark detection result which was represented by a region in the image, instead of a single point solution.

Test Data: The method was evaluated on 468 neutral and 468 expressive images from the Cohn-Kanade database, 14 neutral and 96 expressive images from the POFA database, and 30 neutral and 176 expressive images from the JAFFE database. The images were preset to approximately 200×300 pixel arrays. No face alignment was performed. The received database represented the variability of facial expressions coded in terms of AUs and prototypical facial displays.
Results and Discussion: The third prototype of the redesigned method was evaluated by the proposed rectangular and conventional point evaluation measures (Chapter 4.5 describes the design of a new rectangular performance evaluation measure). Both types of evaluations demonstrated a high overall performance of the method. The average localization rates were 94% and 91% as evaluated by point and the new rectangular evaluation measures respectively. The results for the neutral and expressive datasets were as follows. For the neutral dataset, average localization rates were 96% evaluated by the point measure and 94% evaluated by the rectangular measure. For the expressive dataset, the average localization rates were 92% evaluated by the point measure and 88% evaluated by the rectangular measure. At this point of the method development it was realised that the performance achieved with the method evaluated by two different measures was fairly high and robust against a wide range of facial deformations represented in the publicly available facial databases. The next step in the framework development was to implement a real-time method of face and facial feature localization from a streaming video.

5.6 Real-Time Localization of Frowning and Smiling Faces Under Head Pose Variation

Motivation and Aims of the Study: The motivation of Publication VI was to expand the approach proposed in the previous studies in order to locate a face from a streaming video in real time. The aim was to adapt the algorithms developed for face and feature localization as applied to real-time image processing. The focus was fast, simple-to-compute, and expression-invariant method of face localization which can be utilized in real-time HTI applications.

Test Data: As the prospective application of the developed method was thought to lie in HTI, it was assumed that, apart from facial expressions, the input video would include head rotations. For purposes of method testing under these conditions, a systematic and controlled video database with neutral, frowning, and smiling faces under three controlled head rotations with angles of rotation of 0°, 20°, and 30° to both right and left was created. In total, the database consisted of 150 video sequences for 10 Caucasian subjects. Each sequence lasted about 8 seconds. The frame size was $568 \times 720$. No face alignment was performed.

Results and Discussion: The bottom-up face localization method was designed and implemented. The method was based on the preliminary localization of facial landmarks (described in Chapters 4.1-4.4, 4.6). After facial landmarks were located, a proper spatial arrangement of the located landmarks gave a location of the face in each video frame. The approach to facial landmark localization was similar to that proposed in Publication I.
There were also differences between these two approaches. First, the former approach worked with grey-scale images at several levels of image resolution. In contrast to this, colour-based face segmentation was proposed in this study. This allowed the face-like skin-coloured regions of the image to be extracted. These images were further transformed into the grey-scale representation. Second, a Sobel edge detector was used instead of the Gaussian edge detector. These two innovations made to the method enable real-time processing. Third, sixteen different orientations were utilized for the composition of the edge map of the image, while in the former approach the number of edge orientations was eight. The main reason for this was the difference in the nature of these two edge detectors. While the Gaussian edge detector gave rich edge structures as an output, the Sobel edge detection produced rather thin edges. In order to apply the procedure of edge orientation matching, a large number of edges were needed. This was one of the reasons for choosing a larger number of edge orientations. As in Publications IV and V, a face geometry model was used to define a proper spatial arrangement of the facial landmarks located. At the stage of face location verification, a new scoring function was introduced to select the best face-like constellation of the landmark candidates.

The method developed demonstrated sufficiently high performance in face localization from streaming colour video in real time. The speed frame of the method was about 20-24 FPS, which meets the requirement of real-time video processing defined in (Turk & Kölsch, 2004). The method was effective in the localization of faces with frontal and near-to-frontal head poses. Large head rotations decreased the localization rates. In case of frontal and near-to-frontal head postures, the method demonstrated high rates of locating faces with all three expressions tested - neutral, frowning, and smiling expressions. This gave a performance of the method for these particular facial expressions similar to the results of the previous studies (Publications IV and V).

In contrast to Publications IV and V, in this study the focus was on face localization rather than on independent landmark localization - all four facial landmarks needed to be correctly located in order to declare successful face localization. The nose was a difficult landmark to detect and produced low detection rates that resulted in low face detection rates. At the same time, some authors consider three correct landmarks sufficient to declare successful face localization (e.g. eyes and mouth in (Colbry et al., 2005)). A choice of eyes and mouth landmarks sufficient for face detection would increase the detection rates in the method proposed. The method developed can also be applied for independent facial landmark localization if it is allowed to miss some landmarks.
One of the objectives defined in the present dissertation was to find a representation of the face that remains robust regardless of a variety of changes in facial expressions. In order to address this issue, the framework proposed utilized local face representation based on local oriented edges extracted from the image or video frame. The advantage of using local face representation for purposes of efficient face and feature detection was already acknowledged in Chapter 2. Thus, it was demonstrated that local detectors outperform holistic detectors in a number of conditions such as facial expressions, head rotations, changes in lighting, and occlusions (Yow & Cipolla, 1997; Pantic & Rothkrantz, 2000b; Heisele et al., 2001; 2006; Tong et al., 2007). The choice of the edge-based approach to constructing face representation was based mainly on the fact that edge maps of the image capture the main aspects of the image (i.e. local discontinuities) while filtering out less important information. In addition, edge maps are well established in theory, easy to compute, compact, fairly robust under many conditions, and have been successfully applied for the task of face and feature detection in the past.

One of the key findings in the framework development was that the proposed edge-based representation of facial landmarks remained generally invariant regardless of deformations in the face brought about by facial muscle activations, including complex facial behaviours like, for example, closed eyes, bitted lips, and visible teeth. This was already evident from the results of Publication I in which an expression-invariant edge orientation model for facial landmark localization was introduced. The proposed edge orientation model defined a characteristic structure of the landmark orientation portraits (i.e. distribution of the local oriented edges inside the regions of facial landmarks). The results of Publication I revealed that the landmark orientation portraits generally kept the same
characteristic structure as predefined by the edge orientation model for all
tested facial displays. Further, Publication I corroborated the earlier
findings (Golovan et al., 2000; 2001; Shaposhnikov et al., 2002) showing
that the procedure of edge orientation matching ensured efficient
differentiation between landmark and non-landmark regions in the image.
This was due to the fact that the orientation portraits of noisy non-
landmark image regions as a rule had an arbitrary distribution of the local
oriented edges. This allowed noisy regions already to be discarded at the
early stages of processing, reducing the overall computational load of the
framework.

In general, Publication I served as a starting point for the whole
dissertation, defining the course for further investigations. In all the
subsequent studies on framework development, three main issues were
addressed: 1) finding facial behaviours which impair the edge-based
landmark localization, 2) taking into account the critical facial behaviours
identified and searching for possible ways to improve the methods, and 3)
extensive testing of the methods on various facial databases of expressive
faces in order to prove the functionality of the methods developed.
Publications II-VI generally confirmed that structural variability and
intensity level of the expression did not affect the characteristic structure
of the landmark orientation portraits. The orientation portraits of such
highly deformable facial landmarks as the mouth had the same
distribution of local orientation edges when the mouth was closed or
opened having bitted lips or visible teeth and tongue. The region of the
eyes (with or without eyebrows) demonstrated the same invariant
property of having the characteristic distribution of local oriented edges
under expressive deformations in the face.

In order to detect local oriented edges, a biologically plausible method
was developed similar to that proposed by Golovan et al. (2000). As
described in Chapter 4, this method imitated the pre-attentive property of
“orientation selectivity” of the neurons in the primary visual cortex to give
a strong response to a local edge at some particular orientation. Generally,
the earlier works (Golovan et al., 2000; 2001; Shaposhnikov et al., 2002)
which utilized a local edge-based approach to facial feature detection
served as a starting point for framework development. However, in that
early study no attempt was made to automatically classify the edge
regions located. The issue of expression-invariant detection was neither
studied nor systematically tested in these studies.

In contrast to earlier studies, in this dissertation the performance of the
methods developed was systematically evaluated. This was done using
several databases of facial expressions coded in terms of prototypical
facial displays, like happiness and surprise, and facial muscle activations
presented alone or in combinations. Three public databases of facial
expressions were used, namely, the POFA, Cohn-Kanade, and JAFFE databases. Additionally, one video database was created in our laboratory and included video sequences of smiling and frowning faces under three head rotations. The databases chosen consisted of images representing a wide range of facial expressions of varying complexity. The complexity of expressions was presented by the variability of deformations in soft facial tissues (i.e. wrinkles and protrusions), a variety of mouth appearances including open and tight mouth, visible teeth and tongue, and self-occlusions (i.e. semi-closed and closed eyes and bitted lips). Apart from variations in facial expressions, the performance of the methods was tested with respect to image size variation, skin colour, out-of-plane head rotations, and the presence of clothing, decorations, and hair. However, in order to evaluate the method in a systematic and carefully controlled way the scope of the research was narrowed down to facial expressions keeping all the other affecting variables relatively constant. Thus, some limitations were placed on the input signal in the subsequent studies. For example, such destructors as change in lighting, facial occlusions by hand or hair, presence of eye-glasses or facial hair, profile head views, and cluttered scenes were generally omitted from the scope of this dissertation.

Using the databases mentioned above, the objective of the present research was to investigate the impact of facial expressions on the performance of the edge-based methods developed for face and facial landmark localization. The main motivation for doing this was the fact that only few authors (Lien et al., 2000; Tian et al., 2002) had reported their results referring to specific facial behaviours which impaired the detection performance. In Publication III, this issue was systematically studied by analysing the effect of single and conjoint AU activations on edge-based facial landmark localization. A number of critical facial behaviours were found which resulted in merging of neighbouring facial landmarks into one region at the early stage of edge map construction. The knowledge on the deteriorating effect of these expressive behaviours on the functioning of the localization methods developed facilitated their further improvement. Thus, a new procedure of structural correction was introduced in Publication IV, which enabled separation of the merged landmarks. The results of this study were generalized to some extent to other feature-based methods of face and feature detection relying on the low-level edge and intensity information.

As stated in Chapter 2, to date there are no objective methods of evaluation of the detection output which is represented in the form of a region in the image. It seems intuitively understandable that a point solution cannot fully describe the result, for example, of mouth localization as the mouth is a very non-rigid facial landmark. The appearance of a widely opened mouth is different from the appearance of bitted lips and it is desirable for landmark detection methods to catch this
difference at the early stages of face processing. In contrast to many convenient detection methods which output a point solution (i.e. the centre of the landmark) defining only a position of the landmark, the localization result of the methods developed was represented by a region in the image. The dimensions and centre of the mass of the regions located enabled both defining a position of the landmark and estimating its size. In order to evaluate the accuracy of localization, the new rectangular evaluation measures were introduced in Publication V. In that study, a precise set of feature points which defined both the position and dimensions of the landmarks as rectangular boxes bounding the located landmark regions in the image was introduced. The results confirmed that the rectangular measures proposed were compact, descriptive, and robust in evaluation of the eye and mouth localization outputs in presence of facial expressions of varying structural complexity. The results of the testing of the method also showed that the methods developed revealed high rates in landmark localization as evaluated by convenient point and new rectangular measures. This way, the results demonstrated that landmark localization achieved high precision in both localizing the position of the landmark and defining its dimensions.

So far, it has been demonstrated that the proposed local edge-based face representation achieved efficient face and landmark localization. While utilizing a local face representation, the proposed framework also had elements of hybrid face representation. After the local properties of the face had been analysed, a holistic face representation was considered further to arrange the located landmark candidates according to face geometry. In Publications IV-VI, the stage of structural correction formed face-like constellations from the landmark candidates located separately and verified local similarity values for the candidates. In order to eliminate a number of false detections, the structural correction searched for facial landmarks at their expected locations in the image relative to each other (i.e. eyes at the top and mouth at the bottom of the image). The results from these studies showed that structural correction also enabled landmarks to be restored which had been rejected by the edge orientation model at the stage of edge orientation matching or merged with other neighbouring landmarks or hair at the stage of edge map construction.

From the start of the framework development, invariance to facial expressions was ensured in the case of eye localization. In Publications I-III, eye regions were found correctly in the majority of expressive cases regardless of whether the eyes were open, closed, or semi-closed. Because the eyes were found correctly regardless of a majority of expressive facial deformatons, the locations of the eye regions found guided the search for nose and mouth landmarks in Publications IV-VI. For the present work this scheme functioned well, however, it could fail if the test conditions include, for example, an image of a complex scene. In this case, the eyes
might be incorrectly detected from the very beginning. Full occlusions of the eye(s) by hand or hair would also significantly impair the performance of the method. For such conditions, it would be beneficial to use more complex models to capture the spatial arrangement of the landmark candidates detected in the image (Burl & Perona, 1996; Yow & Cipolla, 1997; Lin & Fan, 2000). The system of Salah et al. (2007), for example, did not assume in advance the correctness of any particular landmark location. It used subsets of all possible face-like constellations in order to validate the locations of other landmarks. The joint distribution of the landmark coordinates could be modelled with, for example, a single multi-variate Gaussian (Burl & Perona, 1996) or a mixture of bi-variate Gaussians (Salah et al., 2007). In this case the framework would become more robust with regard to false alarms and searching for missed or occluded landmarks at the expense of also being more computationally complex.

The framework was able to take its input either from static images or from streaming video. In the former case, when the time factor was not critical, the rather slow operation of Gaussian filtering was applied to the input image. This operation provided rich edge structures as its output meaning that a large number of edge points were detected by the Gaussian operator. It resulted in a situation in which the landmark orientation portrait consisted of a large number of points and provided a detailed description of the edge distribution inside the detected region. In the case of video input, however, the orientation portraits were built from the output of the Sobel edge detector, which provided less detailed information on the edge distribution than the Gaussian edge detector. Because some edge orientations were missing in the landmark orientation portraits in this case, it resulted in fewer local similarity measures for the detected landmark candidates. Despite this, the Sobel edge detector proved to function in real time, which is a critical requirement for many applications. Generally, there was a need to find a balance between the desired extent of details in the orientation portraits and the required speed of the framework. In the case of static input, the optimization of the code should reduce the running times significantly and extend the applicability of the algorithm for real-time video processing. The procedures of edge detection and edge grouping appeared to be the most time consuming parts of the algorithm. The reason for this was that each pixel in the image was processed by convolving it with a set of ten-orientation kernels. Altogether, this made $200 \times 300 \times 10$ single computations. To accelerate the edge detection and edge grouping parts of the framework, edge detection with a pixel grid could be applied. This would reduce the amount of pixels to be processed, therefore reducing the overall execution time of the framework. The edge grouping part can be optimized by restricting the amount of possible edge neighbours.
The landmark localization algorithms developed can be applied directly to
the image if the face takes the greatest part of the image or video frame.
Alternatively, the facial region can be detected first to facilitate the
landmark search. If the framework takes its input from colour image data,
as in Publication VI, a colour-based face pre-detection can be applied to it
in order to find a region of the image in which the face is most likely to be
presented. In the literature, many face and feature detection methods, for
example, snake- and AAM-based methods require high-resolution images
and utilize information on fine details of the face. In the framework
proposed, there is no need for high-resolution images, which are not
always available, especially if the input data is sourced by a low cost web
camera. This is also true when the facial landmarks have to be detected
from a face at a distance. There are good face detectors which can detect
faces at a distance or from low resolution images (Rowley et al., 1998a;
Viola & Jones, 2001; 2004). Our method can utilize the output from such
face detection systems for facial landmark localization. The limit for a size
of the input facial image would be about 100x150 pixels, as reported in
Publication I.

Let us now discuss the results of the present work in more detail in the
context of the results from other existing face and feature detectors. In
general it can be stated that the framework proposed demonstrated
similar or superior performance to other face and feature detection
methods in terms of localization accuracy and speed. Certainly, one needs
to be cautious when comparing the performance of different face and
feature detection methods. As argued in Chapter 2, it is important to take
into consideration that different methods use different face databases,
different preprocessing can be applied to images from the databases, and
different measures can be used in order to evaluate the results of the
detection output. The majority of the detection results reported in the
literature were evaluated by point evaluation measures. For this reason, in
this comparison the results from Publications V and VI, which have the
same evaluation criteria, will mainly be used. Because the detected eye
positions are sufficient criteria to declare successful face detection
(Jesorsky et al., 2002), the results on eye region localization from the
present work will be used. It should also be mentioned that the test
conditions of the face databases23 used in some of the studies described
below were different from those used in the present work. For example,
some studies used the M2VTS, XM2VTS, BANCA, FRGC v.1.0, BioID, and
FERET databases, which might include images with eye-glasses, facial hair,
complex background, and changing lighting. These conditions were
deliberately excluded in the present research as the main focus was on
facial expression variation. The performance of the methods presented in

---

23 The descriptions of some of the face databases mentioned in this chapter can be obtained from
M2VTS/m2fdb.html, (last accessed 2 September, 2008).
this work might have been different in case of unconstrained test conditions. Nevertheless, the present comparison seems to be reasonable as the majority of the databases included faces with the facial expressions tested in the present work.

First, a comparison will be made in relation to those studies which utilized local oriented edges as basic image features for face and facial feature detection and localization. A similar edge-based face detector of Fröba and Küblbeck (2002) utilized a holistic edge-based face detection scheme in which local oriented edges were applied to represent a pattern of the whole face. The reported face detection rate was 96.5% for M2VTS face database, which includes images of faces with speech articulation and simple background. The results from Publication V were consistent with these results while demonstrating the applicability of the method developed to a wider range of expressions tested.

Compared to the feature-based eye detector of Hamouz et al., (2005), the present results demonstrated similar or superior rates of eye centre detection. In their study, the average detection rate of eye centre detection was more than 95% on the M2VTS database and about 79-90% on the BioID database which consists of facial images with unconstrained conditions. In the study by Song et al. (2006) a wavelet-based edge extraction method was proposed which combined edge and intensity information for eye centre localization. The reported performance of this method was 52.7% for the Bern database, 96.8% for AR-63 (i.e. AR subset consisting of neutral, smiling, and angry faces), and 86.5% for AR-564 (i.e. AR subset consisting of neutral, smiling, and angry faces taken under unconstrained conditions). The images from these databases had simple background and did not include faces with spectacles. The results from Publication V obtained on similar face databases demonstrated similar or higher rates for eye centre localization.

The study by Sohail and Bhattacharya (2006) utilized the generative eye detection framework originally proposed in Fasel et al. (2005) together with an anthropometric model of a human face. They considered eye detection in the context of successful face detection, meaning that eye locations were verified by analysing a large context of a facial region. The reported performance of the method on the JAFFE database of facial expressions was an average rate of about 99% in detecting eye centres. Their method demonstrated better precision in locating specific eye points (i.e. eye centres and eyelid midpoints) than the method proposed in Publication V. However, both methods were able to detect eye centres under facial expression variations resulting, for example, in closed and semi-closed eyes.

Further, the results from Publication V showed performance in eye centre localization similar to that of the existing state-of-the-art template- and
learning-based face and feature detection methods. In the study by Campadelli et al. (2007), SVM-based feature classifiers were utilised. In their study, a two-step localization scheme was applied in which rough eye region locations were found first by classifiers trained on the database of facial images. This was followed by a more precise feature point location search by local classifier trained on the images of the eye region. The method of Cristinacce and Cootes (2006) utilized constrained local appearance models which are very similar to AAMs but involve joint shape and texture appearance models for generation of a set of region template detectors. They likewise used a two-step detection technique in order to verify local feature positions on the preliminary detected regions of facial landmarks. Thus, evaluated by point evaluation measures of 0.20-0.25 of interocular distance, the first-step rough landmark detectors of both studies were able to find on average more than 95% of eye centre points while our eye region locator was reasonably successful, finding more than 90% of eye centre points in the image. At the feature point refining step, the local feature detectors in both studies achieved an excellent performance, finding nearly 100% feature point locations inside the located landmark regions. Although, the detection rates in Cristinacce and Cootes, (2006) were given as an average for all landmarks including eyes, nose, mouth, and cheeks, the eye region localization rates can still be estimated as sufficiently high. Another learning-based feature detection method, AdaBoost-based feature classifier, by Wilson and Fernandez (2006) achieved an average eye detection rate of 93% on the Feret database, which is comparable to the performance of the eye centre localization in Publication V.

Finally, Publication VI showed that, applied to real-time video signal, the proposed framework demonstrated high speed of face localization of about 20-25 FPS. This is comparable to the speed of the existing state-of-the-art face detectors (e.g. Fröba & Küblbeck, 2000; Viola & Jones, 2004; Cristinacce & Cootes, 2006) and meets the requirement of real-time processing in multimodal applications (Turk & Kölsh, 2004).

The present research has several future directions. For example, there is a need to perform a comparative study and analyze the robustness of the developed and other state-of-the art face and feature detection methods in presence of complex facial expressions. The same testing conditions and face databases used would provide a solid basis for a fair comparison of the test results. Another possible research direction is to use a combination of the proposed edge-based approach and, for example, learning approach in order to detect face and its features from images of expressive faces. Further, the applicability of the proposed rectangular evaluation measures still implies their further improvement. Some important insights have been made into their development in Publication V, but further processing is still needed. For example, more extensive study should be undertaken.
to verify and, possibly, to improve the proposed set of feature points for defining landmark positions and dimensions in case of different facial expressions.

In summary, the results of the present dissertation demonstrated a high performance with the framework developed for the task of automatic and expression-invariant localization of the face and prominent facial landmarks such as eyes, eyebrows, nose, and mouth from static facial images and real-time video. The area of applicability of the proposed framework lies in the automatic localization of the face and facial feature locations from facial images and video sequences showing facial expressions. Emphasizing simplicity, high speed, and low computational cost of the developed algorithms, I conclude that they can be widely utilised in various applications of automatic face analysis like face identification, facial expression recognition, and vision-based HTI which typically require preprocessing of the facial information. The method can be used, for example, as a preliminary face or landmark locator that allows facial parts to be located for their subsequent analysis while eliminating irrelevant regions from the image. More specifically, there is a number of face and feature detection methods, for example, snakes, which can detect a precise contour of the face and facial landmarks from images with facial expressions. These methods require preliminary (sometimes manual) initialization of the feature locations. After the approximate locations of the features are known, these methods perform effectively. On the other hand, there are methods of face recognition and facial expression analysis which are based on the analysis of local properties of regions of facial landmarks and also require a precise initialization of the landmark locations. In these methods, the developed face and landmark locators can be utilized in preliminary localization of facial regions for their subsequent processing in which coarse localization is followed by fine feature detection.
7 Conclusions

The dissertation at hand demonstrated the general applicability of the methods developed for the task of automatic and expression-invariant localization of the face and prominent facial landmarks such as eyes, eyebrows, nose, and mouth. The six scientific publications describe the course of the iterative development, testing, and evaluation of edge-based methods of face and facial landmark localization from images containing complex facial expressions.

The methods developed combined into a framework allowing face and facial landmarks to be located automatically and efficiently from images with facial expressions of varying complexity. In addition to robustness to facial expressions, skin colour, and small in- and out-of-plane head rotations, the framework demonstrated robustness to such noise as hair and elements of clothing and decoration.

The main contributions of this dissertation are as follows.

- It was shown that the choice of the local oriented edges as basic image features for compact and descriptive face representation provided automatic face and landmark localization regardless of deformations in the face due to various facial muscle activations, including complex facial behaviours (e.g. closed and semi-closed eyes, open mouth with visible teeth and tongue, bitted lips, etc.).

- An expression-invariant edge orientation model for facial landmark localization was designed. The edge orientation model ensured expression-invariant facial landmark detection as the characteristic distribution of the local oriented edges inside the landmark regions remained the same as opposed to noisy non-landmark image regions. This property of the edge orientation model allowed the noisy regions
to be discarded in the early stages of the processing, thus significantly improving the differentiation between face and non-face objects in the image.

- New rectangular measures for the evaluation of the landmark localization outputs in the form of a rectangular box were designed and tested. The results showed that the proposed rectangular measures were compact, descriptive, and robust in the evaluation of the eye and mouth localization outputs in the presence of facial expressions of varying structural complexity.

- A number of carefully controlled empirical studies was performed in order to test the developed methods on multiple databases of expressive images and video. The results showed that the methods demonstrated high rates of face and landmark localization from images of neutral and expressive faces.

- The effect of critical facial behaviours which impaired the performance of the methods developed most, was systematically studied. This made it possible to improve the localization methods iteratively, until efficient and accurate landmark localization for these most deteriorating facial behaviours was achieved.

- Finally, a software framework for face and facial landmark localization from static images and streaming video was designed and implemented.

The proposed approach introduced a simple and compact edge-based face representation which demonstrated invariance against deformations in the facial appearance during facial expression variation. Given the robustness, simplicity, and high speed of the developed methods, it can be concluded that they are appropriate for use in automatic and expression-invariant face and facial landmark localization as such. They can also be used in the preliminary localization of facial regions for their subsequent processing in applications where coarse localization is followed by fine feature detection.
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Feature-Based Detection of Facial Landmarks from Neutral and Expressive Facial Images

Yulia Gizatdinova and Veikko Surakka

Abstract—Feature-based method for detecting landmarks from facial images was designed. The method was based on extracting oriented edges and constructing edge maps at two resolution levels. Edge regions with characteristic edge pattern formed landmark candidates. The method assessed invariance to expressions while detecting eyes. Nose and mouth detection was determined by happiness and disgust.

Index Terms—Computing methods, images, image processing and computer vision, segmentation, edge and feature detection.

1 INTRODUCTION

AUTOMATED detection and segmentation of a face have been active research topics in the last few decades. The motivation behind developing systems of face detection and segmentation is a great number of its applications. For example, detection of a face and its features is an essential requirement for face and facial expression recognition [1], [2], [3], [4].

Due to such factors as illumination, head pose, expression, and scale the facial features vary greatly in their appearance. Yarom et al. [5] demonstrated that facial expressions are particularly important factors affecting automated detection of facial features. They aimed to compare the recognition performance of template and feature-based approaches to face recognition. Both approaches resulted in worse recognition performance for expressive images than for neutral ones.

Facial expressions as emotionally or otherwise socially meaningful communicative signals have been intensively studied in psychological literature. Ekman and Friesen [6] developed the Facial Action Coding System (FACS) for coding all visually observable changes in the human face. According to FACS, a muscular activity producing changes in facial appearance is coded in the terms of action units (AU). Specific combinations of AUs represent prototypic facial displays: neutral, happiness, sadness, fear, anger, surprise, and disgust [7]. At present, there is good empirical evidence and good theoretical background for analyzing how different facial-muscle activations modify the appearance of a face during emotional and social reactions [8], [9], [10].

Studies addressing the problem of automated and expression-invariant detection of facial features have been recently published. In particular, to optimize feature detection some attempts have been made to utilize both profound knowledge on human face and its behavior and modern imaging techniques. Comprehensive literature overviews on different approaches to face and facial feature detection have been published by Hjelmis and Low [11] and Yang et al. [12].

Liu et al. [13] investigated facial asymmetry under expression variation. The analysis of facial asymmetry revealed individual differences that were relatively unaffected by changes in facial expressions. Combining asymmetry information and conventional template-based methods of face identification, they achieved a high rate of error reduction for face classification.

Tian et al. [14] developed a method for recognizing several specifically chosen AUs and their combinations. They analyzed both stable facial features as landmarks and temporal facial features like wrinkles and furrows. The reported recognition rates were high for recognizing AUs from both upper and lower part of a face.

Golovn [15] proposed a feature-based method for detecting facial landmarks as concentrations of the points of interest. The method demonstrated high detection rate and invariance to changes in image view and size while detecting facial landmarks. However, the method was not tested with databases of carefully controlled facial expressions. We extended the method introduced by Golovn to detect facial landmarks from expressive facial images. In this framework, the aim of the present study was to experimentally evaluate the sensitivity of the developed method while systematically varying facial expression and image size.

2 DATABASE

The Pictures of Facial Affect database [16] was used to test the method developed for detection of facial landmarks. The database consists of 110 images of 14 individuals (i.e., six males and eight females) representing neutral and six prototypical facial expressions of emotions: happiness, sadness, fear, anger, surprise, and disgust [7]. On average, there were about 16 pictures per expression. In order to test the effects of image resizing on the operation of the developed method, the images were manually normalized to three preset sizes (i.e., 100 × 150, 200 × 300, and 300 × 450 pixels). In sum, 110 × 3 = 330 images were used to test the method.

3 FACIAL LANDMARK DETECTION

The regions of eyebrow–eyes, lower nose, and mouth were selected as facial landmarks to be detected. There were two enhancements to the method proposed in previous works [15], [17]. The first enhancement is the reduction of the number of edge orientations used for constructing edge maps of the image. In particular, the orientations ranging from 45 degrees to 135 degrees and 225 degrees to 315 degrees in step of 22.5 degrees were used to detect facial landmarks (Fig. 1). The chosen representation of edge orientations described facial landmarks relatively well and reduced a computational load of the method. The second enhancement is the construction of the orientation model of facial landmarks. The landmark model was used to verify the existence of a landmark in the image.

The method was implemented through three stages: preprocessing, edge map construction, and orientation matching. These stages will be described in details in the following sections.

3.1 Preprocessing

First, an image is transformed into the gray-level representation. To eliminate noise edges and remove small details, the gray-level image is then smoothed by the recursive Gaussian transformation. The smoothed images are used to detect all possible candidates for facial landmarks, and no smoothed images—to analyze the landmark candidates in details (Figs. 2a and 2b). In that way, the amount of information that is processed at a high resolution level is significantly reduced.

3.2 Edge Map Construction

Local oriented edges are extracted by convolving a smoothed image with a set of 10 kernels. Each kernel is sensitive to one of 10 chosen orientations. The whole set of 10 kernels results from differences between two centered Gaussians with shifted kernels.

\[
G_{\phi} = \frac{1}{2} (C_{\phi}^+ - C_{\phi}^-),
\]
Fig. 1 Orientation template for extracting local oriented edges, γₙ = 1, 9, 5, i = 0, 8, 15. Edge orientations used for detecting facial landmarks were marked as numbers 2, 6, and 10–14.

\[ Z = \sum \left( G_{\theta k} - \bar{G}_{\theta k} \right)^2, \quad G_{\theta k} - \bar{G}_{\theta k} > 0, \]  

\[ G_{\theta k} = \frac{1}{2\pi\sigma^2} \exp \left( -\frac{(p - \sigma \cos \theta k)^2 + (q - \sigma \sin \theta k)^2}{2\sigma^2} \right), \]  

\[ G_{\theta k}^+ = \frac{1}{2\pi\sigma^2} \exp \left( -\frac{(p + \sigma \cos \theta k)^2 + (q + \sigma \sin \theta k)^2}{2\sigma^2} \right), \]  

where \( \sigma \) is a root mean square deviation of the Gaussian distribution, \( \theta_k \) is angle of the Gaussian rotation, \( \theta_k = k \times \pi / 12, k = -2, 2, 3, 4, 5, 6, 10, 11, 12, 13, 14, p, q = -3, -2, -1, 0, 1, 2, 3. \)

The maximum response of all 10 kernels defines the contrast magnitude of a local edge at its pixel location. The orientation of a local edge is estimated with the orientation of a kernel that gave the maximum response.

\[ q_{\text{max}} = \sum b_{k,j} G_{\theta k}, \]  

where \( b \) denotes the gray level of the image at pixel \((i, j); i = 0; W - 1; j = 0; H - 1; W, H \) are, respectively, the width and height of the image, \( l = 1.2. \)

The threshold for contrast filtering of the extracted edges is determined as an average contrast of the whole smoothed image. Edge grouping is based on the neighborhood distances between oriented edges and is limited by a possible number of neighbors for each edge. The optimal thresholds for edge grouping are determined using small image set taken from the database. In such a way, the edge map of the smoothed image \((p, l = 7)\) consists of the regions of edge concentrations presumed to contain facial landmarks. Fig. 2c presents the primary feature map that was constructed by detecting local edges of 10 chosen orientations. Fig. 2d shows the primary map after contrast thresholding and grouping extracted edges into the candidates for facial landmarks.

To get a more detailed description of the extracted edge regions, edge extracting and edge grouping are applied to high resolution image \((l = 1)\) within the limits of these regions. In this case, the threshold for contrast filtering is determined as a double average contrast of the high resolution image.

### 3.3 Orientation Matching

We analyzed orientation portraits of edge regions extracted from 12 expressive faces of the same person. On the one hand, expressions do not affect specific distribution of the oriented edges contained in regions of facial landmarks (Fig. 3a). On the other hand, noise regions have arbitrary distribution of the oriented edges (Fig. 3b).

Finally, we created four average orientation portraits for each facial landmark. Average orientation portraits keep the same specific pattern of the oriented edges as individual ones (Fig. 4).

#### 3.3.1 Orientation Model

Such findings allowed us to design the characteristic orientation model for all facial landmarks. The following rules define the structure of the orientation models: 1) Horizontal orientations are represented by the greatest number of extracted edges; 2) a number of edges corresponding to each of horizontal orientations is more than 50 percent greater than a number of edges corresponding to other orientations taken separately; and 3) orientations cannot be presented by zero number of edges.

The detected candidates for facial landmarks are manually classified into one of the following groups: noise or facial landmark like eye, nose, and mouth. Fig. 2c reveals the final feature map consisting of candidates whose orientation portraits match with the orientation model.

### 4 RESULTS

Fig. 5 illustrates examples of the landmark detection from neutral and expressive facial images.

On the stage of edge map constructing, an average number of candidates per image was 8.5 and did not vary significantly by changes in facial expression and image size. After the orientation matching, the average number of candidates per image was reduced to almost a half and amounted to 4.52. Fig. 6 illustrates the decrease...
in the number of candidates per image averaged over different facial expressions.

Table 1 shows that the developed method revealed an average detection rate of 90 percent in detecting all four facial landmarks from both neutral and expressive images. The average detection rates were 94 percent and 90 percent for neutral and expressive images, respectively. The detection of nose and mouth was more affected by facial expressions than the detection of eyes.

Both eyes were detected with a high detection rate from nearly all types of the images. In general, the correct detection of eyes did not require a strong contrast between the whites of eyes and iris. In such a way, eyes were found correctly regardless of whether the whites of eyes were visible or not (Fig. 5). However, expressions of sadness and disgust reduced the average detection rate to 96 percent. The correct eye localization was only slightly affected by variations in image size.

Regions of both eyes had nearly the same number of the extracted oriented edges. About one-third of the total number of edges were extracted from the regions of eyebrows. As a result, the mass centers of the eye regions slightly shifted up from the iris centers (Fig. 7).

Detection of the mouth region was more affected by changes in facial expression and image size than detection of the eye regions. On average, the correct location of the mouth region was found in more than 90 percent of the expressive images with the exception of happiness (82 percent) and disgust images (49 percent). The smallest image size had a marked deteriorating effect on the mouth detection. However, the within-expression variations in the shape of the mouth had only a small influence on the ability of the method to mark the correct area. As a rule, the mouth region was found regardless of whether the mouth was open or closed and whether the teeth were visible or not.

The nose detection was even more affected by variations in facial expression and image size than the mouth detection. The expressions of happiness, surprise, and disgust had the biggest deteriorating effect on the detection of the nose region. The average detection rate for nose region was 74 percent for happiness, 78 percent for surprise, and 51 percent for disgust images. It was more than 81 percent for other expressive images. In sum, the images expressing disgust was considered the hardest to process (Fig. 5).

There were three types of errors in detecting facial landmarks. Fig. 7 gives examples of such errors. The undetected facial landmarks were considered to be the errors of the first type. Such errors occurred when a region of interest including a facial landmark was rejected as a noise region. In particular, the nose was the most undetectable facial landmark (Fig. 7a). The incorrectly grouped landmarks were regarded as the errors of the second type. The most common error of the second type was grouping regions of nose and mouth in one region (Fig. 7b and Fig. 7c). There were
only a few cases of grouping together eye regions (Fig. 7c). The errors of the third type were the misdetected landmarks that occurred when the method accepted noise regions as facial landmarks (Fig. 7a).

6 DISCUSSION

The feature-based method for detecting facial landmarks from neutral and expressive facial images was designed. The method achieved the average detection rate of 90 percent in extracting all four facial landmarks from both neutral and expressive images. The separate percentages were 94 percent for neutral images and 90 percent for expressive ones. The present results revealed that the choice of the oriented edges as the basic features for composing edge maps of the image ensured the invariance in a certain range for eye detection regardless of variations in facial expression and image size. The regions of the left and right eyes were detected in 92 percent of the cases.

However, detecting landmarks of the lower face was affected by changes in expression and image size. The expressions of happiness and disgust had a marked deteriorating effect on detecting the regions of the nose and mouth. The decrease in image size also affected the detection of these landmarks. Variations in expression and decrease in image size attenuated the average detection rates of the mouth and nose regions to 86 percent and of 78 percent, respectively.

The results showed that a majority of errors in detecting facial landmarks occurred at the stage of feature map construction. On the one hand, the results revealed that, often, the nose region remained undetected after the procedure of edge extraction. One possible reason for that was a low contrast of nose regions on the image. As a result, the number of edges extracted from the nose regions was smaller than those extracted from the regions of other landmarks. On the other hand, the threshold limiting number of edges was elaborated for detecting all four facial landmarks. Possibly for this reason, the nose region consisting of a small number of edges, remained undetected.

Another reason for errors in the detection of the nose as well as the mouth was the decrease in image size. The decrease in image size did not affect the contrast around the eyes, but it reduced the contrast around the nose and mouth. Therefore, the number of edges extracted from these regions was reduced and they became less than the threshold and, finally, the nose and mouth regions remained undetected.

On the other hand, the procedure of grouping edges into candidates produced incorrect grouping of several landmarks into the one region. Many errors in constructing regions of the nose and mouth were caused by the use of a fixed neighborhood distance for edge grouping. Utilizing fixed threshold produced a good landmark separation for almost all expressive images (i.e., the error rate in landmark grouping was less than 1 percent). However, the images of happiness and disgust produced a lot of errors in landmark grouping (i.e., the error rates were about 2 percent and 5 percent, respectively). This means that such a fixed neighborhood distance cannot be applied for separating regions of nose and mouth from the happiness and disgust images.

Why were the expressions of happiness and disgust especially difficult to process by the developed algorithms? Probably, the reasons for that were the specific changes of facial appearance while displaying these expressions. There are different AU's and their combinations that are activated during happiness and disgust. In particular, when a face is modified by the expression of happiness, the AU12 is activated. This AU pulled the lips back and obliquely upward.

Further, many of the prototypical disgust expressions suggested by Ekman and Friesen [6] include the activation of AU10. The AU10 lifts the center of the upper lip upward, making the shape of the

| TABLE 1 |
| Rate (%) of the Landmark Detection Averaged over Expression and Image Size |

<table>
<thead>
<tr>
<th>Image type</th>
<th>Facial landmark</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral</td>
<td>100 100 91 86</td>
<td>94</td>
</tr>
<tr>
<td>Happiness</td>
<td>100 100 82 74</td>
<td>89</td>
</tr>
<tr>
<td>Sadness</td>
<td>99 99 98 89</td>
<td>95</td>
</tr>
<tr>
<td>Fear</td>
<td>100 100 93 82</td>
<td>94</td>
</tr>
<tr>
<td>Anger</td>
<td>100 100 92 84</td>
<td>94</td>
</tr>
<tr>
<td>Surprise</td>
<td>100 100 98 78</td>
<td>94</td>
</tr>
<tr>
<td>Disgust</td>
<td>96 96 49 51</td>
<td>73</td>
</tr>
<tr>
<td>Average</td>
<td>99 99 86 78</td>
<td>90</td>
</tr>
</tbody>
</table>

Fig. 6. Average number of candidates per image before and after the procedure of orientation matching. The error bars show plus/minus one standard deviation from the mean values.
mouth resemble an upside down curve. Both A110 and A117 result in deepening the nasolabial furrow and pulling it laterally upward.

Although, there are marked differences in the shape of the nasolabial deepening and mouth shaping for these two AUs, it can be summed up that both expressions of happiness and disgust make the gap between nose and mouth smaller. Such modifications in facial appearance had a marked deteriorating effect on detecting landmarks from the lower part of a face. The neighborhood distances between edges extracted from the regions of nose and mouth become smaller than a threshold. For this reason, edges were grouped together, resulting in incorrect grouping of the nose and mouth regions, the expressions of disgust and sadness (i.e., the combination AU11 and AU4) caused the regions of eyebrows to draw up together, resulting in incorrect grouping regions of both eyes.

One possible way to eliminate errors in landmark separation could be a precise analysis of the density of the edges inside the detected edge regions. The areas with poor point density might contain different areas of edge concentration and could be processed further with some more effective methods like, for example, the neighborhood method.

At the stage of orientation matching, there were some errors in classification between the landmark and noise regions. Although the orientation model created a high classification rate for both eyes, it produced errors in classifying the noisy region. Such errors were caused by mismatching orientation portraits of the detected candidates and the orientation model. For example, in some cases, the model did not produce well-defined horizontal dominant in edge orientations—all edge orientations were presented in nearly equal numbers. Thus, such a region was rejected as a candidate for facial landmark. On the other hand, errors were caused by the fact that orientation portraits of some noise regions matched the orientation model. In this case, the noise regions were detected. However, most of errors in landmark detection were brought about by errors in the previous stage of feature map construction.

Based on the findings described above, we can conclude that more accurate nose and mouth detection could be achieved by finding some adaptive thresholds for constructing landmark candidates. The overall detection performance of the algorithms could be improved significantly by analyzing spatial configuration of the detected facial landmarks. The use of spatial constraints might be also utilized to predict the location of the undetected facial landmarks [18].

In summary, the method localized facial landmarks with an acceptably high detection rate without a combinatorial increase of complexity of the image processing algorithms. The detection rate of the method was comparable to the detection rate of the known feature-based [15], [17] and color-based [19] methods that have detection rates from 85 to 95 percent, but lower than neural network-based methods [20] with a detection rate of about 96-99.5 percent. Emphasizing the simplicity of the algorithms developed for landmark detection, we conclude they might be implemented as a part of the systems for face and/or facial expression recognition. The discovered errors provided several guidelines for further improvement of the developed method. In our future work, we will focus on finding expression-invariant and robust representations for facial landmarks. Careful attention will be paid to the development of algorithms that are able to cope with images displaying happiness and disgust as the most demanding to process.
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ABSTRACT
Automated analysis of faces showing different expressions has been recently studied to improve the quality of human-computer interaction. In this framework, the expression-invariant face segmentation is a crucial step for any vision-based interaction scheme. A method for detecting facial landmarks from neutral and expressive facial images was proposed. In present study, a particular emphasis was given to handling expressions of happiness and disgust. The impact of these expressions on the developed method was tested using dataset including neutral, happiness and disgust images. The results demonstrated a high accuracy in detecting landmarks from neutral images. However, the expressions of happiness and disgust had a deteriorating effect on the landmark detection.
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1. INTRODUCTION
In the past decades there has been a considerable interest in improving all aspects of human-computer interaction (HCI). One way to achieve intelligent HCI is making computers to interact with user in the same manner as it takes place in human-human interaction.

Humans naturally interact with each other through verbal (i.e. speech) and nonverbal (i.e. facial expressions, gesture, vocal tones, etc.) sign systems. It is argued that during human-human interaction only a small part of the conveyed messages is verbally communicated, and the greatest part is nonverbally coded. Considering nonverbal communication, it is possible to say that facial expressions occupy about a half of the transmitted signals. In the context of user-friendly HCI, a face is an important source of information about the user to be analyzed by the computer.

Automated analysis of a computer user’s face has recently become an active research field in the computer vision community. Different vision-based schemes for intelligent HCI are currently being developed. The ability of a computer to detect, analyse and, finally, recognize a user’s face has many applications in the domain of HCI.

The analysis and recognition of facial expressions in the context of HCI are elements of interaction design called affective computing [Jen98]. The main idea of the affective computing is that the computer detects the user’s affective state and takes an appropriate action, for example, offers assistance for the user or adapts to the user’s needs. Proper detection of the changes in the user’s facial cues is a precondition for the computer to take any emotionally or otherwise intelligent socially interactive actions towards the user.

The Facial Action Coding System (FACS) [Ekm78] is widely used to analyse visually observable facial expressions. FACS has been developed for objective analysis of any changes in the facial appearances.
According to the FACS, a muscular activity producing changes in facial appearance is coded in the terms of action units (AU). Certain specific combinations of AUs have been frequently suggested to represent seven prototypical facial displays: neutral, happiness, sadness, fear, anger, surprise, and disgust.

It is known that reliable person identification and verification are important cornerstones for improving security in various contexts of information society. A natural means of identifying a person that gives a close resemblance to the way how humans recognize persons is analysing a person’s face.

Face identification has two important advantages. First, it requires a minimal interaction with a person, for example, compared with such biometrics as prompted speech or fingerprints. Second, it is impossible to lose or forget a face as it might happen with passwords or key-cards.

In this framework, automated detection of a face and its features is considered to be an essential requirement for any vision-based HCI scheme [Don99, Wis97]. However, due to such factors as illumination, head pose, expression and scale, facial features vary greatly in their appearance. It is shown that facial expressions are particularly important factors affecting the automated detection of facial features [Yac95]. Nowadays the problem of effective and expression-invariant face detection and segmentation still remains unsolved.

In our previous study we have proposed a method for detecting facial landmarks from neutral and expressive facial images [GuiS]. The developed approach has combined a feature-based method for face segmentation [Sha02] and a profound knowledge on how different facial muscle activations modify the appearance of a face during emotional and social reactions [Par04, Sur98].

Experimented findings have revealed that detection of landmarks from the lower part of a face was especially affected by expressions of happiness and disgust. In particular, detection of the nose and mouth produced the greatest number of detection errors. We assumed that these expressions modify the lower face so that it becomes difficult to differentiate lower face landmarks like nose and mouth. For this reason the present aim was to analyse an accuracy of landmark detection from images of happiness and disgust to corroborate the previous findings.

2. FACIAL LANDMARK DETECTION
The method for detection of facial landmarks consisted of three stages: image preprocessing, image map constructing and orientation matching [GuiS]. These stages are described below.

2.1. Image preprocessing
First, an image was transformed into the 256-grey-level-scale format. Then, a recursive Gaussian transformation was used to smooth the grey-level image [Go00]. Image smoothing reduced a search space for detecting facial features (i.e. eliminated noise edges and removed small details) [Can86].

In the following stages of the landmark detection, the smoothed grey-level images were used to detect candidates for facial landmarks. The non-smoothed grey-level images allowed us to analyse the detected candidates in details. In that way, the amount of information to be processed was significantly reduced.

2.2. Image map constructing
The local high-contrast oriented edges were used as basic features for constructing edge maps of the image [Ryb98]. Apart from previous studies [Sha02], we decreased a number of edge orientations to construct edge maps of the image. In particular, we used $2 + 6$ and $10 + 14$ edge orientations (see Fig.1). Decreasing a number of edge orientations allowed us to reduce sufficiently the computational complexity of the method.

![Figure 1. Orientation template](image.png)

The oriented edges were extracted by convolving the smoothed image with a set of ten convolution kernels. Each kernel was sensitive to one out of ten chosen edge orientations. For each pixel, the contrast magnitude of a local edge was estimated with maximum response of ten kernels at this pixel location. The orientation of a local edge was estimated with orientation of a kernel that gave the maximum response. The whole set of ten kernels resulted from differences between two oriented Gaussians with shifted kernels.

\[ \phi_i = i \cdot 22.5^\circ, \ i = 0 \pm 15. \]
After the local oriented edges had been extracted, they were filtered by a contrast. The threshold for contrast filtering was determined as an average contrast of the whole smoothed image.

Then, the extracted oriented edges were grouped into edge regions presumed to contain facial landmarks. Edge grouping was based on neighbourhood distances between edges and was limited by a number of possible neighbours for each oriented edge. The optimal thresholds for edge grouping were determined using a small set of expressive images of the same person. The optimal thresholds represented landmark candidates as regions of connected edges that were well separated from the rest of edges.

Once the limits of edge regions had been detected, these regions were analysed more precisely. The procedures of edge extracting, contrast thresholding and edge grouping were applied to the non-smoothed image within the limits of the extracted edge regions. The threshold for contrast filtering was determined as a double average contrast of the non-smoothed image.

In the end, the primary image map consisted of edge regions representing candidates for facial landmarks. The centres of mass determined the locations of the landmark candidates. In the next stage, the landmark candidates were analysed according to their orientation description and matched with an orientation model.

### 2.3. Orientation matching

The orientation portraits of the landmark candidates were constructed on the basis of their local orientation description. The analysis of the orientation portraits revealed four important findings.

First, local oriented edges extracted within regions of eyebrows, eyes, nose and mouth had a characteristic density distribution. Thus, the orientation portraits of these landmarks had two dominant horizontal orientations. The results of the present study corroborated our previous findings [Sha02].

Second, we found that prototypical facial expressions did not affect the distribution of the oriented edges in the regions of facial landmarks [GuiS]. The orientation portraits of facial landmarks still had the same structure including two dominants corresponding to horizontal orientations (see Appendix 1).

Moreover, for the regions of eyes and mouth the number of edges corresponding to horizontal orientations was more than 50% larger when compared to a number of edges corresponding to other orientations. All edge orientations were represented by non-zero number of the edges.

Third, the average orientation portraits of facial landmarks revealed the same structure including two horizontal dominants (see Fig.2, Appendix 2) [GuiS].

Fourth, noise regions extracted from the expressive images had an arbitrary distribution of the oriented edges.

![Figure 2. Orientation portraits of facial landmarks averaged over prototypical facial displays.](image-url)
edges and often had orientations represented by zero number of edges (see Appendix 1b).

The knowledge on clear-cut distinction between orientation portraits of facial landmarks and noise regions allowed us to verify the existence of a landmark on the image. To do that, the orientation portraits of facial candidates were matched with an orientation model of facial landmarks.

2.3.1. Orientation model
The characteristic orientation model for detecting facial landmarks consisted of ten possible edge orientations, namely, edge orientations ranging from $45^\circ$ to $135^\circ$ and $225^\circ$ to $315^\circ$ in step of $22.5^\circ$.

The following rules defined the structure of the orientation model: (a) horizontal orientations are represented by the biggest number of edge points; (b) a number of edges corresponding to each of the horizontal orientations is more than 50% bigger than a number of edges corresponding to other orientations taken separately; and (c) orientations can not be represented by zero-number of edge points.

The candidates that did not correspond to the orientation model were removed from the final image map. In such a way, the procedure of orientation matching filtered the regions containing landmarks from the noise.

The detected candidates for facial landmarks were further classified manually into one of the following groups: noise or facial landmark (i.e. eye-eyebrow, nose and mouth).

3. DATABASES
To evaluate the accuracy of the proposed method we used the Pictures of Facial Affect (PFA) database [Ekm76] and the Cohn-Kanade Face (CKF) database [Kan00].

The PFA database consisted of 110 frontal-view images of 14 individuals (i.e. 6 males and 8 females) representing neutral and six prototypical facial expressions of emotions: happiness, sadness, fear, anger, surprise and disgust. On average, there were about sixteen pictures per expression. The size of the images was preset into 250 by 300 pixels.

The CKF images were originally coded using single AUs and their combinations. In accordance to translation rules defined in the Investigator's Guide to the FACS manual [Ekm00], the images were relabelled into the emotional prototypes. The images corresponding to the prototypes of happiness and disgust were selected. Thus, there were 172 images: 65 neutral images, 65 images of happiness and 42 images of disgust expression. All the images were normalized to contain only a facial part of the original image. Either of the datasets included faces with facial hair and glasses. All the images were resized into 250 by 480 pixel arrays.

The PFA database was used to select the optimal thresholds for edge grouping and to construct the landmark orientation model [GuiS]. In present study, the CKF database was used to test the accuracy of the method in detection of facial landmarks specifically from the images showing happiness and disgust.

Figure 3. (a) original facial image; (b) extracted local oriented edges (black dots); (c) primal edge map represents candidates for facial landmarks (white regions) and their mass centers (crosses); (d) final edge map represents the detected facial landmarks.
4. RESULTS

Figure 3 gives an example of edge map composed of the local oriented edges extracted from the expressive facial images. Thus, local edges of $45^\circ + 135^\circ$ and $225^\circ + 315^\circ$ defined in step of $22.5^\circ$ constituted the edge map of the happy image shown on Figure 3b. Figure 3c demonstrates the edge map after contrast thresholding and grouping extracted edge points into the candidates for facial landmarks. Figure 3d illustrates the final image map that included only the candidates having orientation portraits well matched with the orientation model.

The average number of the candidates per image of the primary edge map was 7.46. The results revealed that variations in facial expressions did not affect significantly the average number of the candidates per image. The average number of candidates per image was reduced to 3.71 for the final edge map. Such a fact allows us to claim that the procedure of orientation matching reduced the number of landmark candidates by 50%. Figure 4 illustrates the decrease in the number of candidates per image averaged over neutral, happy, and disgust images.

The accuracy of the proposed method was calculated as a ratio of the number of detected landmarks to the number of images used in testing. As it can be seen from Table 1, the developed method achieved a sufficiently high accuracy of 95% in detecting four facial landmarks from the neutral images. As it can be seen from the table, both eyes are represented as a single column since these landmarks had equal detection accuracy.

However, the results showed that the expressions of happiness and disgust had a marked deteriorating effect on detecting facial landmarks. It is noteworthy that the detection of nose and mouth was more affected by facial expressions than the detection of eyes.

Three types of detection errors caused the decrease in detection accuracy. Figure 5 gives examples of such errors. The undetected facial landmarks were considered to be the errors of the first type. Such errors occurred when a facial landmark was rejected as a noise region after orientation matching. In particular, the nose was the most undetectable facial landmark (see Fig. 5a). The incorrectly grouped landmarks were regarded as the errors of the second type. The most common error of the second type was grouping regions of nose and mouth into one region (see Fig. 5b). The errors of the third type were the misdetected landmarks that occurred when the noise regions were accepted as the facial landmarks (see Fig. 5c).

5. CONCLUSIONS

The method for detecting facial landmarks from both neutral and expressive facial images was presented and described. The method revealed an average accuracy of 95% in detecting four facial landmarks from neutral facial images.

However, the detection of facial landmarks from happy and disgust facial images produced a large number of detection errors. Thus, the expressions of happiness and disgust attenuated the average (i.e. over all regions) detection accuracy to 75% and of 62%, respectively. Especially the detection of nose and mouth were affected by both expressions of disgust and happiness. These expressions deteriorated the detection of nose and mouth to 50% for happiness. For the disgust expression the detection of nose and mouth deteriorated to 57 and 59, respectively. The present results corroborated our earlier findings that facial expressions have a marked deteriorating effect on the landmark detection

<table>
<thead>
<tr>
<th></th>
<th>Eye</th>
<th>Nose</th>
<th>Mouth</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral</td>
<td>98</td>
<td>92</td>
<td>92</td>
<td>95</td>
</tr>
<tr>
<td>Happiness</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td>Disgust</td>
<td>67</td>
<td>57</td>
<td>59</td>
<td>62</td>
</tr>
<tr>
<td>Neutral &amp; Expressive</td>
<td>88</td>
<td>66</td>
<td>67</td>
<td>78</td>
</tr>
</tbody>
</table>

Table 1. Average accuracy (%) of the landmark detection

![Figure 4. Average number of candidates per image before and after orientation matching.](image)
algorithms.

In summary, the accuracy of the landmark detection from neutral images was comparable with a detection accuracy of the known feature-based and colour-based methods though it is lower than neural network-based methods. The algorithms developed for landmark detection were simple and fast enough to be implemented as a part of systems for face and/or facial expression recognition.

The detection of facial landmarks from expressive images, especially from happy and disgust images needs to be improved. This is especially important in order to make a computer differentiate between positive expressions of emotions, for example, smiling and some negative expressions like disgust. To detect and differentiate between positive and negative user emotions, it is the very minimum prerequisite for affective HCI. This kind of an improvement of the method is also a precondition for recognizing facial identity of a user as well.
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Appendix 1. Orientation portraits of (a) landmarks with characteristic edge distribution, and (b) noise regions with arbitrary edge distribution.


Appendix 2. Average orientation portraits for facial landmarks. The columns represent four facial landmarks and rows represent seven prototypical facial displays.
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Abstract: The present aim was to examine the effect of facial expressions on the feature-based landmark localization in static grey scale images. In the method, local oriented edges were extracted and edge maps of the image were constructed at two levels of resolution. Regions of connected edges represented landmark candidates and were further verified by matching against the edge orientation model. The method was tested on a large database of expressive faces coded in terms of action units. Action units described single and conjoint facial muscle activations in upper and lower face. As results demonstrated, eye regions were located with high rates in both neutral and expressive datasets. Nose and mouth localization was more attenuated by variations in facial expressions. The present results specified some of the critical facial behaviours that should be taken into consideration while improving automatic landmark detectors which rely on the low-level edge and intensity information.

1 INTRODUCTION

Facial expressions result from contractions and/or relaxations of facial muscles. These non-rigid facial movements result in considerable changes of facial landmark shapes and their location on the face, presence/absence of teeth, out-of-plan changes (showing the tongue), and self-occlusions (bitted lips). The best known and most commonly referred linguistic description of facial expressions is the Facial Action Coding System (FACS) (Ekman and Friesen, 1978; Ekman, Friesen, and Hager, 2002). The FACS codes an expressive face in terms of action units (AUs). The numerical AU code describes single and conjoint facial muscle activations. It is anatomically-based and therefore represents facial expressions as a result of muscle activity without referring to emotional or otherwise cognitive state of a person on the image.

It was suggested that structural changes in the regions of facial landmarks (eyebrows, eyes, nose, and mouth) are important and in many cases sufficient for AU recognition. In automatic AU recognition, manual preprocessing is typically needed to select a set of fiducial points (for example, eye centres and mouth corners) in static image or initial frame of the video sequence. Fiducial points are further used to track changes in the face resulted from its expressive behaviour or to align an input image with a standard face model. Currently, there is a need for a system that can automatically locate facial landmarks in the image prior to the following steps of the automatic facial expression analysis.

In static facial image, there is no temporal information on facial movements available. Facial landmark localization in this case is generally addressed by modelling a local texture in the regions of landmarks and by modelling a spatial arrangement of the found landmark candidates (Hjelmas and Low, 2001; Pantic and Rothkrantz, 2000; Yang, Kriegman, and Ahuaja, 2002). The main challenge is to find a representation of the landmarks that efficiently characterizes a face and remains robust with respect to facial deformations brought about by facial expressions.

Addressing the problem of expression invariant localization of facial landmarks in static grey scale images, the feature-based method was introduced (Gizatdinova and Surakka, 2006). In the method,
edge representation of the face was taken at ten edge orientations and two resolution levels to locate regions of eyes (including eyebrows), lower nose, and mouth. The resulted edge map of the image consisted of regions of connected local oriented edges presumed to contain facial landmarks. To verify the existence of a landmark on the image, the extracted landmark candidates were matched against the edge orientation model. Figure 1 illustrates the main steps of the method. The description of edge detection, edge grouping, and edge orientation matching steps is given in more detail in Appendixes A and B.

A degradation in the landmark localization rates was reported for expressive dataset as compared to neutral dataset. The further analysis (Guizatdinova and Surakka, 2005) suggested that there were certain AUs which significantly deteriorated the performance of the method. It was assumed that AUs activated during happiness (AU12), disgust (AU 9 and 10), and sadness (AU 1 and 4) would be such central AUs. Having such a ground, the main motivation for the present study was the fact that although a degradation in the landmark localization rates due to expression variations is generally appreciated in the computer vision society; however, a little attempt has been done to analyze what muscle activations cause the degradation. To estimate more accurately what facial muscular activity affects the feature-based landmark localization, a more detailed study was needed.

The present aim was to evaluate the developed method on a larger AU-coded database of expressive images and investigate the impact of single AUs and AU combinations on the facial landmark localization in static facial images.

2 DATABASE

The Cohn-Kanade AU-Coded Facial Expression Database (Kanade, Cohn, and Tian, 2000) was used to test the method. The database consists of image sequences taken from 97 subjects of both gender (65% female) with ages varying from 18 to 30 years. The database represents subjects with different ethnic background (81% Caucasian, 13% African-American, and 6% Asian or Latino). There were no images with eye glasses and strong facial hair.

Each image sequence starts with a neutral face that gradually transforms to an expressive one. Expressions from different sequences can differ in levels of intensity. Expressive images are labelled in terms of AUs, and AUs occur both alone and in combinations. The AU descriptors taken from the FACS manual (Ekman, Friesen, and Hager, 2002) are as follows. Upper face AUs: 1 - inner eyebrow raiser, 2 - outer eyebrow raiser, 4 - eyebrow lowerer, 5 - upper lid raiser, 6 - cheek raiser and lid compressor, 7 - lid tightener, 43 - eye closure, and 45 - blink. Lower face AUs: 9 - nose wrinkler, 10 - upper lip raiser, 11 - chin raiser, 12 - lip corner depressor, 14 - lips part, 15 - jaw drop, 16 - mouth stretch, 17 - lower lip depressor, 18 - lip pucker, 20 - lip tightener, 23 - lip presser, 24 - nasolabial furrow deepener, 25 - lip corner puller, 26 - lip stretcher, and 27 – dimpler.

From each image sequence, the first and the last frames were selected which corresponded to neutral and expressive faces, respectively. A total of 468 neutral and 468 expressive images were selected. All images were scaled to approximately 300 by 230 pixel arrays. No face alignment was performed. Image indexes were masked by white boxes.
3 LANDMARK LOCALIZATION

All the localization results were checked manually and classified into one of the following groups: correct, wrong, and false localization. Different from systems in which a point defines the localization result, in this study the localization result was defined as a rectangular bounding box placed over the located region. The mass centre of the located region indicated an estimate of the centre of the landmark.

A correct landmark localization was considered if the bounding box overlapped approximately more than a half of the visible landmark and enclosed the area surrounding a landmark less than the actual area of the landmark (Figure 2). Eye localization was counted correct if the bounding box included both eye and eyebrow, or eye and eyebrow were located separately. In case if eyebrow was located as a separate region, it was obligatory that a corresponding eye was also found.

A wrong landmark localization was considered if the bounding box covered several neighbouring facial landmarks. Wrong landmark localization was observed in 0.54 cases per image. For this type of localization error, the failure in nose and mouth localization was mainly due to the effect of lower face AUs 9, 10 and 12. These AUs, occurring alone or in combinations, produced the erroneous grouping of nose and mouth into one region. AUs 4, 6, 7, and their combinations with other AUs sometimes caused the merging of the eye regions.

A false landmark localization was considered if the bounding box included some non-landmark regions as, for example, elements of clothing, hair or face parts like wrinkles, shadows, ears, and eyebrows located without a corresponding eye. The procedure of orientation matching reduced the average number of candidates per image into almost a half for neutral (from 6.57 to 3.49) and expressive (from 6.97 to 3.60) images, see Figure 3,a. Accordingly, the average number of false localizations per image was reduced from 1.84 to 0.01 for neutral and from 2.07 to 0.08 expressive images, see Figure 3,b. Figure 4 shows some examples of the localization errors.

Table 1 summarizes the performance of the method. For each landmark, a rate of its localization was defined as a ratio between the total number of correctly located landmarks and the total number of images used in testing (as there was one landmark per image). A false positive was defined as a number of false localizations.
The method achieved average localization rate of 84% in finding all facial landmarks. On the whole, localization rates were better for neutral than for expressive images. Thus, eye regions were located with high rates in both neutral and expressive datasets. However, nose and mouth localization rates were considerably better for neutral than for expressive images. In the next sections, the effect of single AUs and AU combinations on the landmark localization rates will be considered.

3.1 Effect of Facial Expressions on Landmark Localization Rates

The results of the previous section demonstrated the degradation of the landmark localization rates in case of expressive dataset. The same results can be interpreted in a way that specifies what facial behaviours caused the degradation. At this point we aimed to analyze the effect of upper and lower face AUs on the landmark localization rates. To do that the localization results were classified systematically using the following approach. The results were combined into four AU groups according to AUs presented in the test image, see Table 2. Thus, if image label included single AU, the localization result was classified into group I or II. If image label included a combination of two AUs, the localization result was classified into group III or IV. AU43 (eye closure) and AU45 (blink) were combined together because they both have the same visual effect on the facial appearance and different durations of these AUs can not be measured from the static images.

Table 1: Performance of the method on neutral and expressive datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Rates of landmark localization</th>
<th>Total</th>
<th>False positive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R eye region</td>
<td>L eye region</td>
<td>Nose</td>
</tr>
<tr>
<td>Neutral</td>
<td>98%</td>
<td>99%</td>
<td>93%</td>
</tr>
<tr>
<td>Expressive</td>
<td>93%</td>
<td>93%</td>
<td>55%</td>
</tr>
</tbody>
</table>

Figure 3: Average number of landmark candidates per image before and after the procedure of orientation matching. The error bars show plus/minus one standard deviation from the mean values.

Figure 4: Examples of errors in facial landmark localization: (a) nose and mouth wrong localization; (b) eye region wrong localization and nose and mouth wrong localization; (c) false localization. Bounding boxes indicate locations and crosses define mass centres of the found regions. Image indexes are masked by white boxes. Images are courtesy of the Cohn-Kanade AU-Coded Facial Expression Database (Kanade, Cohn, and Tian, 2000). Reprinted with permission.
Due to the fact that some AUs were not presented in the database or the number of images was too few (less than 6), only a limited number of AUs and AU combinations was used. The classification allowed the results to belong to more than one group. On the next step, average landmark localization rates were calculated for each AU subgroup. Tables 3 and 4 illustrate the effect of chosen AU groups on the landmark localization rates. In the tables, AUs and AU combinations were defined as having no or slight effect if average localization rates were in the range of 90-100%, as medium if localization rates were in the range of 80-89%, and strong if localization rates were below 79%. Table 3 demonstrates that eye region localization was consistently good in the context of the presented AU groups. Among all the facial behaviours, upper face AU9 and AU combinations 4+6, 9+25, and 10+17 had the most deteriorating effect on the eye region localization. Lower face AU 9 and AU combinations 4+6, 9+17, 12+20, 12+16 had the most deteriorating effect on the nose and mouth localization in Table 4. In the tables, bold font defines AUs and AU combinations which had the strongest effect on both upper and lower face landmark localization.

4 DISCUSSION

The effect of facial expressions on the feature-based localization of facial landmarks in static facial images was evaluated. In this section, the impact of upper and lower face AUs and AU combinations on the landmark localization rates will be analyzed and discussed.

4.1 Effect of Upper Face AUs on Eye Region Localization Rates

On the average, the results demonstrated that eye region localization was robust in some extent with
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Table 2: AU groups for analysis of the effect of upper and lower face AUs on the method performance.

<table>
<thead>
<tr>
<th>AU groups</th>
<th>AU subgroups</th>
</tr>
</thead>
<tbody>
<tr>
<td>I.   Upper face AUs</td>
<td>1, 2, 4, 5, 6, 7, 43&amp;45</td>
</tr>
<tr>
<td>II.  Lower face AUs</td>
<td>9, 10, 11, 12, 14, 15, 16, 17, 18, 20, 23, 24, 25, 26, 27</td>
</tr>
<tr>
<td>III. Upper face AU combinations</td>
<td>1+2, 1+4, 1+5, 1+6, 2+4, 2+5, 4+5, 4+6, 4+7, 4+45, 6+7</td>
</tr>
<tr>
<td>IV. Lower face AU combinations</td>
<td>9+17, 9+23, 9+25, 10+17, 10+20, 10+25, 11+20, 11+25, 12+16, 12+20, 12+25, 15+17, 15+24, 16+20, 16+25, 17+23, 17+24, 17+25, 18+23, 20+25, 23+24, 25+26</td>
</tr>
</tbody>
</table>

Table 3: Effect of upper and lower face AUs and AU combinations on the eye region localization rates.

<table>
<thead>
<tr>
<th>Effect</th>
<th>I. Upper face AUs</th>
<th>II. Lower face AUs</th>
<th>III. Upper face AU combinations</th>
<th>IV. Lower face AU combinations</th>
</tr>
</thead>
<tbody>
<tr>
<td>No or Slight</td>
<td>1, 2, 5</td>
<td>11, 12, 14, 15, 16, 20, 25, 26, 27</td>
<td>1+2, 1+4, 1+5, 1+6, 1+7, 2+4, 2+5, 4+5</td>
<td>10+20, 10+25, 11+20, 11+25, 12+16, 12+20, 12+25, 15+17, 15+24, 20+25, 25+26, 25+27</td>
</tr>
<tr>
<td>Medium</td>
<td>4, 6, 43&amp;45</td>
<td>17, 18, 23, 24</td>
<td>-</td>
<td>9+23, 16+20, 16+25, 17+24, 17+25, 18+23</td>
</tr>
<tr>
<td>Strong</td>
<td>7</td>
<td>9, 10,</td>
<td>4+6, 4+7, 4+45, 6+7</td>
<td>9+17, 9+25, 10+17, 17+23, 23+24</td>
</tr>
</tbody>
</table>

Table 4: Effect of upper and lower face AUs and AU combinations on the nose and mouth localization rates.

<table>
<thead>
<tr>
<th>Effect</th>
<th>I. Upper face AUs</th>
<th>II. Lower face AUs</th>
<th>III. Upper face AU combinations</th>
<th>IV. Lower face AU combinations</th>
</tr>
</thead>
<tbody>
<tr>
<td>No or Slight</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Medium</td>
<td>2m</td>
<td>27</td>
<td>(1+2)m, (1+5)m, (2+5)m</td>
<td>15+24, 25+27</td>
</tr>
<tr>
<td>Strong</td>
<td>1, 2n, 4, 5, 6, 7, 43&amp;45</td>
<td>9, 10, 11, 12, 14, 15, 16, 17, 18, 20, 23, 24, 25, 26</td>
<td>(1+2)m, 1+4, (1+5)m, 1+6, 1+7, 2+4, (2+5)m, 4+5, 4+6, 4+7, 4+45, 6+7</td>
<td>9+17, 9+23, 9+25, 10+17, 10+20, 10+25, 11+20, 11+25, 12+16, 12+20, 12+25, 15+17, 16+20, 16+25, 17+23, 17+24, 17+25, 18+23, 20+25, 23+24, 25+26</td>
</tr>
</tbody>
</table>

Note: Letters n and m indicate different localization results for nose and mouth localization.
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respect to facial expressions. Thus, upper face AUs (1, 2 and 5) and AU combinations (1+2, 1+4, 1+5, 1+6, 1+7, 2+4, 2+5, 4+5) which result in raising of eyebrows and widening of eyelids had a slight or no effect on the eye region localization. The degradation in the eye region localization rates was mainly caused by activation of upper face AUs (4, 6, 7, and 43/45) and AU combinations (4+6, 4+7, 4+45, and 6+7) which typically narrow down a space between the eyelids and/or cause the eyebrows to draw down together. These facial behaviours were the main reasons for wrong eye region localization error.

Recently, studies on the feature-based AU recognition, which performance depends on the features used, reported similar results. In (Lien, Kanade, Cohn, and Li, 2000), first-order derivative filters of different orientations (horizontal, vertical, and diagonal) were utilized to detect transient facial features (wrinkles and furrows) for the purpose of AU recognition. They reported AU recognition rate of 86% for AU 1+2, 80% for AU1+4, and 96% for AU4. In (Tian, Kanade, and Cohn, 2002), the authors reported a decrease in performance of the feature-based AU recognition for nearly all the same AUs (AU 4, 5, 6, 7, 41, 43, 45, and 46) which created difficulties in landmark localization in the present study. Among all the upper face AUs, they found AUs 5, 6, 7, 41, and 43 as the most difficult to process with feature-based AU recognition method.

4.2 Effect of Lower Face AUs on Nose and Mouth Localization Rates

The results demonstrated that nose and mouth localization was significantly affected by facial expressions in both upper and lower face. As it was suggested in (Guizatdinova and Surakka, 2005), AUs 9, 10, 11, and 12 were found to cause a poor localization performance of the method.

There are certain changes in the face when the listed AUs are activated. In particular, when AU12 is activated, it pulls the lips back and obliquely upwards. Further, the activation of AUs 9 and 10 lift the centre of the upper lip upwards making the shape of the mouth resemble an upside down curve. AUs 9, 10, 11, and 12 all result in deepening of the nasolabial furrow and pulling it laterally upwards. Although, there are marked differences in the shape of the nasolabial deepening and mouth shaping for these AUs, it can be summed up that these AUs generally make the gap between nose and mouth smaller. These changes in the facial appearance typically caused wrong nose and mouth localization errors.

Especially, lower face AU 9 and AU combinations 4+6, 9+17, 12+20, 12+16 caused strong degradation in nose and mouth localization rates. Similarly, in (Lien, Kanade, Cohn, and Li, 2000), degradation in the feature-based recognition of the lower face AU combinations 12+25 and 9+17 was observed (84% and 77%, respectively). However, regardless of considerable deterioration of nose and mouth localization by the listed AUs, mouth could be found regardless of whether the mouth was open or closed and whether the teeth or tongue were visible or not (Figure 2).

4.3 General Discussion

So far we discussed the effect of upper face AUs on the eye region localization and the effect of lower face AUs on the nose and mouth localization. However, the results also revealed that expressions in the upper face noticeably deteriorated nose and mouth localization and some changes in the lower face affected eye region localization. It is due to the fact that occurring singly or in combinations, AUs may produce strong skin deformations to be in a far neighbourhood from those AUs. In the current database, upper face AUs were usually represented in conjunction with lower face AUs, and their joint activation caused changes in both upper and lower parts of the face. Because of this, the effect of single AU or AU combinations was difficult to bring into the light. The present study investigated only the indirect effect of AUs and AU combinations on the landmark localization.

The overall performance of the method can be improved in several respects. First, the results demonstrated that a majority of the errors was caused by those facial behaviours which resulted in the decrease of space between neighbouring landmarks. Thus, wrong localization errors occurred already on the stage of edge map construction. The reason for that was that a distance between edges extracted from neighbouring landmarks became less than a fixed threshold and edges belonging to different landmarks were erroneously grouped together. To fix this problem, adaptive thresholds are needed for edge grouping. To facilitate landmark localization further, the merged landmarks can be analyzed according to edge density inside the merged regions. The results showed that the regions of merged landmarks have non-uniform edge density. Such regions can be processed subsequently and separated into several regions of strong edge
concentration. Second, it is widely accepted that analysis of spatial semantics among neighbouring facial features helps in detecting and inferring missed or occluded facial landmarks. To improve the performance of the method, a constellation of landmark candidates can be analyzed according to face geometry at the stage of orientation matching. As the results showed, eye regions were localized robustly regardless of facial expression. It gives a possibility to use eye region locations and overall face geometry as a guide for localization of other landmarks which were missed (occluded). It can also decrease a false localization rate.

In summary, the method was effective in localization of facial landmarks in neutral images. In this case, the localization rates were higher than 90% for all facial landmarks. In case of expressive faces, the present results specified some of the critical facial behaviours that caused the degradation of the landmark localization rates. We believe that these results can be generalized in some extent to other methods of landmark detection which rely on the low-level edge and intensity information. Further, using only grey level information contained in the image, the method was invariant with respect to different skin colour. The edge orientation model appeared to be effective in noise reduction. Thus the method was able to locate landmarks in images with hair and shoulders. Emphasizing simplicity and low computation cost of the method, we conclude that it can be used in the preliminary localization of regions of facial landmarks for their subsequent processing where coarse landmark localization is following by fine feature detection.
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APPENDIX A: EDGE DETECTION AND GROUPING

The grey scale image representation was considered as a two dimensional array \( I = \{b_{ij}\} \) of the \( X \times Y \) size. Each \( b_{ij} \) element of the array represented \( b \) intensity of the \( \{i,j\} \) image pixel. If there was a colour image, it was first transformed into the grey scale representation by averaging of the three RGB components. This allowed the method to be robust with respect to small illumination variations and skin colour. The high frequencies were removed by convolving the image with a Gaussian filter to eliminate noise and small details (Equation 1).
where \( a_{pq} \) is a coefficient of the Gaussian convolution; \( p \) and \( q \) define the size of a filter, \( p, q = -2+2; \ i = 0+X-1; \ j = 0+Y-1; \ l = 1,2 \) define the level of image resolution.

The smoothed images were further used to detect regions of image which were more likely to contain facial landmarks. The original, high resolution images were used to analyse the candidates for facial landmarks in more detail. In that way, the amount of information that was processed at high resolution level was significantly reduced.

Further, local oriented edges were extracted by convolving the image with a set of ten convolution kernels resulting from differences of two oriented Gaussians (Equations 2-5).

\[
g^{+}_{\psi k} = \frac{1}{2\pi\sigma^2} e^{-\frac{(p+\sigma \cos \psi_k)^2 + (q+\sigma \sin \psi_k)^2}{2\sigma^2}} \\
g^{-}_{\psi k} = \frac{1}{2\pi\sigma^2} e^{-\frac{(p-\sigma \cos \psi_k)^2 + (q-\sigma \sin \psi_k)^2}{2\sigma^2}} \\
G_{\psi k} = \frac{1}{Z} (G^{-}_{\psi k} - G^{+}_{\psi k}) \\
Z = \sum (G^{-}_{\psi k} - G^{+}_{\psi k}), \ G^{-}_{\psi k} - G^{+}_{\psi k} \geq 0
\]

where \( \sigma = 1.2 \) is a root mean square deviation of the Gaussian distribution; \( \psi_k \) was an angle of the Gaussian rotation, \( \psi_k = k \cdot 22.5^\circ; \ k = 2 \cdot 6,10 \cdot 14 \); \( p, q = -3+3 \).

The maximum response of all 10 kernels defined the contrast magnitude of a local edge at its pixel location (Equation 6). The orientation of a local edge was estimated with orientation of a kernel that gave the maximum response.

\[
g_{ij\psi k} = \sum_{p,q} b_{ij}^{(l)} a_{pq} b_{ij}^{l-1} G_{\psi k}
\]

After the local oriented edges were extracted, they were thresholded, and then grouped into the regions of interest representing candidates for facial landmarks. The threshold for contrast filtering of the extracted edges was defined as an average contrast of the smoothed image. Edge grouping was based on the neighbourhood distances between edge points and was limited by a number of possible neighbours for each edge point. Regions with small number of edge points were removed. The optimal thresholds for edge grouping were determined using a small image set randomly selected from the database.

To get more detailed description of the extracted edge regions, the steps of edge extraction and edge grouping were applied to high resolution image (\( l = 1 \)) within the limits of these regions. In this case, the threshold for contrast filtering was determined as a double average contrast of the high resolution image.

### APPENDIX B: EDGE ORIENTATION MATCHING

The procedure of edge orientation matching was applied to verify the existence of a landmark on the image. To do that, the detected regions were matched against the edge orientation model. The orientation model defined a specific distribution of the local oriented edges inside the detected regions.

The following rules defined the edge orientation model: 1) horizontal orientations are represented by the greatest number of the extracted edges; 2) a number of edges corresponding to each of horizontal orientations is more than 50% greater than a number of edges corresponding to any other orientations; and 3) orientations cannot be represented by zero number of edges.

The regions of facial landmarks had the specific distribution of the oriented edges. On the other hand, non-landmark regions like, for example, elements of clothing and hair, usually had an arbitrary distribution of the oriented edges and were discarded by the orientation model.

Copyright © 2007 IEEE. Reprinted with a permission of the publisher.
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Abstract

The present aim was to develop a fully automatic feature-based method for expression-invariant detection of facial landmarks from still facial images. It is a continuation of our earlier work where we found that some certain muscle contractions made a deteriorating effect on the feature-based landmark detection especially in the lower face. Taking into account this crucial facial behavior, we introduced improvements to the method that allowed facial landmarks to be fully automatically detected from expressive images of high complexity. In the method, information on local oriented edges was utilized to compose edge maps of the image at two levels of resolution. The landmark candidates resulted from this step were further verified by edge orientation matching. We used knowledge on face geometry to find the proper spatial arrangement of the candidates. The results obtained demonstrated a high overall performance of the method while testing a wide range of facial displays.

1. Introduction

Human faces constitute a class of objects with rigid structure that does not vary significantly from person to person (i.e. nose is located between eyes and mouth). However, the problem of automatic detection of face and facial features has been challenging computer scientists already for several decades, and still needs further investigation. The difficulty comes from the fact that facial appearance varies noticeably with changes in environmental conditions (e.g. illumination, head pose, orientation, and occlusions), race, gender and facial expressions (e.g. emotional and social signals in the face). To solve the problem, a representation of the face is needed that remains robust with respect to variety of facial appearances. Following this idea, many techniques to face and facial feature detection have been proposed [1], [2].

In expressive facial behavior, muscle contractions produce skin displacements that change drastically the appearance of permanent (e.g. eyes, eyebrows, nose, and mouth) and transient (e.g. wrinkles resulting from expressive and edge-specific face modifications) facial features. Facial expressions result in considerable changes of feature shapes and their locations on the face, presence/absence of teeth, out-of-plan changes (e.g. showing the tongue), and self-occlusions.

In the domain of behavioral science research, the Facial Action Coding System (FACS) [3], [4] is a well known linguistic description of all visibly detectable changes in the facial appearance. The FACS describes visible changes in the face as a result of single and joint muscle contractions in terms of action units (AUs). In other words, FACS represents an expressive image as a result of facial muscle activity without referring to emotional state of a person on the image.

Addressing the problem of expression-invariant facial landmark detection, Gizatdinova and Surakka [5] introduced a feature-based method that made use of local oriented edges extracted in still facial image. For this purpose, a set of multiorientation and multiresolution Gaussian filters was utilized. The detailed description of edge detection and grouping used can be found in Appendix A. Resulting from these stages, the final edge map of the image consisted of regions of connected edges presuming to contain facial landmarks. The existence of a landmark on the image was verified by matching candidates against the orientation model (for more details, see Appendix B).

The method was not fully automatic and required a manual classification of the detected edge regions. Besides that, the method was deteriorated by facial
expressions, especially by those appeared in lower face [6]. The further analysis [7] revealed specific facial behaviors that influenced the performance of the method the most. It was found that incorrect nose and mouth detection was caused mainly by AUs activated during disgust (AU 9 and 10), happiness (AU 12), and some of their combinations with other AUs. Although the listed AUs have different effect on facial appearance, they commonly make the gap between nose and mouth smaller. The neighborhood distances between edges belonging to these landmarks became smaller than a threshold and caused erroneous grouping of nose and mouth into one region. In some cases, AUs 1 and 4 activated during sadness and anger caused eyes or eyebrows to draw up together resulting in incorrect upper face landmark detection.

In the present study, we extended the previous research. Taking into account the described facial behaviors interfering landmark detection, we improved the overall performance of the method. The method now allowed facial landmarks to be fully automatically detected from expressive images of high complexity.

2. Facial landmark detection

The method was improved in several respects. Instead of using an average contrast of the whole image to define thresholds for contrast filtering, we applied local contrast thresholding calculated in every filter neighborhood. This allowed more reliable edge detection. Further, edge grouping was improved as the method failed at this stage due to erroneous connection of edges belonging to different facial landmarks into one region. The top row of Figure 1 shows bounding box that includes merged eye regions on the left and merged nose and mouth on the right. To fix this problem, we applied the procedure of edge projection as follows. If a landmark candidate consisted of two or more regions of edge concentration, edge points were projected to x-axis for upper face landmarks and to y-axis for lower face landmarks. The projections were obtained from calculating the number of edge points along the corresponding (i.e. vertical or horizontal) rows of the final edge map for the given candidate. If the number of edge points was smaller than a threshold, edge points were eliminated (Figure 1). After each edge elimination step, if the region still was not separated the threshold was increased by 5 edge points. The initial threshold equaled a minimum number of edges in the column (row) of the given candidate.

After the procedure of edge projection, the orientation portraits (i.e. the distribution of local oriented edges) of the received edge regions were matched against the orientation model. In this study, we allowed landmark candidates to have some deviations from the orientation model. It means that an orientation portrait of the candidate could slightly differ from the model, for example, it could have some orientations represented by zero number of edges. In further analysis, these edge regions were also considered in composing face-like constellations of the detected landmark candidates if there were missing landmarks. Figure 2,a shows the final edge map of the image with landmark candidates and discarded edge regions.

The final improvement of the method was the automatic classification of the detected landmark candidates. We formed constellations from a set of detected candidates and determined which constellations were the most face-like. The face model we used is shown in Figure 2,b. Due to side-by-side location of upper face landmarks, they guided the entire process of landmark classification, also those landmarks which were discarded by the orientation model. The search started with finding horizontal candidate pairs with approximately equal number of edge points and labeling them as eyes and eyebrows. If only one horizontal pair was found, it was labeled as eye region candidate (i.e. eye and eyebrow were detected as one region). The method then searched for...
eyebrows above and eyes below the found pair location and if found any, relabeled the found candidates as eye and eyebrow, respectively. If there was not any pair found, it was assumed that eye regions were grouped together in one region and edge x-projection was applied to the candidate with maximum number of edges. The search for lower face landmarks was performed from top-to-bottom along the line of vertical symmetry that was drawn through the point that lied in the middle of the line connecting eye regions. If only one lower face candidate was found, the method assumed that nose and mouth were combined together and edge y-projection was applied to separate these landmarks. Although the method was allowed to miss landmarks, however, for efficient landmark detection at least one horizontal pair had to be found. As a measure of distances in the face model we utilized the dynamic parameter \( D \) calculated as a distance between mass centers of the eye region pair. Using this measure, the spatial constraints between locations of the rest of the candidates were verified. For example, nose is located between eyes and mouth not lower than one \( D \) from the middle point of the line connecting eye regions. At the same time, by utilizing geometrical relationships among the candidates, we verified the upper face landmarks. After the face-like constellation of landmarks was found, the location of the face in the image was also known.

3. Database

The Cohn-Kanade AU-Coded Facial Expression Database [8] consists of image sequences taken from 97 subjects (65% female) of different skin color (81% Caucasian, 13% African-American, and 6% Asian or Latino) and ages varying from 18 to 30 years. There were no images with facial hair or eye-glasses. Each image sequence starts with neutral frame and ends up with an expressive frame labeled in terms of AUs. AUs occur alone or in combinations and are coded as numbers. The level of expression intensity can vary for images of different subjects and is coded as small letters. Capital letters L and R define left- and right-side expressions.

From the database we selected 468 neutral and 468 expressive images corresponding to the first and the last frames of the sequence. From this data we composed two datasets – “face only” dataset of cropped images including only facial region, and “face & hair” dataset of cropped images including both face and hair. “Face only” dataset served as a “baseline” to which we compared the robustness of the method with respect to such destructors as hair, decoration, and elements of clothe. All images were preset to the size of approximately 200-250 pixel arrays with 8-bit precision for grey scale values. No face alignment was performed.

4. Results

The following facial landmarks were chosen to be detected: - right eye (RE), right eyebrow (REB), left eye (LE), left eyebrow (LEB), right eye and eyebrow (RE&EB), left eye and eyebrow (LE&EB), lower nose (N), and mouth (M). Figure 3 shows the final results of the landmark detection in both datasets. As figure shows, the size of the bounding box that contained a landmark was dynamic and varied according to the size of the detected eye region. The landmarks with orientation portraits slightly different from the orientation model were represented as ovals, and landmarks corresponded to the orientation model – as rectangles.

The final results were classified into one of the following classes: correct detection, wrong detection, and false detection. A correct detection was considered if the bounding box overlapped approximately at least 50% of the visible landmark, and edge region enclosed the area surrounding landmark less than the actual size of the landmark. In detecting eye regions, eyebrow together with a corresponding eye were localized as one region, or alternatively, eye and eyebrow were localized separately. If eyebrow was detected as a separate region, it was obligatory that a corresponding eye was also found. A wrong detection was considered if the bounding box covered several facial landmarks, excluding the case of eyes and eyebrows localized as one region. A false localization was considered when bounding box did not satisfy any of the two previous conditions. We defined the rate of the landmark detection as a ratio between a total number of
landmarks correctly localized and the total number of images used in testing (as there was one face per image). A false positive was then defined as a number of noise regions (wrinkles, eyebrow localized without a corresponding eye, elements of face, ears, clothing and hair) which were misclassified as a facial landmark.

As it is seen from Table 1 and Table 2, there was no significant difference in the performance of the method on two datasets. Further, the facial landmarks were detected with nearly equal detection rates in both neutral and expressive images. Thus, the method achieved the average detection rates of 97.5% and 94% for neutral and expressive “face only” images, correspondently. The rates for “face & hair” dataset were 91.5% for neutral images and 90% for expressive images. A decrease in detection rates for lower face landmarks was observed; on the whole, however, the overall performance of the method was high.

We noticed that detection of lower face landmarks produced more errors than detection of upper face landmarks. For example, in some cases the method misclassified a chin as a mouth, (in the tables, the biggest number of false positives corresponding to mouth detection reflects this fact). Wrong detections were observed mostly in detecting lower face landmarks. Thus, nose and mouth were detected as one region in 16 expressive images of “face only” dataset and in 18 expressive images of “face & hair” dataset. As it was expected, it occurred mainly due to the effect of lower face AUs 9, 10, and 12 occurring alone or in combinations with other AUs.

The eye region detection was high for all types of images showing expressions in upper and lower face, see Table 3 and Table 4, (note that AUs presented might occur singly or in conjunction with other AUs which are not represented in the tables). On the whole, the detection of lower face landmarks was more affected by AUs than the detection of eye regions. Lower face AUs 9, 10, 12, and AU combinations 9+25, 10+17, 10+20, 10+25, 12+16, 12+25, and 16+25 lowered down the nose and mouth detection average rates up to the range of 71-83%. Upper face AUs 5, 6, 7, and AU combination 6+7 also degraded the lower face landmark detection. These upper face AUs are usually activated during the lower face expression of anger when AUs 9 and 10 typically are also activated.

Table 1. Landmark detection rates (%) and false positives (FP) for “face only” dataset

<table>
<thead>
<tr>
<th>Image</th>
<th>Right eye region</th>
<th>Left eye region</th>
<th>Nose</th>
<th>Mouth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral</td>
<td>98 1 FP</td>
<td>99 1 FP</td>
<td>98 0 FP</td>
<td>95 12 FP</td>
</tr>
<tr>
<td>Expressive</td>
<td>97 6 FP</td>
<td>98 2 FP</td>
<td>92 1 FP</td>
<td>90 12 FP</td>
</tr>
</tbody>
</table>

Table 2. Landmark detection rates (%) and false positives (FP) for “face & hair” dataset

<table>
<thead>
<tr>
<th>Image</th>
<th>Right eye region</th>
<th>Left eye region</th>
<th>Nose</th>
<th>Mouth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral</td>
<td>95 2 FP</td>
<td>96 3 FP</td>
<td>89 1 FP</td>
<td>86 19 FP</td>
</tr>
<tr>
<td>Expressive</td>
<td>93 5 FP</td>
<td>94 6 FP</td>
<td>90 2 FP</td>
<td>81 25 FP</td>
</tr>
</tbody>
</table>

Table 3. Rates (%) of landmark detection in images showing upper face single AUs

<table>
<thead>
<tr>
<th>AUs</th>
<th>Right eye region</th>
<th>Left eye region</th>
<th>Nose</th>
<th>Mouth</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>92</td>
<td>96</td>
<td>90</td>
<td>83</td>
</tr>
<tr>
<td>2</td>
<td>90</td>
<td>96</td>
<td>94</td>
<td>88</td>
</tr>
<tr>
<td>4</td>
<td>94</td>
<td>95</td>
<td>91</td>
<td>86</td>
</tr>
<tr>
<td>5</td>
<td>89</td>
<td>93</td>
<td>91</td>
<td>73</td>
</tr>
<tr>
<td>6</td>
<td>95</td>
<td>93</td>
<td>86</td>
<td>77</td>
</tr>
<tr>
<td>7</td>
<td>93</td>
<td>96</td>
<td>86</td>
<td>73</td>
</tr>
<tr>
<td>43/45</td>
<td>95</td>
<td>98</td>
<td>88</td>
<td>88</td>
</tr>
</tbody>
</table>

Figure 3. Examples of correctly localized facial landmarks in “face only” and “face & hair” datasets. Images are courtesy of the Cohn-Kanade AU-Coded Facial Expression database [8]. Reprinted with permission.
5. Discussion

A fully automatic method was designed for facial landmark detection in the expressive images of high complexity. The complexity of the expression was presented by closed/semi-closed eyes, variety of mouth appearances including open and tight mouth, visible teeth and tongue. The local oriented edges served as basic features for expression-invariant representation of facial landmarks. The results confirmed that in the majority of expressive images the landmark orientation portraits had the same structure as predefined by the landmark orientation model. The face geometry model further improved the overall performance of the method. Besides robustness to facial expressions, the method demonstrated robustness to skin color and noise like hair, ear-rings, and elements of clothe.

Comparing present results with previous ones, a significant improvement was achieved for detection of lower face landmarks, especially, in images showing AUs 9, 10, and 12. The landmark detection rates were comparable or superior to those presented in [9]-[11] while testing a wider range of facial displays.

Emphasizing simplicity of the method developed, we conclude that it can be used in preliminary localization of regions of facial landmarks for their subsequent processing where coarse landmark localization is followed by fine feature detection (e.g. local features like eye and mouth corners).
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Appendix A: Edge detection

The grey scale image representation was considered as a two dimensional array \( I = \{ b_{ij} \} \) of the \( X \times Y \) size. Each \( b_{ij} \) element of the array represented \( b \) brightness of the \( \{i, j\} \) image pixel. If there was a color image, it was first transformed into the grey scale representation by averaging three RGB components. This allowed the method to be robust with respect to small illumination variations and skin color. To smooth a grey level image the recursive Gaussian transformation was used.

\[
b_{ij}^{(l)} = \sum_{p, q} a_{pq} b_{ij}^{l-1}, \quad b_{ij}^{(1)} = b_{ij},
\]

where \( a_{pq} \) was a coefficient of the Gaussian convolution; \( p \) and \( q \) defined the size of a filter; \( p, q = -2 + 2; \ i = 0 \times X - 1; \ j = 0 \times Y - 1; \ l \) defined the level of image resolution. The smoothed low resolution image \( (l=2) \) was used to find all possible landmark candidates, and the original high resolution image \( (l=1) \) was used to analyse landmark candidates in detail.

Then the smoothed image was convolved with a set of ten-orientation Gaussian filters with shifted centres.

\[
G^-_{\varphi_k} = \frac{1}{2 \pi \sigma^2} e^{-\frac{(p-\sigma \cos \varphi_k)^2 + (q-\sigma \sin \varphi_k)^2}{2 \sigma^2}},
\]

\[
G^+_{\varphi_k} = \frac{1}{2 \pi \sigma^2} e^{-\frac{(p+\sigma \cos \varphi_k)^2 + (q+\sigma \sin \varphi_k)^2}{2 \sigma^2}},
\]

\[
G_{\varphi_k} = \frac{1}{Z} (G^-_{\varphi_k} - G^+_{\varphi_k}),
\]

\[
Z = \sum (G^-_{\varphi_k} - G^+_{\varphi_k}), \quad G^-_{\varphi_k} - G^+_{\varphi_k} > 0,
\]

where \( \sigma \) was a root mean square deviation of the Gaussian distribution; \( \varphi_k \) was an angle of the Gaussian rotation; \( \varphi_k = k \cdot 22.5^\circ; \ k = 2 + 6,10 \cdot 14; \ p, q = -3 + 3. \)

The maximum response of all 10 kernels defined the contrast magnitude of a local edge at its pixel location. The orientation of a local edge was estimated with orientation of a kernel that gave the maximum response.

The threshold for contrast filtering of the extracted edges was determined as an average contrast of the whole smoothed image. Edge grouping was based on neighborhood distances between edge points and limited by a radius consisting of possible neighbors for each edge point. Regions with small number of edge points were removed. The optimal thresholds for edge grouping were determined using small image set taken from the database. To get more detailed description of the extracted edge regions, edge detection and grouping were applied to high resolution image within the limits of these regions. In this case, the threshold for contrast filtering was determined as a double average contrast of the high resolution image.

Appendix B: Edge orientation matching

The procedure of orientation matching was applied to verify the existence of facial landmarks on the image. To do that, the detected regions were matched against the orientation model that was a specific distribution of the local oriented edges with two horizontal dominants (for example, see Figure 4). The following rules define the distribution of the orientation model: 1) horizontal orientations are represented by the greatest number of the extracted edges; 2) a number of edges corresponding to each of horizontal orientations is more than 50% greater than a number of edges corresponding to any other orientations; and 3) orientations cannot be represented by zero number of edges. Noise regions like, for example, elements of cloth and hair usually have an arbitrary distribution of the oriented edges and were discarded by the model.

Figure 4. Examples of landmark orientation portraits averaged over “face only” datasets. The error bars show plus/minus one standard deviation from the mean values.

Copyright © 2008 Department of Computer Sciences, University of Tampere. Reprinted with a permission of the publisher.

Available online at: http://www.cs.uta.fi/reports/sarjad.html
Yulia Gizatdinova and Veikko Surakka

Automatic localization of facial landmarks from expressive images of high complexity

DEPARTMENT OF COMPUTER SCIENCES
UNIVERSITY OF TAMPERE

D-2008-9

TAMPERE 2008
Yulia Gizatdinova and Veikko Surakka

Automatic localization of facial landmarks from expressive images of high complexity
Automatic Localization of Facial Landmarks from Expressive Images of High Complexity
Yulia Gizatdinova and Veikko Surakka

Abstract
The aim of this study was to develop a fully automatic, feature-based method for expression-invariant localization of facial landmarks from static facial images. It was a continuation of our earlier work in which we found that lower face expressions deteriorated the feature-based localization of facial landmarks the most. Taking into account the found crucial facial behaviours, the method was improved so that it allowed facial landmarks to be fully automatically located from expressive images of high complexity. Information on local oriented edges was utilized to compose edge maps of the image at several levels of resolution. Landmark candidates which resulted from this step were further verified by matching them against the orientation model. The present novelty came from two last steps of the method which were edge projection that was used to enhance a search for landmark candidates, and structural correction of the found candidates based on a face geometry model. The method was tested on three facial expression databases which represented a wide range of facial appearances in terms of prototypical facial displays and individual facial muscle contractions. To evaluate the localization results, a new performance evaluation measure was introduced that represented a localization result as a rectangular box instead of a conventional point representation. The evaluation of the method by the proposed rectangular and conventional point evaluation measures demonstrated a high overall performance of the method in localization of facial landmarks from images showing complex expressions in upper and lower face.

Keywords - Image processing, computer vision, edge detection, landmark localization, action unit (AU), facial expression.

I. INTRODUCTION
Facial expressions are emotional, social, and otherwise meaningful cognitive and physiological signals in the face. Facial expressions result from contractions and relaxations of different facial muscles. These non-rigid facial movements result in considerable changes of facial landmark shapes and their location on the face, visibility of teeth, out-of-plan changes (showing the tongue), and self-occlusions (close eyes and bitted lips). In the domain of behavioural science research, facial expressions can be viewed according to two main approaches. The emotion-based approach proposed by Ekman [1] considers facial expressions as primary channels of conveying emotional information. Ekman defined six prototypical emotions and six corresponding prototypical facial expressions which are happiness, sadness, fear, anger, disgust, and surprise. In the contrast to emotion-based approach, the Facial Action Coding System (FACS) [2,3] proposes a descriptive approach to facial expression analysis. The FACS is an anatomically based linguistic description of all visibly detectable changes in the face. The FACS describes visible changes in the face as a result of single and conjoint muscle activations in terms of action units (AUs). In other words, FACS decomposes an expressive face into AUs and represents an expression as a result of facial muscle activity fully objectively, without referring to emotional, social, or cognitive state of the person in the image. However, some specific combinations of AUs can represent prototypical facial expressions of emotional.
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It has been shown [1] that structural changes in the regions of prominent facial landmarks like, for example, eyebrows, eyes, nose, and mouth are important and in many cases sufficient for facial expression classification. In the automatic facial expression analysis, a manual preprocessing is typically needed to select a set of characteristic points as, for example, eye centres and mouth corners, in static images or initial frame of the video sequence. These characteristic points are further used to track changes in the face or to align an input image with a face model. Currently, there is a need for a system that can automatically detect facial landmarks in the image prior to the following steps of the automatic facial expression analysis.

The problem of automatic facial landmark detection has been generally addressed by modelling local texture information around landmarks and modelling shape information on spatial arrangement of the detected landmark candidates [4,5,6]. In practice, this process consists of selecting a feature representation of facial landmarks and designing a feature detector. Different features can be detected from the image, for example, edges, colours, points, lines, and contours. These features provide a meaningful and measurable description of the face as they represent specific visual patterns which can be used to identify corresponding structures between images. The main challenge is to find feature representations of facial landmarks which uniquely characterize a face and remain robust with respect to changes in facial appearance due to changes in the environmental conditions (illumination, pose, orientation, etc.), gender, race, and facial expressions. Facial landmark localization is a subtask of a more general detection problem and refers to finding true locations of facial landmarks, given that a face is shown in the image.

To detect facial landmarks, Burl, Leung and Perona [7] modelled a texture around the landmarks by employing a set of multi-scale and multi-orientation Gaussian derivative filters. The most face-like constellation of the found candidate locations was further captured by a statistical shape model. In Wiskott et al. [8], the locations of characteristic points around facial landmarks were first found using Gabor jet detectors. Further, the distribution of facial points was modelled by a graph structure. Feris et al. [9] proposed a two-level hierarchical landmark search using Gabor wavelet networks. In this method, the first level network represented the entire face and determined affine transformation used for a rough approximation of the landmark locations. The second level networks represented separate landmarks and were used to verify the precise landmark locations. Similarly, Cristinacce and Cootes [10] extended a well known face detector introduced by Viola and Jones [11] for the task of detecting individual facial

landmarks. The local boosted classifiers were used to detect facial landmarks and statistical models of the landmark configurations were utilized to select the most suitable candidates.

Addressing the problem of facial landmark localization, Gizatdinova and Surakka [12] introduced a feature-based method in which the information on local oriented edges was utilized to compose edge maps of the image at several levels of resolution. Landmark candidates which resulted from this step were further verified by matching them against the orientation model. The method was not fully automatic and required a manual classification of the located edge regions. Besides that, the landmark localization was significantly deteriorated by the lower face expressions [13]. The further analysis [14] revealed specific facial behaviours which influenced the performance of the method the most. It was found that incorrect nose and mouth localization was caused mainly by the lower face AU 12 (lip corner puller) activated during happiness, AU 9 (nose wrinkler) and AU 10 (upper lip raiser) both activated during disgust, and AU 11 (nasolabial furrow deepener) that is usually activated in conjunction with all mentioned AUs.

Taking into account the described facial behaviours which deteriorated the landmark localization, we made a number of improvements to the method which allowed facial landmarks to be fully automatically located from expressive images of high complexity. The preliminary results [15] of the method testing on the AU-coded facial expression database showed a significant improvement of the method performance for images showing lower face AUs 9, 10, 11, and 12. In the present study, we continued improving the method and presented new results of the method testing on a wider range of facial displays classified in terms of prototypical facial expressions, single AUs, and AU combinations. A new performance evaluation measure was introduced in order to evaluate the results of landmark localization. The proposed evaluation measure represented a localization result as a rectangular box instead of a conventional point representation.

II. DATABASES
The first database we used was the Cohn-Kanade AU-Coded Facial Expression (Cohn-Kanade) database [16] - one of the most comprehensive collections of expressive images available. The database consisted of image sequences taken from 97 subjects (65% female) of different skin colour (81% Caucasian, 13% African-American, and 6% Asian or Latino) and ages varying from 18 to 30 years. Each image sequence started with a neutral frame and ended up with an expressive frame labelled in terms of AUs. AUs
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occurred alone or in combinations and were coded as numbers. The AU descriptors taken from the FACS manual [2,3] were as follows. Upper face AUs: 1-inner brow raiser, 2-outer brow raiser, 4-brow lowerer, 5-upper lid raiser, 6-cheek raiser and lid compressor, 7-lid tightener, 43-eye closure, 45-blink, and 46-wink. Lower face AUs: 9-nose wrinkler, 10-upper lip raiser, 11-nasolabial furrow deepener, 12-lip corner puller, 13-sharp lip puller, 14-dimpler, 15-lip corner depressor, 16-lower lip depressor, 17-chin raiser, 18-lip pucker, 20-lip stretcher, 22-lip funneler, 23-lip tightener, 24-lip presser, 25-lips part, 26-jaw drop, 27-mouth stretch, and 28-lips suck. Capital letters R and L in front of the numerical code indicated right and left face AUs. Small letters after the numerical code represented an intensity level of the expression. For each subject, we selected one neutral face and several expressive faces of the highest intensity which corresponded to the latest frames in each expressive sequence. In sum, a total of 97 neutral and 486 expressive images were selected. From this original data we composed datasets of cropped images with face, hair, and sometimes shoulders included (the background and the image indexes were cut out).

The images of the rest of the two databases were labelled in terms of neutral and six prototypical facial expressions which were happiness, sadness, fear, anger, disgust, and surprise. The Pictures of Facial Affect (POFA) database [17] consisted of 14 neutral and 96 expressive images of 14 Caucasian individuals (57% female). On average, there were 16 images per facial expression. The Japanese Female Facial Expression (JAFFE) database [18] consisted of 30 neutral and 176 expressive images of 10 Japanese females. There were about 30 images per facial expression in average. In POFA and JAFFE databases, a particular expression could vary in its intensity or facial configuration.

All images were preset to approximately 200 by 300 pixel arrays. No face alignment was performed. The potential impact of illumination change, facial hair or eye-glasses was controlled to some extent in all the databases and therefore ignored. The received datasets were used to examine the robustness of the method with respect to facial activity labelled in terms of single AUs, AU combinations, and prototypical facial expressions. The robustness of the method to such destructors as hair, decoration, and elements of clothing was also studied.

III. FACIAL LANDMARK LOCALIZATION
The feature-based method of facial landmark localization consisted of several stages which are illustrated in Figure 1. The image was considered as a two dimensional array $I = \{i_{xy}\}$ of the $X \times Y$ size.
Each $b_{ij}$ element of the array represented brightness of the $(i, j)$ image pixel. On the preprocessing stage, the image was smoothed by the recursive Gaussian transformation (Equation 1) to remove noise and small details from the image. On the following stages of the method, the smoothed low resolution image was used to find all possible landmark candidates, and the original high resolution image was used to analyze the landmark candidates in detail.

\[ b_{ij}^{(l)} = \sum_{p,q} a_{pq} b_{ij}^{l-1}, \quad b_{ij}^{(l)} - b_{ij}, \quad (1) \]

where $a_{pq}$ is a coefficient of the Gaussian convolution; $p$ and $q$ define a size of the smoothing filter, $p, q = -2 \times 2$; $i = 0 \div X - 1$; $j = 0 \div Y - 1$; $l$ define a level of resolution ($l = 2$).

If there was a colour image, it was first transformed into the grey scale representation by averaging three RGB components (Equation 2). This allowed the method to be robust with respect to small illumination variations and different skin colour.

\[ b_{ij} = 0.299 \cdot R_{ij} + 0.587 \cdot G_{ij} + 0.114 \cdot B_{ij}. \quad (2) \]

On the stage of edge detection, the smoothed low resolution image was filtered with a set of ten-orientation Gaussian filters (Equations 3-6) to extract local oriented edges.

\[ G_{\varphi_k} = \frac{1}{Z} (G_{\varphi_k} - G_{\varphi_k}^{-1}), \quad (3) \]

\[ G_{\varphi_k}^- = \frac{1}{2 \pi \sigma^2} \exp \left\{ - \frac{(p - \sigma \cos \varphi_k)^2 + (q - \sigma \sin \varphi_k)^2}{2 \sigma^2} \right\}, \quad (4) \]

\[ G_{\varphi_k}^+ = \frac{1}{2 \pi \sigma^2} \exp \left\{ - \frac{(p + \sigma \cos \varphi_k)^2 + (q + \sigma \sin \varphi_k)^2}{2 \sigma^2} \right\}, \quad (5) \]
\[ Z = \sum (G_{\varphi_k} - G^+_\varphi_k), \quad G_{\varphi_k} - G^+_\varphi_k > 0. \]  \hspace{2cm} (6)

where \( \sigma \) is a root mean square deviation of the Gaussian distribution; \( \varphi_k \) is an angle of the Gaussian rotation, \( \varphi_k = k \cdot 22.5^\circ; \ k = 2 \div 6, \ 10 \div 14; \ p, q = -3 \div 3; \ i = 0 \div X - 1; \ j = 0 \div Y - 1. \)

The maximum response of all ten kernels (Equation 7) defined a contrast magnitude of the local edge at its pixel location. The orientation of the local edge was estimated by the orientation of the kernel that gave the maximum response.

\[ g_{ij, \varphi_k} = \sum_{p,q} b^{(l)}_{-p, -q} G_{\varphi_k} . \]  \hspace{2cm} (7)

On the stage of edge map construction, the extracted edge points were thresholded according to their contrast. The average contrast of the whole smoothed low resolution image was used to define a threshold for contrast filtering. Edge grouping was based on the neighbourhood distance \( (D_n) \) between edge points and limited by a minimum number of edge points in the region \( (N_{min}) \). Thus, edge points were grouped into one region if the distance between them was less than \( D_n \) pixels and number of edge points inside the region was bigger than \( N_{min} \). Regions with small number of edge points were removed. This way, the final edge map of the image consisted of regions of connected edge points presuming to contain facial landmarks. The optimal thresholds for edge grouping were determined experimentally and summarized in Table I. To get more detailed description of the extracted edge regions, edge detection and edge grouping were applied to high resolution image \( (I - 1) \) within the limits of the found edge regions. In this case, the threshold for contrast filtering was determined as a double average contrast of the high resolution image.

| TABLE I: SUMMARY OF THE THRESHOLDS FOR EDGE MAP CONSTRUCTION |
|----------------------------------|----------------|----------------------|
| Datasets                        | Neighborhood distance for edge grouping, \( D_n \) | Minimum number of edge points in the region, \( N_{min} \) |
| Colin-Kanade                    | 1 pixel        | 100 pixels           |
| POFA                            | 3 pixels       | 150 pixels           |
| JAFFE                           | 7 pixels       | 160 pixels           |

On the stage of edge orientation matching, the existence of facial landmarks in the image was verified. To do that, a distribution of the local oriented edges inside the located regions, so called orientation
portraits, was matched against the orientation model. The model specified a characteristic distribution of the local oriented edges with maximums corresponded to two horizontal orientations (dark-to-light and light-to-dark horizontal edges). Unlike facial landmarks, noisy regions as, for example, elements of clothing and hair usually had an arbitrary distribution of the oriented edges and were discarded by the orientation model. Figures 2b-d shows the stages 1-3 of the method and were described in more detail in [12].

![Facial landmark localization](image)

Figure 2. Facial landmark localization: (a) image of happiness; (b) smoothed image; (c) extracted local oriented edges; (d) edges grouped into regions representing landmark candidates (black) and noisy regions discarded by the edge orientation model (grey); (e) face geometry model; and (f) final localization result with “primary” landmarks (rectangles) and “secondary” landmarks (ovals). Image is a courtesy of the Cohn-Kanade database. Reprinted with permission.

A number of improvements were made to the earlier version of the method. First, instead of using a double average contrast of the whole high resolution image to define a threshold for contrast filtering of the located edge regions, we applied local contrast thresholding calculated in every filter neighbourhood. Second, the stage of edge map construction was improved as the method failed at this stage due to erroneous connection of edges belonging to different facial landmarks into one region. The one reason for that was a specific facial behaviour typically caused by AUs 9 (nose wrinkle), 10 (upper lip raiser), 11 (nasolabial furrow deepener), and 12 (lip corner puller). All the listed AUs result in deepening and pulling of the nasolabial furrow laterally up and raising of the upper lip up. Although there are marked differences in the shape of the nasolabial deepening and mouth shaping for these AUs, they all make the gap between nose and mouth smaller. In addition, nose as the most prominent feature in the face, often produces shadows and, thus, creates additional contrast in facial areas located below the nose. These changes in the lower face made the neighbourhood distances between edges extracted from nose and mouth smaller than a fixed threshold and caused a merging of nose and mouth into one region. Another reason for landmarks to be merged were AUs which are activated during anger, disgust, and sadness.
AU 4 (brow lowerer) pulls the eyebrows down and closer together producing vertical wrinkles between them. Further, AU 6 (cheek raiser) and AU 7 (lid tightener) often activated together with AU 4 also create additional contrast around eye regions. AU 9 (nose wrinlker) causes wrinkles to appear along the sides of the nose and across the root of the nose. These facial behaviours resulted in extracting of the noisy edges between the eyes and from the nose bridge region and, in some cases, caused a merging of eyes or eyebrows into one region.

To separate the neighbouring candidates merged into one region we proposed a simple but effective technique of x/y-edge projection. The schematic interpretation of the proposed technique is illustrated in Figure 3. It shows the merged facial landmarks and their separation by x/y-edge projection. If a landmark candidate consisted of two or more regions of edge concentration, edge points were projected to x-axis for upper face landmarks and to y-axis for lower face landmarks. The projections were obtained from computing a number of edge points along the corresponding columns or rows of the edge map for the upper or lower face landmark candidate, respectively. If the number of projected edge points was smaller than a threshold (bold dashed line in the figures), edge points were eliminated. After each edge elimination step, if the region still was not separated the threshold was increased by 5 edge points. The initial threshold equalled a minimum number of edges in the column or row of the given candidate.

![Figure 3](image)

Figure 3. Edge maps of facial landmarks: (a) eye regions wrongly detected as one region; (b) eye regions separated by edge projection; (c) nose and mouth wrongly detected as one region; and (d) nose and mouth separated by edge projection. Black dots represent a number of projected edge points per columns or rows of the upper or lower face landmark candidates, respectively. Areas marked with upward diagonal lines show regions of the edge map where edges were eliminated.
Some changes were also made on the stage of edge orientation matching. The orientation portraits of the landmark candidates were allowed to have slight deviations from the orientation model. In particular, the orientation portrait of the candidate could have not strongly pronounced horizontal dominants in the edge orientation distribution and could have some orientations represented by zero number of edges. If orientation portrait of the candidate corresponded to the model, the candidate was labelled as “primary” candidate. On the contrary, if orientation portrait had slight differences from the orientation model, the corresponded candidate was labelled as “secondary” candidate. In further analysis, “secondary” candidates were also considered in the composition of face-like constellations of the candidates if there were missing landmarks.

Finally, the algorithm of fully automatic classification of the located candidates was applied on the stage of structural correction (see Figure 1). Upper face landmarks to be located were defined as right eye (RE), left eye (LE), right eyebrow (REB), left eyebrow (LEB), right eye region (RER), and left eye region (LER). In two latter cases, eyes and eyebrows were considered as one landmark. Lower face landmarks were represented by lower nose (N) and mouth (M). Due to side-by-side location of the upper face landmarks, their locations guided the entire process of the candidate classification, also those candidates which were discarded by the orientation model. After the face-like constellation of the candidates was found, the location of the face in the image was also known.

In order to find a proper spatial arrangement of the located candidates, the proposed algorithm applied a set of verification rules which were based on the face geometry model (see Figure 2,2). The knowledge on face geometry was taken from the anthropological study by Farkas [19]. This thorough study examined thousands of Caucasians, Chinese, and African-American subjects in order to determine characteristic measures and proportion indexes of the human face. The average distance between upper face landmarks (both eyes and eyebrows) $d(RER,LER)$ and eyebrow-eye distance appeared to be useful facial measures for the purpose of structural correction of the located candidates. It has been demonstrated that these facial measures can slightly vary between subjects of different genders and races. Therefore we defined these measures as intervals between minimum and maximum values for the given database. The defined intervals were [35,85] and [10,35] for Colin-Kanade, [60,90] and [10,40] for PoF-A, and [55,80] and [10,30] for JAFFE. The algorithm had several steps which are described in Figure 4.
1. The search started with finding all horizontally aligned pairs of upper face candidates at the distance $d_{(RER, LER)}$ with approximately equal number of edges. While searching for upper face candidates, the "primary" candidates were given the highest priority. Each candidate in the horizontal pair could have only one connection. In case of multiple connections, connections which had the longest length and the largest horizontal declination were eliminated until there was only one connection left.

2. Among the found upper face candidate pairs, there usually existed some noisy candidates, for example, elements of hair, closing, or decoration which needed to be eliminated. To do that, the distances between candidates and their relative locations in the face were verified.

2.1. Although the algorithm was allowed to miss landmarks, however, at least one horizontal pair had to be found. If no pair was found, it was assumed that eye regions were merged together and edge x-projection was applied to the candidate with biggest number of edges located in the upper part of the image. After this step, edge map construction and edge orientation matching were applied to the received edge regions. After that the search started from the step 1.

2.2. If one upper face candidate pair was found, it was labelled as eye region candidates. Using the eyebrow eye distance, eyebrows above and eyes below the found pair location were searched for and if found any, the candidates were relabelled as eyes and eyebrows, respectively.

2.3. If two upper face candidate pairs were found, they were verified by the eyebrow-eye distance and labelled as eyebrows and eyes, respectively.

2.4. If more than two upper face candidate pairs were found, they were verified by the eyebrow-eye distance. If the distance between right or left candidates of the neighbouring pairs was less than the eyebrow-eye distance, the candidates were merged together. Otherwise, the candidate of the upper pair was eliminated. After there were one or two pairs left, the search started from the step 2.

2.5. If the height of the upper face candidate was larger than a half of a dynamic parameter $D_0$ used was calculated using a distance between mass centers of the upper face candidates, it was assumed that upper face candidate was merged with a hair. In this case, edge y-projection was applied in order to separate the candidate from the hair. After that the search started from the step 2.

3. At this step, the algorithm calculated a middle point between upper face landmark pairs (eye or eye region pair) and built a vertical line of face symmetry called face axis.

4. The search for lower face landmarks was performed from to bottom along the face axis. In order to verify spatial constraints between upper and lower face candidates and remove noisy candidates, the algorithm applied a dynamic parameter $D_0$. If the candidate mass center was found down to the middle point between upper face landmark pair at a distance interval $[0.5D_0, 0.7D_0]$, it was marked as nose. If the candidate mass center was found down to the midpoint at a distance interval $[1.2, 1.7D_0]$, it was marked as mouth. This way, by utilizing geometrical constraints among the lower face candidates, the algorithm verified the upper face candidate locations.

4.1. If only one lower face candidate was found, it was assumed that nose and mouth were combined together and edge y-projection was applied to separate these landmarks. After that the search started from the step 4.

Figure 4. Algorithm of structural correction of the located landmark candidates.
Fig. 2 demonstrates the final result of the facial landmark localization. A localization result was defined as a rectangular box placed over the located region, not as a single point as typically has been the case. The location and size of the bounding box were calculated from the coordinates of the top, left, right, and bottom boundaries of the edge region. The mass centre of the located region indicated an estimate of the centre of the landmark.

IV. PERFORMANCE EVALUATION MEASURE

To our knowledge, the performance evaluation of different facial feature detectors proposed in the literature was given in terms of either visual inspection of the detection result or error measure calculated as a distance between manually annotated and automatically detected feature point locations. We do not consider visual inspection as an appropriate evaluation measure for any feature detector as it is a subjective decision and, therefore, can not give objective criteria of what to consider as a correct detection result. An error measure has been usually reported in terms of Euclidean pixel distance - the fewer pixels there were, the better the accuracy of the feature detector. In the work by Jesorsky et al. [20] a detection result was considered correct if the distance between manually annotated and automatically detected feature point location was less than 1/4 of the annotated intereye distance. This point measure is sufficient for all applications which can make use of a single pixel point result as an output of the feature detector. However, there is a number of applications which require a feature detector to find a region of facial landmark rather than to give a point solution. To our knowledge, there are no criteria for evaluation of the landmark detection result which is represented by a region in the image, not a single point.

In order to create a description of the landmark location in the image, we selected a set of characteristic points shown in Figure 5. Four points were selected to define locations of the eye, eye region, and mouth. These points defined the right, left, top, and bottom boundaries of these landmarks. Three points were used to describe locations of the eyebrow and nose. The eyebrow location was described by its top, bottom-left, and bottom-right points. Because it was unclear how to define the vertical dimensions of the lower nose, this region was defined by the centre point of the nose tip and locations of the nostrils. All the characteristic points were manually annotated in all the databases. Further, bounding boxes were built on the base of the selected characteristic points for each landmark in all the databases. The centre of the landmark was defined as the centre point of the bounding box [19].
The centre point, top-left, and bottom-right coordinates of the bounding box were assumed to provide a good description of the landmark location in the image and be potentially useful for the purpose of the method performance evaluation. The pilot test was performed to verify this assumption. The characteristic points were manually annotated by 19 participants using a small dataset of images which well reflected the variations in facial expressions. The results of the pilot test supported our initial assumption; however, they also demonstrated that eyebrow characteristic points were difficult to define by humans and would not be as useful in the evaluation of the method performance as anticipated. In particular, some images contained subjects with very light eyebrows or eyebrows covered by hair. For nearly all human subjects it was difficult to define boundary points for these landmarks. For some subjects, the difference in the annotation results was more than 15 pixels while the average length of the eyebrow was 38 pixels. As we aimed to compare the results of the automatic landmark localization to the human annotation results, the impact of poor definition of the eyebrow boundary points on the method performance evaluation was prevented by making the eyebrow a complementary landmark to locate. It means that the localization performance of the upper face landmarks depended only on the localization of the eyes.

The correctness of the localization result for nose was defined as a distance from manually annotated and automatically located centre of the nose tip. The correctness of the localization result for upper face landmarks and mouth was defined by a rectangular measure given in Equation 8:

$$\max(d(p_{ul}, \bar{p}_{ul}), d(p_{ur}, \bar{p}_{ur})) \leq R \cdot R_{\text{StdDev}}$$

where $R$ is a performance evaluation measure; $p_{ul}$, $p_{ur}$, $\bar{p}_{ul}$, and $\bar{p}_{ur}$ define the centre point, top-left and bottom-right coordinates of the manually annotated and automatically located landmark,
respectively; \( N \) is a number that sets a desirable accuracy of the localization result; \( StDev = 2 \) pixels is a standard deviation of the manual annotation averaged over all the characteristic points in the pilot test. If \( \overline{p}_{tl} \) and \( \overline{p}_{br} \) were found inside the manually annotated landmark position, \( \overline{p}_{tl} \) and \( \overline{p}_{br} \) should be located in the top-left and bottom-right quadrants of the bounding box which includes the annotated landmark.

The rate of the landmark localization was defined as a ratio between a total number of correctly located landmarks and a total number of images used in testing (as there was one face per image). Eye region localization was counted correct in both cases – if bounding box included both eye and eyebrow, or if eye and eyebrow were located separately. If eyebrow was located as a separate region, it was obligatory that a corresponding eye was also found. Localization result was considered as a misclassification if landmark was located correctly but erroneously classified as another landmark. Localization result was classified as wrong if bounding box covered several neighbouring facial landmarks, excluding the case of eyes and eyebrows located as one region. Localization result was counted as a false localization if bounding box included a non-landmark, for example, wrinkles in the face, ears, clothing, hair, and eyebrow located without a corresponding eye.

V. RESULTS

Figure 6 demonstrates average orientation portraits of facial landmarks for all the databases. The results confirmed that individual orientation portraits of facial landmarks generally followed the rules predefined by the orientation model. On the contrary, the orientation portraits of noisy regions usually had an arbitrary distribution of local oriented edges and were discarded by the orientation model. Figures 7 and 8 demonstrate the final results of the landmark localization on the Cohn-Kanade and JAFFE databases, respectively. A bounding box that was built on the basis of the top-left and bottom-right coordinates of the edge region defined the location of the landmark in the image. The mass centre of the edge region indicated an estimate of the centre of the landmark. As figures show, the shape and size of the landmarks varied significantly with changes in facial expressions. Accordingly, the size of the bounding box was dynamic and varied in compliance with a size of the located edge region. This allowed, for example, to locate open and tight mouth as illustrated in Figures 8b and g.

Figure 9 demonstrates the results of the method performance evaluated by the conventional point measure calculated as a distance between manually annotated landmark centre and mass centre of the
automatically located edge region. The results of the method performance evaluated by the proposed rectangular measure are shown in Figure 10. The performance of the method in this case was evaluated by the rectangular measure that was calculated as a maximum distance between manually annotated and automatically located top-left and bottom-right corners of the rectangular box which contained a landmark (Equation 8). In both cases, as a measure of distance between annotated and automatically found landmark location we used a standard deviation of the manual annotation of the characteristic points averaged over all subjects in the pilot test.

Figures 9 and 10 show that for Cohn-Kanade datasets the performance of the method was higher for distance measure $R_1$ as compared to $R_2$ which equalled to $1/5$ and $1/4$ of the average intereye distance for a given dataset, respectively. For POFA and JAFFE neutral and expressive datasets, the landmark
localization rates increased rapidly with the increase in the distance measures. In this case, the method located landmarks with relatively high rates for both distance measures.

Figure 7. Examples of the final localization results with “primary” landmarks (rectangles) and “secondary” landmarks (ovals) of the landmark localization in the Cohn-Kanade images. Reprinted with permission.

Figure 8. Examples of the final localization results with “primary” landmarks (rectangles) and “secondary” landmarks (ovals) of the landmark localization in the JAFFE images. Reprinted with permission.
Figure 9. The performance of the method on Cohn-Kanade (first column), POFA (middle column), and JAFFE (right column) neutral and expressive datasets evaluated by the conventional point measure. The vertical lines indicate a distance measures which equaled to $1/4$ and $1/5$ of the average intereye distance for a given dataset.

Figure 10. The performance of the method on Cohn-Kanade (first column), POFA (middle column), and JAFFE (right column) neutral and expressive datasets evaluated by the proposed rectangular measure. The vertical lines indicate a distance measures which equaled to $1/4$ and $1/5$ of the average intereye distance for a given dataset.
The performance of the method evaluated by the conventional and rectangular evaluation measures is summarized in Table II. For both types of the evaluation criteria the landmark localization was robust with respect to facial expressions as landmarks were located with nearly equal rates from neutral and expressive datasets. A decrease in the localization rates was observed for Cohn-Kanade and JAFFE expressive datasets; on the whole, however, the overall performance of the method as evaluated by the point and rectangular measures was high. A good method performance as evaluated by the rectangular measure reflected the fact that in most cases the method located landmark positions precisely meaning that inside the bounding box area surrounding landmark was less than the actual size of the landmark (for an opposite example refer to Figure 7h).

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Method performance evaluated by point measure</th>
<th>Method performance evaluated by rectangular measure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L eye r</td>
<td>R eye r</td>
</tr>
<tr>
<td>Cohn-Kanade, expressive</td>
<td>90%</td>
<td>86%</td>
</tr>
<tr>
<td>Cohn-Kanade, neutral</td>
<td>94%</td>
<td>90%</td>
</tr>
<tr>
<td>POFA, expressive</td>
<td>99%</td>
<td>97%</td>
</tr>
<tr>
<td>POFA, neutral</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>JAFFE, expressive</td>
<td>97%</td>
<td>99%</td>
</tr>
<tr>
<td>JAFFE, neutral</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The errors in the landmark localization were tracked manually and classified into misclassification, false localization, and wrong localization groups (Table III). Misclassification errors appeared on the last stage of the method due to errors in the algorithm of structural correction. Misclassification of the upper face landmarks was mainly due to the classification of eyebrows and eye regions as eyes. Lower face misclassification was due to the classification of nose as mouth and vice versa. Wrong localizations were mainly observed in the localization of lower face landmarks. As it was expected, it occurred mainly due to the effect of lower face AUs 9, 10, 11, and 12 activated alone or in combinations with other AUs, for example, in expressions of anger, disgust, and happiness. AUs 4, 6, and 7 sometimes caused the merging of the upper face landmarks into one region. Figure 11 illustrates some examples of the localization errors.
TABLE III. SUMMARY OF ERRORS OF THE METHOD PERFORMANCE ON NEUTRAL AND EXPRESSIVE DATASETS

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Misclassifications</th>
<th>Wrong localizations</th>
<th>False localizations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Upper face landmarks</td>
<td>Lower face landmarks</td>
<td>Upper face landmarks</td>
</tr>
<tr>
<td>Cohn-Kanade, expressive</td>
<td>34</td>
<td>44 (7)</td>
<td>7</td>
</tr>
<tr>
<td>Cohn-Kanade, neutral</td>
<td>3</td>
<td>2 (1)</td>
<td>2</td>
</tr>
<tr>
<td>POFA, expressive</td>
<td>5</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>POFA, neutral</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>JAFFE, expressive</td>
<td>3</td>
<td>1 (3)</td>
<td>1</td>
</tr>
<tr>
<td>JAFFE, neutral</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Note that numbers in brackets define wrong landmark localizations which resulted into the misclassification error.

It has been demonstrated that the method produced the lowest localization rates and biggest number of localization errors for Cohn-Kanade expressive dataset. This fact suggested a further analysis of the method performance on this database to reveal the influence of particular facial behaviours on the localization results as evaluated by the rectangular measure. Additionally, we were interested what kind of improvement in the method performance was achieved as compared to the earlier version of the method [14]. In that study we discovered that the method performance was especially deteriorated by the lower face AUs 9, 10, 11, and 12 and some combinations of these AUs with others. A comparison of the landmark localization rates of the present and earlier versions of the method was made for images with upper face AUs and AU combinations (Table IV), lower face AUs (Table V), and lower face AU combinations (Table VI).

As it is seen from the tables, localization rates were increased over 20% for 25 out of 47 different facial deformations. A significant improvement in the landmark localization was achieved for images with

![Figure 11. Examples of errors of the landmark localization: (a) eyebrows were misclassified as eyes; (b) upper lip was classified as mouth; and (c) mouth was merged with chin. Images are courtesy of the Cohn-Kanade and JAFFE databases. Reprinted with permission.](image-url)
lower face AUs and AU combinations. For example, the improvement in the localization rates for lower face AUs 9, 9+17, 12+16, 16+20 was over 30%. The same improvement was achieved for upper face AU combinations 1+6, 4+6, 6+7.

Due to the fact that some AUs were not presented in the dataset or the number of images was too few (less than 6), only a limited number of AUs and AU combinations was used. This type of the result classification allowed the results to belong to more than one group. Moreover, AUs from the tables

TABLE IV: IMPROVEMENT OVER UPPER FACE AUS AND AU COMBINATIONS

<table>
<thead>
<tr>
<th>Study / AU&lt;sub&gt;1&lt;/sub&gt;</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>9</th>
<th>11</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>17</th>
<th>19</th>
<th>20</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ave Loc Rate, % Present study</td>
<td>84</td>
<td>83</td>
<td>86</td>
<td>77</td>
<td>81</td>
<td>91</td>
<td>83</td>
<td>82</td>
<td>84</td>
<td>92</td>
<td>80</td>
<td>80</td>
<td>84</td>
<td>85</td>
<td>82</td>
<td>82</td>
<td>84</td>
<td>76</td>
<td></td>
</tr>
<tr>
<td>Ave Loc Rate, % Study [14]</td>
<td>81</td>
<td>86</td>
<td>64</td>
<td>84</td>
<td>52</td>
<td>61</td>
<td>63</td>
<td>86</td>
<td>73</td>
<td>86</td>
<td>62</td>
<td>58</td>
<td>82</td>
<td>86</td>
<td>72</td>
<td>40</td>
<td>62</td>
<td>56</td>
<td>46</td>
</tr>
<tr>
<td>Improvement, %</td>
<td>2</td>
<td>-3</td>
<td>21</td>
<td>2</td>
<td>25</td>
<td>20</td>
<td>28</td>
<td>-3</td>
<td>9</td>
<td>-2</td>
<td>30</td>
<td>21</td>
<td>-2</td>
<td>13</td>
<td>42</td>
<td>20</td>
<td>28</td>
<td>30</td>
<td></td>
</tr>
</tbody>
</table>

Note that AU43 (eye closure) and AU45 (blink) were combined together because they both have the same visual effect on the facial appearance and different durations of these AUs can not be measured from the static images.

TABLE V: IMPROVEMENT OVER LOWER FACE AUS

<table>
<thead>
<tr>
<th>Study / AU&lt;sub&gt;1&lt;/sub&gt;</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>20</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ave Loc Rate, % Present study</td>
<td>84</td>
<td>83</td>
<td>83</td>
<td>77</td>
<td>88</td>
<td>94</td>
<td>88</td>
<td>89</td>
<td>83</td>
<td>88</td>
<td>86</td>
<td>84</td>
<td>92</td>
<td>83</td>
</tr>
<tr>
<td>Ave Loc Rate, % Study [14]</td>
<td>30</td>
<td>58</td>
<td>66</td>
<td>60</td>
<td>77</td>
<td>70</td>
<td>67</td>
<td>64</td>
<td>68</td>
<td>78</td>
<td>79</td>
<td>68</td>
<td>71</td>
<td>90</td>
</tr>
<tr>
<td>Improvement, %</td>
<td>53</td>
<td>25</td>
<td>20</td>
<td>17</td>
<td>-9</td>
<td>24</td>
<td>21</td>
<td>25</td>
<td>16</td>
<td>9</td>
<td>7</td>
<td>16</td>
<td>21</td>
<td>-6</td>
</tr>
</tbody>
</table>

TABLE VI: IMPROVEMENT OVER LOWER FACE AU COMBINATIONS

<table>
<thead>
<tr>
<th>Study / AU&lt;sub&gt;1&lt;/sub&gt;</th>
<th>9+17</th>
<th>11-14</th>
<th>12-16</th>
<th>14-16</th>
<th>12-14</th>
<th>11-16</th>
<th>16</th>
<th>17</th>
<th>19</th>
<th>20</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ave Loc Rate, % Present study</td>
<td>83</td>
<td>88</td>
<td>88</td>
<td>86</td>
<td>63</td>
<td>74</td>
<td>94</td>
<td>86</td>
<td>87</td>
<td>86</td>
<td>83</td>
<td>86</td>
<td>91</td>
<td>84</td>
<td></td>
</tr>
<tr>
<td>Ave Loc Rate, % Study [14]</td>
<td>41</td>
<td>67</td>
<td>67</td>
<td>50</td>
<td>42</td>
<td>54</td>
<td>61</td>
<td>72</td>
<td>76</td>
<td>67</td>
<td>77</td>
<td>70</td>
<td>90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improvement, %</td>
<td>42</td>
<td>21</td>
<td>21</td>
<td>36</td>
<td>21</td>
<td>19</td>
<td>40</td>
<td>25</td>
<td>14</td>
<td>9</td>
<td>16</td>
<td>10</td>
<td>21</td>
<td>-6</td>
<td></td>
</tr>
</tbody>
</table>
usually occurred singly or in conjunction with other AUs which are not represented in the tables. That is why the present results revealed an indirect effect of different AU and AU combinations on the landmark localization.

VI. DISCUSSION

A fully automatic method was designed for feature-based localization of facial landmarks in static grayscale images. The local oriented edges served as basic image features for expression-invariant representation of facial landmarks. The results confirmed that in the majority of the images, the orientation portraits of facial landmarks had the same structure as predefined by the orientation model. This allowed to discard non-landmark regions like, for example, wrinkles in the face, ears, earrings, and elements of hair and clothing. Structural correction of the located candidates based on face geometry model further improved the overall performance of the method.

The performance of the method was examined on three databases of facial images showing complex facial expressions. The complexity of the expressions was presented by a variability of the deformations in soft tissues (wrinkles and protrusions), variety of mouth appearances including open and tight mouth, visible teeth and tongue, self occlusions (semi- and closed eyes and bitted lips). The results of the landmark localization were evaluated by the conventional point measure and the proposed rectangular measure that represented a localization result as a rectangular box, not a single point. Both types of evaluations demonstrated a sufficiently high overall performance of the method (94% as evaluated by the point measure and 91% as evaluated by the rectangular measure) that is comparable to some extent with performance of other facial feature detectors reported in the literature [9,10,21,22,23].

The comparison of the present results with the results of the method testing on the Cohn-Kanade dataset obtained in the earlier study [14] demonstrated that the modifications made to the method significantly improved the overall performance of the method. One has to be cautious when comparing the localization rates from Tables IV-VI because the implementation of the method, test setup, and evaluation criteria were different in these two studies. However, the general trend in the method improvement can be brought into the light.

As one significant problem in the earlier method was the deteriorating effect of expressions of happiness (when AUs 6 and 12 are usually activated), anger (when AUs 4, 6, and 7 are usually activated), and disgust (when AUs 9, 10, and 11 are usually activated). Occurring along or in conjunction, the listed
AUs caused a wrong localization error in the landmark localization. In the current version of the method, the applied procedure of x/y-edge projection in many cases allowed the merged landmarks to be separated. In particular, the merged nose-and-mouth landmark was successfully separated, especially in the images with AUs 10, 11, 12, 15, 16, 17, 21, 11+20, 11+25, 12+20, 16+25, and 25+26. Further, an essential improvement in locating landmarks was achieved for images with AUs 4, 6, 7, 43/45, 1+6, 1+/6, 4+6, 4+7, 4+43/45, 6+7, and 9. These facial behaviours typically cause the whites of the eyes to become less or not at all visible in the face. These facial behaviours cause serious errors in the performance of eye detectors which rely particularly on the searching for pupils and whites of the eyes in the image. The present method can deal with self-occlusions in the eye regions by analyzing a local edge description of the whole eye region.

Generally, in all the databases the mouth region demonstrated a greater variability in its appearance than the regions of eyes or nose. For example, in the images of surprise and happiness the mouth appearance usually was represented by open mouth (when AU combination 25+26 is activated) sometimes with visible teeth and tongue. In the images of anger the mouth could be opened (AU 22+25+26) or closed with tightened lips (AU 23), pressed lips (AU 24), and even lips sucked inside the mouth (AU 28) so that the red part of the mouth became not visible in the face. These facial behaviours restrict the applicability of the colour-based methods of mouth detection in which colour is the key feature in the mouth representation. On the contrary, the proposed method was able to find the mouth regardless of whether the mouth was open or closed and whether the lips, teeth or tongue were visible or not (Figures 7-8).

Emphasizing the simplicity of the proposed method, we conclude that it can be used in the preliminary localization of regions of facial landmarks for their subsequent processing where coarse landmark localization is followed by fine feature detection. For example, eye and mouth corners can be searched for in the located regions. The method can be applied directly to the image without any image alignment given that a face takes the biggest part of the image. The method does not require intensive training either. These qualities gives the method an advantage over PCA, AdaBoost, or neural network based methods which require either facial alignment or intensive training made preliminary to the facial landmark localization.

Currently, the method was applied to static images where no temporal information was available, only structural information was used. The processing time of the method was slowed down by the stage of
edge detection where each point of the image was checked for a local oriented edge. To increase the speed of the method for practical applications, face region estimation can be utilized as a preliminary step to edge extraction in order to discard those parts of the image which a priori can not contain facial landmarks. Our future plan is to utilize the developed method in real-time system of facial landmark detection and tracking for the purpose of facial expression analysis in human-computer interaction.
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Abstract: A new method for real-time face localization from a streaming color video was developed. The method consisted of three stages. First, the face-like skin-colored image region was segmented from the background and transformed into the grey scale representation. Second, the cropped image was convolved with Sobel operator in order to extract local oriented edges at 16 orientations. The extracted local oriented edges were grouped together to form regions of interest which represent landmark candidates. Further, the candidates were matched against edge orientation model to verify the existence of the landmark in the image. Finally, the located landmarks were next spatially arranged into the face-like constellations. The best face-like constellation of the landmark candidates was defined by a new scoring function. The test results demonstrated that the proposed method located expressive faces with high rates in real time from facial images under controlled head rotation variations.
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1 Introduction
In automatic face detection, different feature detectors are applied in order to find a face-like region in static images or video frames. If it is known in advance that face is shown in the image, the task comes to find a true face location. The found face location is further delivered as an input to various systems of automatic face analysis such as face and facial expression recognition and perceptual vision-based user interfaces. To ensure that these systems work in real time efficiently and robustly, face detection is aimed to provide high speed and accuracy of the detection process.

The main challenge in face detection is to find a face representation that remains robust with respect to various changes in facial appearance since face varies noticeably with changes in environmental conditions (e.g., illumination, out- and in-plane head rotations, scene complexity, resolution, occlusions, etc.), ethnicity (i.e., skin color), gender, and facial expressions (i.e., emotional and social signals in the face). Many attempts have been undertaken to automatically detect faces from static images and video [10,22]. We can roughly classify the existing techniques of face detection as belonging to appearance- or feature-based approaches. The appearance-based approach uses holistic features of the image and considers a face as a whole. Methods of Principle Component Analysis (PCA) have been widely adopted for the purpose of face detection [9,21]. Generally, PCA-based methods can handle faces with nearly the same pose, constant illumination, and moderate facial expressions. Apart from PCA-based methods, there are also learning-based methods like boosted classifiers [19], support vector machines [12], and neural networks [14] which have to be trained on the representative sets of face and non-face images.

The feature-based approach to face detection utilizes local features of the image. This approach can overcome the constraints placed by illumination change, head rotations, and facial expressions. This is due to the fact that it is based on modeling local texture information around individual facial landmarks and modeling global shape information on spatial arrangement of the located landmark candidates. Facial landmarks are typically those which are the most distinctive for humans - eyebrows, eyes, nose, and mouth. These landmarks encode critical information on facial expressions and head movements that is used in automatic face analysis. In practice, feature-based face detection includes a selection of feature representation and a design of feature detector. Different features can be detected from the image or video frame, for example, edges, colors, points, lines, contours, etc.
These features provide a meaningful and measurable description of the face as they represent specific visual patterns used to identify corresponding structures between images. Extensive work has been focused on shape representation of facial landmarks [2,3,4,15]. Many proposed face detectors utilize edges [6], grey-scale values [17], and their combinations [16]. A multi-resolution and multi-orientation representation of the image has been widely adopted for the purpose of landmark detection and demonstrated to be effective in face detection under expression and small pose variations [7,20,23]. However, these methods are generally computationally expensive and, therefore, are not applicable for the task of real-time face and facial feature detection.

In this paper, we introduce a feature-based method of face localization from streaming color video. It is based on the multi-orientation image representation that helps in composing facial landmarks. This is followed by spatial arrangement of the located landmark candidates. We present a new scoring function designed to define the best face-like constellation of the candidates. The landmarks to be located in the face are centers of the eyes, nose tip, and center of the mouth. In the subsequent sections we demonstrate how our proposed method successfully overcomes speed limitations of the feature-based face detection methods.

2.1 Preprocessing
On this stage, a face-like image region is segmented from the background. To do that we first apply the procedure of histogram equalization to each video frame for all three RGB color channels. This calculation is not computationally expensive and is widely used to allow areas of low local contrast to gain a higher contrast without affecting the global contrast of the whole image [8]. After this, the original RGB image is transferred into YCbCr chromatic color space as proposed in [11].

Next, we segment the skin-colored regions of the image similarly to the method proposed in [1]. This procedure allows for noisy regions of the image to be discarded at the early stage of the processing and, therefore, focuses the following stages of the method on those parts of the image in which the face is more likely to be located. The Gaussian-fitted skin color model is used for this purpose. The idea that lies behind is that a distribution of skin color for different people is clustered in the chromatic color space and can be represented by a Gaussian model. The likelihood \( P \) of a skin color for any pixel \((x,y)\) of the image thus can be obtained with a Gaussian-fitted skin color model.

\[
P = e^{-\frac{1}{2C_v}((C_b-C_{b\text{mean}})^2+(C_r-C_{r\text{mean}})^2)}
\]

where \( C_v \) is a covariance matrix; \( C_b \) is a blue chromatic value; \( C_r \) is a red chromatic value; \( C_{b\text{mean}} \) is an average blue chromatic value; and \( C_{r\text{mean}} \) is an average red chromatic value.

The skin-colored regions are next segmented from the rest of the image through a thresholding process. The parameters for a thresholding are selected experimentally using a small image set from the database. Finally, the received regions are cropped from the background and the procedure of histogram equalization is applied for them. This stage outputs 8-bit grey scale image of the face. If a face is not extracted, the following steps of the method are applied to the whole image converted into 8-bit grey scale representation.
3.2 Landmark Candidate Formation
On the next stage, the cropped face image is convolved with Sobel operator [8] in order to extract local oriented edges at 16 orientations. The edge points are further recursively grouped together to form regions of interest which represent candidates for facial landmarks. The shapes of the bounding boxes which are placed over the located regions of interest are analyzed next. If a candidate is bounded by a box which has height much bigger than its width, the candidate is eliminated. After this, among the located candidates there still exist many noisy regions which have to be eliminated. In order to define regions which represent landmark candidates we analyze local properties of the located regions of interest. As it has been demonstrated earlier [7], regions of facial landmarks have a characteristic distribution of local oriented edges with two horizontal dominants (Fig. 2a and 2b). On the other hand, non-landmark regions which are, for example, elements of face, hair, clothing, and decoration typically do not have a characteristic structure of the oriented edges. These regions demonstrate a random distribution of the oriented edges (Fig. 2c and 2d). This local property of the located regions of interest allowed us to discard noisy regions while preserving regions which contain facial landmarks.

In order to classify the located candidates and find their proper spatial arrangement, the proposed method applies a set of verification rules which are based on face geometry. The knowledge on face geometry is taken from the anthropological study by Farkas [5]. This thorough study examined thousands of Caucasians, Chinese, and African-American subjects in order to determine characteristic measures and proportion indexes of the human face. We performed several tests to verify the existing facial measures, calculate new measures, and built a frontal-view geometrical face model depicted in Fig. 3. The anthropometric facial features and measures of the model are described in Table 1. Center points of facial landmarks are calculated as mass centers of the located edge regions. It has been demonstrated that facial measures from the table can slightly vary between subjects of different gender, age, and race [5]. Therefore, we define constrains for facial measures as intervals between minimum and maximum values for a given measure. All distance constrains from the table are defined as percentages of the interocular distance $d(E_R, E_L)$.

As our preliminary tests demonstrated, this set of facial measures and their corresponding constrains achieved good results in composing face-like constellations from the located landmark candidates.

The classification of the landmark candidates proceeds as follows. The eye pair candidates are found first as any two candidates aligned nearly horizontally. After this step, all possible nose and mouth candidates for each found eye pair candidate are independently searched for using constrains of the frontal-view geometrical face model.

3.3 Face Location Verification
On the last stage, the defined eye-nose and eye-mouth candidates are combined together into a complete face candidate so that the eye pair is the same for both eye-nose and eye-mouth candidates. Each found face candidate consisting of four facial landmarks is given a score. A score is calculated as a sum of intermediate scores which show how well a face candidate performs verification tests. The verification tests are fuzzy rules defined as follows: Test 1 checks the horizontality of the eye pair candidate. The eye pair candidate that has the most horizontal position in the image as compared to

![Figure 2. Facial landmarks with a characteristic distribution of the oriented edges (a and b) and noisy regions with a random distribution of the oriented edges (c and d).](image)

![Figure 3. Frontal-view geometrical face model.](image)
Table 1: Features and measurements of the frontal view geometrical face model (and their constraints).

<table>
<thead>
<tr>
<th>Feature/measure</th>
<th>Feature description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_R$, $E_L$, $N$, $M$</td>
<td>Centers of the landmarks</td>
</tr>
<tr>
<td>$d(E_R, E_L)$</td>
<td>Interocular distance</td>
</tr>
<tr>
<td>$N_1$, $N_2$</td>
<td>Perpendiculars to $d(E_R, E_L)$</td>
</tr>
<tr>
<td>$P_1$, $P_2$</td>
<td>Cross points of $d(E_R, E_L)$ and $N_1$ and $N_2$, correspondingly</td>
</tr>
<tr>
<td>$P_0$</td>
<td>Middle point between $P_1$ and $P_2$</td>
</tr>
<tr>
<td>$d(N, M)$</td>
<td>Nose-mouth distance (30-110% of $d(E_R, E_L)$)</td>
</tr>
<tr>
<td>$\angle NP_0 M$</td>
<td>Nose-mouth angle (0-16°)</td>
</tr>
<tr>
<td>$\angle E_R N P_1$, $\angle E_L N P_1$</td>
<td>Eye-nose and mouth-eyes angles (0-13°)</td>
</tr>
<tr>
<td>$\angle E_R M P_2$, $\angle E_L M P_2$</td>
<td></td>
</tr>
<tr>
<td>$d(E_R, N)$, $d(E_L, N)$</td>
<td>Eye-nose distance (25-120% of $d(E_R, E_L)$)</td>
</tr>
<tr>
<td>$d(E_R, M)$, $d(E_L, M)$</td>
<td>Eye-mouth distance (60-160% of $d(E_R, E_L)$)</td>
</tr>
</tbody>
</table>

Other features give the lowest score for a given face candidate. Test 2 checks angles $\angle E_R N P_1$, $\angle E_L N P_1$, $\angle E_R M P_2$, and $\angle E_L M P_2$ - face candidate with small angles gets low scores, and vice versa. Test 3 considers the result of the previous face localization. If the landmark center points in the previous frame are nearly the same as compared to those in the current frame (face is not moving), a face candidate gets a score which is lower than in the opposite case. Test 4 checks sizes of the located landmark candidates – the biggest values give the lowest score for a face candidate. Test 5 checks widths of the landmark candidates in the facial configuration. It has been validated that mouth is usually wider than eyes and nose has nearly the same width as eyes have [5]. The closer face candidate satisfies to this criterion, the lower score it gets from the test. Test 6 utilizes the property of face symmetry and checks sizes of both eyes. If eyes have the same size, a face candidate gets the lowest score from this test. Each verification test is also given a weight. We performed a number of tests to define optimal weights for each test. This way, each test gives as its output a relative score for a given face candidate. In order to select the best-scored face-like constellation of the located landmarks, a new scoring function is introduced:

$$P_r = \frac{MAX}{P_{cand}/P_{min}}$$

where $MAX$ is a maximum score for a given face candidate (we used 100); $P_{cand}$ is a current score for a given face candidate; $P_{min}$ is the lowest score achieved among all face candidates. This way, if we have several face-like constellations of the landmarks, we select the one that gives the highest score $P_r$.

A localization result is considered correct if a distance between manually annotated and automatically located landmark location met the requirement placed by a performance evaluation measure elaborated in [13]:

$$d_{eye} = \frac{\max(d(E_R, E'_R), d(E_L, E'_L))}{d(E_R, E_L)}$$

where $d(a, b)$ is Euclidean distance between point locations $a$ and $b$; $E_R$, $E_L$ are automatically located positions of facial landmarks. A successful localization was considered if $d_{eye} < 0.25$ which corresponds approximately to 1/4 of the annotated interocular distance $d(E_R, E_L)$ (a half of the width of the eye).

After the locations of the landmarks are known, the location of the face in the image is also known.

4 Test Data

As the prospective application of the developed method lies in human-computer interaction, we assume that the input video includes some head rotations and facial expressions. For the purpose of method testing under these conditions, we created our own video database with neutral, frowning, and smiling faces under three controlled head rotations with angles of rotation 0°, 20°, and 30° in both right and left directions. We used a low-cost Canon Mini-DV camera with 720x568 pixel image resolution and 24-bit precision for color values. The potential impact of illumination, background, facial hair or eye-glasses was controlled to some extent in all video sequences and therefore ignored. No face alignment was performed.

The database consists of 10 Caucasian subjects (40% females) with average age of 30 years. Each video starts with neutral face, proceeds with facial expression, and ends up with neutral face. The level of the expression intensity varies among different subjects. In total, 150 video sequences were created with duration of about 7-8 seconds. The test data were annotated in advance by recording the true locations of the landmark centers in each frame for each test subject.
5 Results
The tests were run on the computer Dell Optiplex 745, Intel Core2 with 2133 MHz and 1 GB DDR2-memory in Win XP 2002 SP 2/Delphi-environment with DirectShow-interface. Fig. 4 shows the average rates of face localization under three expressions and three head rotations. The raw test data are shown in Table 2. The statistical analysis was done by using a two-way 3 x 3 (expression x head rotation) repeated measures analysis of variance (ANOVA). The statistical analysis showed that head rotation had a statistically significant main effect on the face localization $F(2,18)=9.31$, $p<0.001$. Bonferroni-corrected pairwise post-hoc comparisons showed that the detection percentage was significantly lower when head was rotated by 30° $MD=30.81$, $p<0.05$ as compared with frontal head position. Difference between 20° and 30° head rotations was also statistically significant $MD=22.14$, $p<0.05$.

There was no statistically significant difference between head rotation by 20° and frontal head position. ANOVA showed that there were no other significant main or interaction effects.

6 Discussion
The developed method demonstrated high speed performance in face localization from streaming color video in real time. The speed of the method was 20 frames per second that meets the requirement of real-time video processing defined in [18]. This way, the method is comparable to the best existing real-time face detectors [6,15,19] in terms of processing speed.

The local oriented edges served as basic features for expression-invariant representation of facial landmarks. The results confirmed that in the majority of expressiv images a distribution of the local oriented edges had structure with two horizontal dominants as predefined in [7]. This property allowed discarding noisy regions and preserving regions of the landmarks. Thus, the method was able to locate landmarks from images with hair and shoulders. The use of frontal-view geometrical face model further improved the overall performance of the method. As Fig. 4 shows, the method was effective in locating faces with frontal and near-to-frontal head poses. However, head rotations by 30° significantly decreased face localization rates. This is explained by the fact that geometrical constrains from Table 1 were defined mainly for frontal-view geometrical face model. The landmarks were located correctly in case of 30° head rotations, but failed to compose the face-like constellations. Relaxation of geometrical constrains from Table 1 or development of new measures and constrains for a near-to-profile geometrical face model would improve the performance of the method in case of strong face rotations.

In case of frontal and near-to-frontal head positions, the method demonstrated sufficiently high rates in locating faces with all three tested expressions - neutral, frowning, and smiling expressions. This gives similar performance of the method for these particular expressions as compared to the results of previous studies which use similar approach to facial landmark localization [7]. As distinct from that study, we concentrated on face localization rather than on independent landmark localization meaning that all four facial landmarks needed to be correctly located in order to declare successful face localization. Face localization rate would be improved if we consider two or three correctly located landmarks as necessary and sufficient requirement for successful face localization, as it is done, for example, in [2]. This way, the method can also be applied for independent facial landmark localization, when it is allowed to miss some landmarks.
In summary, as compared to the existing feature based methods of face localization, the method demonstrated similar or superior performance in terms of localization rates \([7,12]\) and speed \([6,15,10]\). Besides robustness to facial expressions and small out-of-plane head rotations, the developed method demonstrated robustness to noise such as hair, and elements of clothing and decoration. Emphasizing simplicity, high speed, and low computation cost of the method, we conclude that it can be used in face localization as such and also in preliminary localization of regions of facial landmarks for their subsequent processing where coarse landmark localization is followed by fine feature detection. The method is simple and straightforward to be utilized, for example, as face or facial landmark detector in the mobile phone environment.
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