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ABSTRACT 

MOHAMED NASURUDEEN MOHAMED BAHRUDEEN: Extrinsic noise effects 
regulation at the single gene and small gene network levels 
Tampere University of Technology 
Master of Science Thesis, 60 pages 
October 2017 
Master’s Degree Programme in Electrical Engineering 
Major: Biomedical Engineering 
Examiner: Professor Andre Ribeiro 
 
Keywords: transcription initiation kinetics, gene regulatory networks, stochastic 
simulation algorithm, extrinsic noise, cell-to-cell variability. 

Recent studies of gene expression in Escherichia coli using novel in vivo measurement 

techniques revealed that protein and RNA numbers from a gene differ between genet-

ically identical cells. To unravel the causes for this, measurements were conducted and 

models were developed. These studies revealed that this diversity arises from extrinsic 

and intrinsic noise. The former is due to cell-to-cell variability in numbers of molecules 

involved, such as RNA polymerase (RNAp), transcription factors, etc. The latter is due 

to the stochastic nature of the chemical reactions combined with the fact that the mole-

cules and genes involved exist in small numbers. 

One aspect that has not been given much attention so far, is the unique nature of the 

dynamics of transcription of each promoter of the gene regulatory network (GRN). This 

process has multiple rate-limiting steps whose duration differs between promoters. How 

this may diversify the variability in RNA and protein numbers between genes is unknown. 

To address this, we use single-cell empirical data and stochastic models with empirically 

validated parameter values and study how the kinetics of transcription of a gene affects 

the influence of extrinsic noise on the kinetics. Interestingly, we find that promoters 

whose open complex formation is longer lasting tend to suppress the propagation of ex-

trinsic noise that affects only the steps prior to initiation of the open complex formation.  

In particular, our studies indicate that the cell-to-cell variability in RNA numbers depends 

on the transcription kinetics. As such, it is sequence-dependent. Further, in a 2-gene tog-

gle switch, we find that its mean switching frequency depends on the transcription kinet-

ics of the promoters but not on the cell-to-cell RNAp variability. On the other hand, the 

cell-to-cell variability in switching frequency is affected by these two variables. Mean-

while, in a Repressilator network (3 genes where each gene represses the next), we meas-

ured the mean and standard deviation of the period of oscillation. From these measure-

ments in silico, we found that both parameters are independent of the RNAP cell-to-cell 

variability, but are strongly controlled by the transcription kinetics of each of its genes. 

We conclude that the transcription kinetics of the component genes is a key regulator of 

small genetic circuits, as it can be used as a tunable filter of extrinsic noise. Overall, the 

kinetics of the rate-limiting steps in transcription of individual genes act as ‘master regu-

lators’ of the expression of individual genes and the behavior of genetic circuits’, such as 

switching dynamics, period of oscillation, etc. 
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1. INTRODUCTION 

Escherichia coli undergoes behavioral changes by tuning the quantities of its regulatory 

molecules, such as transcription and  factors, etc. This tuning process requires changes 

in the kinetics of transcription of its genes and, in some cases, their translation kinetics. 

This is made possible by changing the numbers of molecules such as RNA polymerase 

(RNAp) core enzymes, gene-specific activator and repressor molecules, σ factors and ri-

bosomes, among others [1] [2].  

For example, in the case of σ factors, since the amount of RNAp core enzymes is limited 

[3], increasing the numbers of a specific σ factor causes an increase in the number of 

RNAp molecules carrying that σ factor, while decreasing the number of RNAp molecules 

carrying other σ factors.  Consequently, the activity of the promoters associated with that 

σ factor will increase (direct positive regulation), whereas the activity of the promoters 

associated with other σ factors is reduced (indirect negative regulation) [1] [2].  

Interestingly, it has been observed that changes in σ factors concentrations do not affect 

the activity of some genes [3]. Further, those genes that do respond to changes in σ factors 

numbers, do so in a heterogeneous way, i.e., differ in the degree of change. This hetero-

geneity in responses is found to occur even between genes associated with the same σ 

factor.  

This diversity in behavioral responses is due to diversity in promoters’ selectivity of the 

σ factors [4], and the influence of transcription factors [3], which were first noticed using 

in vitro measurement techniques (for a review see [5]). Another cause for this diversity 

of responses, recently acknowledged, are the differences in the dynamics of the rate lim-

iting steps in transcription initiation of the various promoters [6] [7]. 

Specifically, promoters preferentially transcribed by σ70 show lesser responsiveness to 

changes in σ38 as their closed complex formation time-length is increasingly shorter than 

the open complex formation time-length. This is due to the fact that the concentration of 

σ38 affects the kinetics of the closed complex formation but not the kinetics of the open 

complex formation. 

Based on this hypothesis, experimentally validated by tests in several promoters and when 

employing different measurement techniques, Kandavalli and colleagues concluded that, 

in E. coli, the responsiveness of promoters to indirect regulation by σ factors’ competition 

is determined by the kinetics of their rate-limiting steps in transcription initiation [7].  
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Given that σ factors’ competition affects mean transcript production rates, it is reasonable 

to assume that they may affect also the noise levels in transcription. Similarly, if the mean 

number of RNAp’s per cell in a population affects the mean transcript production rates 

of those cells, then the degree of cell-to-cell variability in RNAp numbers should also 

affect the cell-to-cell variability in transcription rates. 

Based on the above, here we investigate the hypothesis that the effects of extrinsic noise 

sources on the cell-to-cell variability in RNA and protein numbers of a gene are influ-

enced by the dynamics of the rate-limiting steps in transcription initiation of that gene. 

To investigate this hypothesis, we start by creating a stochastic model of transcription 

with multiple rate limiting steps, based on the modelling strategy first proposed in (Ri-

beiro et al, 2006). By providing each cell with its own number of RNAp’s, this strategy 

also takes cell-to-cell variability in RNAp numbers into account. Currently, this variabil-

ity can be measured using state-of-the-art single-cell microscopy, combined with image 

and data analysis tools to extract the information from the images.  

Meanwhile, the stochastic simulations of model cells were done using the software 

SGNS2 (Stochastic Gene Network Simulator v.2) [8], which operates in accordance with 

the Stochastic Simulation Algorithm [9]. To generate cell to cell variability in RNAp 

numbers, for each cell, RNAp numbers are drawn randomly from a normal distribution 

and then remain constant over the simulation time of the cell gene expression dynamics.  

Using this framework, by changing the values of certain parameters of the model of gene 

expression, within realistic intervals, we studied the extent to which cell-to-cell variability 

in RNAp affects the cell-to-cell variability in RNA numbers as a function of the transcrip-

tion initiation kinetics of genes [10]. 

Furthermore, we extend our studies to small genetics circuits, particularly, genetic 

switches, whose switching behavior is generated by stochastically-driven changes in the 

RNA numbers over time [11] [12] [13]. In this regard, we hypothesized that the effects 

of extrinsic noise sources on a circuit’s behavior is affected by the kinetics of the rate-

limiting steps in transcription initiation of the genes composing the circuit. In particular, 

we study the extent to which the responsiveness of a genetic toggle switch and of a re-

pressilator are affected by various degrees of extrinsic noise sources (i.e. degree of cell-

to-cell variability in RNAp numbers), as a function of transcription initiation kinetics of 

the genes. 

To assess this, following the same approach described above (for the study of individual 

genes), we create the stochastic models of a genetic toggle switch and of a repressilator, 

each having component genes whose transcription dynamics has multiple rate limiting 

steps. Further, at the cell population level, we account for the cell-to-cell diversity in 

RNAp numbers. As previously, the cell-to-cell variability in RNAp numbers in a cell 
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population, and the required model parameters, are measured using state-of-the-art meas-

urement, image and data analysis methods. Then, using the empirically validated param-

eter values, we performed several stochastic simulations of model cells, each with a num-

ber of RNAp’s drawn randomly from a normal distribution and kept constant throughout 

the simulation time. Finally, to assess the influence of cell-to-cell variability in RNAp 

numbers on the behavior of the switch (switching frequency) and of the repressilator (pe-

riod of oscillations) as a function of the promoters initiation kinetics of the component 

genes, we performed simulations for various values of the rate constants of the model 

controlling the transcription initiation kinetics [14]. 

This thesis work was carried out at the Laboratory of Biosystem Dynamics (LBD), led by 

Professor Andre S. Ribeiro, from the BioMediTech Institute (BMT) of Tampere Univer-

sity of Technology (TUT). The results of this work were published in two international 

conferences, namely, the 9th International Conference on Bioinformatics and Biomedical 

Technology [10], and the European Conference on Artificial Life [14]. In addition, con-

tinuation of these studies, consisting of a study of the multi-scale effects of extrinsic noise 

(i.e. on the activity of a gene, of small and of large gene networks), as a function of the 

kinetics of transcription initiation of the component genes, has been accepted for oral 

presentation and for publication in another international conference, the 12th Workshop 

on Artificial Life and Evolutionary Computation, with me as co-author [15]. 

Following introduction (Chapter 1), Chapter 2 provides a summary of the present 

knowledge on the structure of DNA and RNA, on the dynamics of gene expression and 

gene regulatory networks, and on the sources of intrinsic and extrinsic noise in gene ex-

pression. In addition, several open questions on the observed cell-to-cell phenotypic di-

versity at the single gene, single cell levels are presented. Next, Chapter 3 presents a 

description of the most recent live cell microscopy measurement techniques, such as tech-

niques on fluorescent probing of proteins for in vivo detection of individual RNA mole-

cules in live cells, signal processing methods for image analysis and data extraction, and 

a detailed description on stochastic modelling techniques of single genes and gene regu-

latory network models. Chapter 4 presents the results of in silico studies of the dynamics 

of a single gene and small regulatory networks. Finally, Chapter 5 includes a discussion 

and main conclusions that can be drawn from the results. 
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2. BACKGROUND 

2.1 Biological background 

A brief overview of biological concepts associated with this thesis is provided in this 

chapter. First, we provide information about the DNA structure and about gene expression 

dynamics in prokaryotes. Finally, we describe noise sources in gene activity. 

2.1.1 Structure of the DNA and RNA 

DNA, Deoxyribonucleic Acid, consists of two covalently linked two-polynucleotide 

chains or strands, each composed of nucleotide subunits. Each of these nucleotides is 

made up of a sugar phosphate group and a nitrogen base. There are four types of nitrogen 

bases: Adenine (A), Thymine (T), Cytosine (C), and Guanine (G). Adenine binds to thy-

mine and cytosine binds to guanine. The order of arrangement of these nitrogen bases in 

the DNA strand determines the ‘genetic code’ (Figure 1). This code has most (if not all) 

of the information necessary to create the complete organism. Every living organism has 

a DNA sequence, except for viruses, which instead of DNA, carry their genetic code in 

an RNA (Ribonucleic acid) molecule. 
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Figure 1. Double strand DNA and its building blocks. The DNA strand is made up of 

4 different nucleotide bases, adenine (A), thymine (T), guanine (G) and cytosine (C), 

which are covalently linked with sugar-phosphate to form a polynucleotide chain. Each 

DNA molecule has 2 chemical polarities; that is, its two ends are chemically different. 

The 3’ end carried an unlinked –OH group attached to the 3’ position on the sugar ring, 

while the 5’ end carries a free phosphate group attached to the 5’ position on the sugar 

ring. 

RNA is the covalently linked single polynucleotide chain or strand. Like the DNA, the 

nucleotides composing the RNA are also made up of sugar phosphates and 4 different 

nitrogen bases. These are Adenine (A), Guanine (G), Cytosine (C), and differently from 

DNA, Uracil (U) instead of Thymine. The primary function of RNA is to code for protein 

synthesis, which carry out specific functions in the cell (Figure 2). 
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Figure 2. Single strand RNA and its building blocks. The RNA strand is made up of 4 

different nucleotide bases, adenine (A), uracil (U), guanine (G) and cytosine (C), which 

can covalently link with sugar-phosphate and form a polynucleotide chain. 

2.1.2 Gene expression in prokaryotes 

Genes are hereditary units [16]. They consist of segments of DNA, coding for the neces-

sary information to produce proteins, the functional components of cells. The process 

through which cells propagate the information from genes in DNA strands into functional 

proteins is named as ‘gene expression’. It is carried out in two sequential steps, transcrip-

tion and translation, which together constitute the central dogma of molecular biology 

(Figure 3). 

The first step in gene expression is transcription. In this, the information of a gene is 

transcribed by an RNAp enzyme complex into a single stranded RNA molecule, which 

codes for proteins, which are produced by the translation process (see below). The RNA 

polymerase holoenzyme is a combination of RNA polymerase core enzyme and a DNA 

binding protein, named ‘σ factor’, which can bind to specific nucleotides of the promoter 

regions named Transcription Start Site (TSS). These promoter regions are specific nucle-

otide sequences in the DNA strand, which can regulate the expression of a gene, or a 

group of genes.  

In transcription, the RNA polymerase holoenzyme attaches itself to a DNA molecule, 

slides along the nucleotides (through nonspecifical binding) until it locates itself at the 
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promoter region of the gene, where it specifically binds to, leading to the unwinding of 

the two strands of the DNA. After this, the nucleotides of the genes become ‘open’ for 

transcription. The complex process of transcription initiation is considered to be the most 

important regulatory step of gene expression in prokaryotes, as it undergoes a series of 

time-demanding conformational changes that do not occur in subsequent steps [17].  

After the transcription of the first 10 nucleotides, the polymerase is out of the promoter 

region and can move along the DNA towards the end of the DNA coding sequence of the 

gene, in a process named transcription elongation. When at the elongation mode, the 

RNAp forms an RNA strand, from free floating nucleotides, which contains the same 

genetic information (in terms of nucleotides sequence) as the DNA strand. The elongation 

mode continues until the RNA polymerase reaches the termination site in the DNA, after 

which it is released. The transcribed RNA then conforms into a three-dimensional struc-

ture, by folding.  

There are two main reasons why, in prokaryotes, transcription initiation is considered to 

be the main regulatory step in gene [17]. First, subsequent steps, such as elongation and 

termination, are much faster and less ‘stochastic’ than transcription initiation. Also, 

mRNA translation occurs while the mRNA is being transcribed and has no significant 

rate-limiting steps [17] [18] [19] [20] [21]. The relatively slow nature of transcription 

initiation and its significance in regulation of RNA and protein production dynamics are 

due to its multi-stepped nature [17] [22]. 

 

Figure 3. The Central Dogma of Molecular Biology. The image describes, from top 

to bottom, the sequence of steps in gene expression, in which transcription is the process 

through which DNA produces RNA and translation is the process through which the RNA 

produces polypeptide and protein structures. 
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In translation, the information coded in the mRNA is used to produce specific amino-

acids by a triplet-wise degenerated universal code (codon) of nucleotides with the help of 

a complex molecular structure named Ribosome [23]. Thus, gene expression is not spon-

taneous, rather, it depends on the availability of molecules such as RNAp and Ribosomes, 

which causes fluctuations in proteins levels over time. 

2.1.3 Gene regulatory networks 

Gene regulatory networks (GRN) are groups of genes that form a network of interactions 

(based on proteins) that are capable to perform complex functions. The topology of the 

network is determined by the regulatory links between the genes of the network. In bac-

teria, small sets of genes collectively perform a biological function. These are usually 

clustered into operons [24] [25].  

In natural GRNs, such sets of genes, whose activities are directly linked, are called motifs 

[26] . These motifs perform complex actions, sometimes in response to internal and ex-

ternal stimuli, such as switching between possible states or keeping track of time. Several 

such natural motifs have been studied recently [27] [28] [29]. 

Genes can interact in various ways. For example, there are ‘positive’ interactions, where 

the expression of gene (A) activates the expression of gene (B), and ‘negative’ interac-

tions, where the expression of gene (A) reduces the expression of gene (B). In general, 

these gene networks can be represented in simple forms, to assist the understanding of 

their behavior. For instance, the schematic representation of a 2-gene toggle switch net-

work and of a repressilator network are shown in Figure 4 and Figure 5 respectively. 

 

Figure 4. Schematic representation of a genetic toggle switch, where gene “1” re-

presses gene “2” and vice versa. In this network, gene “1” activity represses gene “2”, 

keeping gene “1” in a ‘dominant’ position, and vice-versa.  
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Figure 5. Schematic representation of a 3-gene Repressilator, where gene “1” re-

presses gene “2”, gene “2” represses gene “3” and gene “3” represses gene “1”. In a 

closed system of 3 genes displayed in a loop, where each gene represses the next, it is 

expected that the activity of each of the genes will oscillate regularly. 

In gene regulatory networks, ‘dominant’ gene refers to a gene whose activity suppresses 

the activity of others, as it exhibits higher protein expression levels than a ‘recessive’ 

gene, which will have lower protein expression levels.  

2.1.4 Intrinsic and extrinsic noise in gene expression 

There is a significant variability in cellular phenotype, even among populations of genet-

ically identical cells in the same environment [30] [31] [32] [33].  

This diversity is due to, first, the stochastic nature of gene expression and the small num-

ber of molecules involved within the same cell (intrinsic noise). Also, cells differ in num-

ber of components, which cause differences in the rates of the processes of transcription 

and translation (extrinsic noise) [34] [31].  

Interestingly, some genetic circuits can suppress the effects of fluctuations in molecules 

species for robust functioning, while other genetic circuits can amplify this noise to in-

crease the cell-to-cell heterogeneity [35] [36]. 

The level of noise in gene expression also differs between various E. coli strains [31], 

which implies that gene expression is regulatable or the level of extrinsic noise is differ-

ent.  

Noise can be either beneficial or detrimental. Since stochasticity in gene expression 

causes phenotypic differentiation [33], it might allow at least some cells to be better fit to 

some environmental fluctuations [37] [38], which is beneficial. Meanwhile, these fluctu-

ations also imply that some cells might not make the proper decision, which is detri-

mental. 

Many questions remain open about noise regulation, both intrinsic and extrinsic. Only 

some of these questions are being addressed now. Answers to these questions (such as, 

are there mechanisms of their regulation and, if so, how do they operate) will provide 
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much better understanding of the phenotypic diversity observed in cell populations, rang-

ing from bacteria to cancer cells. 

2.2 Open questions on the observed cell-to-cell phenotypic 

variability levels at the single gene level 

The main questions on the observed levels of phenotypic variability in RNA and protein 

numbers are: why do these levels differ between genes if the sources of variability are 

identical for all genes? Also, why do these levels of phenotypic variability in RNA and 

protein numbers of each gene change by different degrees when changes occur, e.g., in 

the numbers of master regulator molecules such as RNAp, ribosomes and σ factors. 

As mentioned in the introduction, we explore the possibility that the answer to these ques-

tions lies in the fact that, in general, the effects of cell-to-cell variability in the numbers 

of some molecule affecting transcription rates depends on the kinetics of the rate-limiting 

steps in transcription initiation and on which step that molecule affects. 
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3. MATERIALS AND METHODS 

3.1 Microscopy 

The application of state-of-art microscopy techniques has facilitated significantly the un-

derstanding of the complex behaviors of various cellular mechanisms. Here, we use con-

focal and phase contrast microscopy to study the in vivo dynamics of transcription. More 

specifically, we use these to quantify RNAp and RNA molecules inside the cells. A brief 

explanation about these microscopy techniques and their application in this thesis work 

is provided in the following chapters. 

3.1.1 Confocal time-lapse microscopy 

Confocal microscopy is a fluorescence microscopy technique. The term ‘confocal’ is de-

fined as ‘having the same focus’ and this microscope creates a final image from a same 

point of focus. In short, first, the specimen is excited with laser beam at a particular wave-

length, which is chosen depending on the fluorophores present in the specimen. The fluor-

ophores emit light, whose wavelength is different from that of the excitation light beam. 

The thickness of the specimen causes the light to be emitted also from outer regions. To 

get rid of this out of focus signal there is a pin hole arrangement in front of the image 

plane, which filters the out of focus signal. After this filtering, the resulting signal is 

smaller in amplitude, which is then amplified by a photomultiplier tube whose gain is 

customizable. As these imaging pixels are created point by point, which requires point-

to-point excitation, a complete image is formed.  

One significant feature of this microscopy technique is its efficient rejection of out of 

focus fluorescent light, which reduces the degradation of image quality due to out of focus 

light signals.  

Here, we study E. coli strains grown over agar gel. This causes emission of out-of-focus 

fluorescent light. Due to this, we use confocal microscopy to image these E. coli cells. 

In this project, confocal microscopy is used to capture time-lapse images of E. coli cells 

to study their RNA production dynamics, since it has much better resolution in compari-

son with other conventional wide field microscopy techniques. In this method, the laser 

light source is restricted to the volume of observation, so that the out of focus fluorescence 

signal is ignored from the detected signal. Another main advantage of this method is the 

enhanced contrast, especially when specimens are thick. Meanwhile, it has the disad-

vantage of longer imaging time, due to its point-to-point excitation and scanning, and thus 

cannot be used to image weak signals that degrade rapidly.  
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The confocal microscopy images that give fluorescence information of the cells are taken 

every 1 minute so as to provide accurate information on the kinetics of RNA production. 

However, these images do not provide information on the cells’ morphology. To segment 

the cells, i.e. to define cell boundaries, we make use of phase contrast images. 

The RNA molecules, produced by the cells, since they are tagged with MS2-GFP (see 

section 3.2.2), can be detected through the green fluorescent channel of the microscope 

(see example images in Figure 6). Meanwhile, another fluorescent protein, mCherry, also 

used in our studies, are detected through the red fluorescent channel.  

The RNA molecules can be seen as fluorescent spots, and move around in the cytoplasm, 

tending to aggregate in the cell’s poles, due to a nucleoid-exclusion phenomenon [39]. 

 

Figure 6. Time-lapse confocal image examples of E. coli cells expressing MS2-GFP 

and GFP-tagged target mRNA molecules. Here, fluorescent images were taken once 

every 1 minute for 180 minutes. Tagged RNAs are visible as bright spots. 

3.1.2 Phase-contrast microscopy 

Phase contrast microscopy is a technique used to obtain high contrast microscopy images 

from transparent samples by converting light phase differences into light amplitude dif-

ferences. The phase difference is generated by differences in optical path length, which 

depends upon the refractive index and the thickness of the sample. Different cellular com-

ponents in the sample have different refractive index, causing the phase of light to change 

over different regions of the sample, which provides contrast information. Interestingly, 

even small differences in refractive index between cellular structures, result in large dif-

ferences in the phase contrast channel. 

During the time that light rays are crossing the cells in the sample, they travel relatively 

slower than those that do not cross the cells. This reduction of the speed of light will cause 

phase difference of nearly -90˚ with the rays of light crossing only the background. This 

leads to defocusing and does not give more detailed image. Meanwhile, in phase contrast 

images, the light incident on the background also phase shift due to crossing a phase-shift 

ring. Namely, using the positive phase contrasting technique, the phase shift ring shifts 

the un-diffracted background light by +90˚ causing destructive interference when the 
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background light and diffracted light rays meet. As a result, cells become darker than the 

background. In our lab, the positive phase contrasting technique is being used for phase 

contrast imaging. 

In this project, both confocal and phase-contrast microscopy technologies are used sim-

ultaneously, in order to capture, respectively, the level of fluorescence in the cells (Figure 

6), which is used to measure gene expression, and the cell boundaries, which are obtained 

from cell segmentation (Figure 7). In general, here, the fluorescence images are taken 

every minute, while the phase contrast microscopy images are taken every 5 minutes (to 

reduce the effects of photo toxicity). This is made possible by the fact that the cells in 

agarose gel move slowly. 

 

Figure 7. Example time-lapse of phase contrast images of E. coli cells. In time series 

measurements, these images are usually taken simultaneously with fluorescent time-lapse 

images (see example images in Figure 6). Then, the two channels are merged, to allow 

observing where the fluorescent spots locate (i.e. in which cells). 

3.2 In vivo detection of individual RNA molecules in live cells 

Researchers have long been using various techniques to study the mechanisms of tran-

scription. These techniques include X-ray crystallography [40], FRET [41], foot printing 

based on gel electrophoresis [42] and, e.g., fluorescence in situ hybridization [43], which 

could only provide a static picture of a dynamic process. To best understand the dynamics 

of transcription, in vivo single RNA-molecule studies are required, as these studies pro-

vide a more complete picture of the kinetics of transcriptional dynamics. For example, by 

observing only how many RNAs exist in each cell at a given moment in time following 

induction of a gene, it is not possible to determine when these molecules were produced. 

E.g. they could have all being produced at the end of the observation time, as well as at 

the beginning, and still result in the same total number of RNA molecules at the end of 

the observation time. As such, only observing when each molecule was produced, it is 

possible to produce models of the kinetics of their production. 
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3.2.1 Fluorescent proteins 

In 1962, while conducting a study in the jellyfish Aequorea, Osamu Shimumura and col-

leagues discovered the presence of a luminescent substance, aequorin. This substance 

was then found to be a fluorescent protein, which has the potential to store high amounts 

of energy, which can then be released in the presence of calcium. This results in the emis-

sion of a bright blue light. Given this unique feature, this protein was first used as a cal-

cium probe. Next, in the process of purifying this fluorescent protein, aequorin, another 

protein with bright green fluorescence was also extracted and named as Green Fluores-

cence Protein (GFP) [44]. 

The significance of GFP was realized later on, namely, once it was found that it could be 

used as a fluorescent marker for gene expression. With the parallel development of pro-

tein engineering methods, since then, several fluorescent proteins have been developed, 

covering almost the entire visible spectrum of light. [45]. As a result, nowadays, fluores-

cent probing is widely used to detect and quantify proteins by using in vivo live cell im-

aging. 

For fluorescent probing to be an effective method, the binding of fluorescent proteins 

with target molecules should not affect their normal functioning. Despite fluorescent 

probing being a powerful tool to perceive the dynamics at a spatial and temporal level, 

there is still scope for improvements regarding, e.g., maturation time, photo bleaching 

and blinking. For example, shorter maturation time enables the detection of targeting mol-

ecules sooner, following their production. Further, the detection of targets is more reliable 

if the fluctuations in fluorescence intensities and photo bleaching of the molecules can be 

reduced. 

Finally, for precise detection of fluorescent proteins, the light emitted from those fluores-

cent proteins should be of higher intensity than the background’s auto-fluorescence. As 

such, the fluorescent proteins to be used should be selected based upon prior knowledge 

of the system (i.e. its autofluorescence levels, etc.), in order to avoid, e.g., having the 

same excitation wavelength as the elements of the background responsible for its auto-

fluorescence.  

In our study, we imaged RNA molecules containing sequences to which the MS2 viral 

protein can bind to. Namely, each RNA contains 48 tandem repeating binding sites for 

MS2. In addition, the cells contain a plasmid capable of expressing MS2 fused with a 

GFP protein. Combining these two systems, 48 MS2-GFP fusion proteins can bind to the 

binding sites carried in each RNA produced coding for the 48 binding sites. As a result, 

the RNA-MS2-GFP molecules, emit a fluorescent signal that is much brighter than the 

background fluorescence, allowing a clear discrimination of these RNA molecules from 

the image. 
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3.2.2 MS2-GFP tagging method 

To study the dynamic nature of transcription, we need methods to track over time, the 

process of gene expression in individual cells. Since the finding and acknowledgment of 

the significance of fluorescent proteins as potential sensors of this process, there has been 

many developments in the methods to image biological processes in vivo. 

The first method to detect RNA molecules in real-time in vivo was developed by Singer 

and associates in 1998. They developed a novel approach to visualize mRNA molecules 

in eukaryotic cells [46]. Later, this method was used to visualize the production of indi-

vidual mRNA molecules in E. coli for several hours [18]. Ever since, the usage of this 

technique to explore the in vivo dynamics of processes at the single cell, single molecule 

level has been increasing. One of the reasons for this is that it has made possible the 

quantification of RNA molecules from the fluorescent intensities in live cells over time. 

The empirical data used in this thesis, was obtained by using a two-plasmid system, as in 

[47] [18], which allows to quantify the RNAs produced in the cells over time. The two 

plasmids are a ‘reporter plasmid’ and a ‘target plasmid’. The reporter plasmid codes for 

a GFP sequence fused with a tandem dimer of RNA bacteriophage MS2 coat protein. Its 

production is regulated by the promoter PBAD. Meanwhile, the target plasmid codes for 

mRNA containing 48 tandem repeats of MS2-binding sites that is under the control of the 

PlacO3O1 promoter.  Each binding site consists of a stem loop structure of viral RNA with 

19 nucleotides. The schematic description of the two plasmid system of single RNA de-

tection used in this study is shown in Figure 8. 

 

Figure 8. Schematics of the genetic components of the mRNA detection system. On 

the left, controlled by the PlacO3O1 promoter (whose activity is regulated by the inducer 

IPTG) is the target RNA, constructed on a single-copy F-plasmid. It consists of a coding 

region for mCherry, red fluorescent protein, followed by an array of 48 MS2-binding 

sites. On the right is the reporter system, constructed on a medium-copy vector, which 

codes for MS2-GFP tagging proteins, whose production is controlled by PBAD (inducible 

by L-arabinose). 
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Induction of the promoter in the reporter plasmid results in the expression of multiple 

copies of MS2-GFP proteins into the cytoplasm, making the cells greenish. As soon as 

the target RNA is produced, the reporter proteins, MS2-GFP, binds to its binding sites in 

RNA, creating a very bright green spot, which is clearly discriminated from the back-

ground green fluorescence. 

One of the interesting property of the viral MS2 coat protein is that it has a very long 

lifetime. Further, when RNA molecules are bound with this MS2-GFP, they also become 

highly robust to degradation (as that is the natural purpose of MS2), due to which the 

RNA does not degrade over the course of measurement period. This allows not consider-

ing the possibility of RNA degradation, which facilitates quantifying more precisely how 

many RNAs exist in the cell over time from how many appeared [47]. 

3.3 Image analysis and data extraction 

After obtaining time-lapse microscopy images, image analysis methods are employed to 

extract, e.g., RNAp and RNA numbers over time, mean RNA intervals and other variables 

of interest to the study of gene expression dynamics.  

For this, in our studies, cells are first segmented by a semiautomatic method: first, cells 

in phase contrast images are segmented by an automated method [48] followed by manual 

correction. The automated method also measures the dimensions of cells and their orien-

tation. Second, the phase contrast images are aligned on top of the confocal images. Third, 

the segmentation of RNA spots in the cells is done by automatic kernel density estima-

tion(KDE) [48]. Next, the total fluorescent intensity inside the spots of the cells are cal-

culated, followed by background subtraction. 

From the corrected spot intensity (total spot intensity minus background intensity) in each 

cell, we determine the number of RNA produced by the cell. As the RNA tagged with 

MS2-GFP is ‘immortal’, the spot intensity should increase monotonically with time. The 

increase in spot intensities should thus corresponds to the production of more target RNAs 

by the occurrence of new transcriptional events. From the consecutive transcription 

events, by measuring the time between two consecutive productions, we get the distribu-

tion of RNA production intervals. From the time interval distribution, rate limiting steps 

in transcription initiation, their number of occurrences and their respective durations can 

be inferred. The steps involved in this process is explained in the following subchapters. 

3.3.1 Cells and spots segmentation 

After acquiring the fluorescent and confocal images, we performed image alignment us-

ing cross-correlation method. This process is required to remove the movement of cells 

in image frames over time, as they cause difficulties in cell tracking over time. 
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Then, we segment the cells using image analysis techniques. For cell segmentation, phase 

contrast images are preferred over fluorescent images because the morphology of cells 

are more clearly visible in phase contrast images. To detect cell boundaries and to seg-

ment them, we make use of a semi-automated tool that performs cell segmentation and 

cell tracking [48]. The algorithm works by, first, identifying the cell region, followed by 

creating a mask over the cells. The automatically generated masks have small errors, 

which are corrected manually from visual inspection. From the segmented cell masks, 

cell location, orientation and its morphological features such as shape and dimensions are 

obtained using principal component analysis (PCA). Those cells which cross border of 

the image are ignored from masking. 

The cell segmentation process is followed by alignment of phase contrast images over 

fluorescent images. This alignment is done with a semi-automated tool, which aligns the 

phase contrast images over fluorescent images. The automatic alignment is not perfect 

and it has some offset, which is corrected manually by visual inspection. An example of 

this alignment process can be seen in Figure 9. 

 

Figure 9. Segmented phase contrast images aligned over confocal time-lapse images. 

In this, the blue dots correspond to the regions of the overlapped image that should be 

manually aligned to extract the fluorescence intensities of each cell detected in the cor-

responding phase-contrast image. 

3.3.2 RNA quantification 

To quantify the RNAs in cells, the spots intensity in the cells need to be calculated. For 

that, first, the region where the MS2-GFP RNA spots are located, should be segmented. 

These spots are segmented automatically using a kernel Density Estimation (KDE) 

method [49]. In short, this method estimates the probability density function from the 

distribution of pixel intensities of each spot, and then it finds a cut-off point, which cor-

responds to the first local minimum of the KDE. Then, each pixel is checked and those 

pixels whose intensities are above the cut-off value are segmented as spots [50]. 

The total spot intensity of the cell is calculated by adding all the pixel values of the spots 

in the cell. In addition, the unbound MS2-GFP molecules in the cells constitute back-

ground fluorescence, which need to be subtracted from the total spot intensity of the cells. 
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To perform this background correction, the mean background intensity of the cell is mul-

tiplied by the area of the spot and then this value is subtracted from the total spot intensity. 

The corrected spot intensity is quantified into RNAs by normalizing the spot intensity 

histogram of cell population by the difference in intensity of the first two peaks of the 

distribution, which corresponds to the intensity of a single RNA [47], as represented in 

Figure 10.   

 

Figure 10. Manual RNA rounding method [47], here referred to as “peak selection” 

method, of a distribution of spot intensities. In this, the number of RNAs, per total spot 

intensity value, is estimated by manually selecting the first peak of intensity that most 

likely corresponds to 1 RNA molecule. 

3.3.3 RNA polymerases quantification 

RNA polymerase numbers inside the cells are known to vary by changing the media rich-

ness [6]. Media richness can be changed by, e.g., varying glycerol concentration in the 

media.  

Once having a set of conditions where cells differ in RNAp concentrations, these differ-

ences can be determined, e.g. by RNAp fluorescence intensity measurements, which can 

quantify the changes in RNAp concentrations relative to a control condition. It is expected 

that, according to standard models of transcription (see e.g. (McClure, 1985)), such 

changes in RNAp concentrations inside the cell will cause changes in the rate of occur-

rence of transcription events. To directly correlate the changes in fluorescence density 

levels of the RNAp molecules to changes in the transcription initiation rates, it is assumed 

that the RNA polymerase numbers available to bind with the promoter to initiate tran-

scription are proportional to the mean RNAp fluorescence density within a cell.  
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Based on this, after segmentation and alignment of cells from microscopy images, the 

fluorescence density of each cell is measured by calculating the mean fluorescence inten-

sity of the cell. Then, the relative RNAp concentration of different conditions is quantified 

by first calculating the mean fluorescence intensity per pixel of all the cells in the popu-

lation for each condition. Afterwards, the mean of the mean fluorescence intensity per 

pixel of the cells for each condition is calculated. Next, the resultant fluorescence inten-

sities are normalized with respect to the control condition, so as to obtain the relative 

fluorescence between a condition and the control. This relative fluorescence intensity val-

ues can then be used in  plots, a plotting technique that allows dissecting the duration of 

the rate-limiting steps in transcription initiation subsequent to the initiation of the open 

complex formation (i.e. that do not depend on the concentration of RNAp in the cell). 

Meanwhile, the RNAp numbers variability between cells of a population can be estimated 

by fitting a normal distributed curve over the relative RNAp fluorescence intensity values 

of individual cells [1]. From the best fitting curve, the distribution parameters, such as 

mean and standard deviation, are extracted. We use this distribution parameters to esti-

mate the empirical levels of extrinsic noise in RNAp numbers. 

Finally, we introduce those empirical numbers in our stochastic model of gene expression, 

which is implemented in each cell of a population by randomly drawing an RNAp amount 

from that distribution for each cell. This is the main innovation of our model, when com-

pared with previous stochastic models [7] [51] [52].  

3.4 Measurement of RNA production time intervals 

From the RNA production events, the mean RNA production time is calculated. We used 

two methods to calculate this RNA production intervals. Both methods have their own 

pros and cons and they are explained briefly in the following sub chapters. 

3.4.1 Time intervals from consecutive RNA production events 

From the RNA production events estimated from time-lapse microscopy images, we can 

extract precise information about the RNA production dynamics. As the MS2 viral coat 

protein and their binding to the target RNA are ‘near-immortal’, the MS2-GFP tagged 

RNA molecules do not degrade over time. Thus, as more RNAs are created, we expect 

the total spots intensity in the cell to increase over time. This increase in spots intensity 

is expected due to the occurrences of new transcriptional events over time. 

We extract the time intervals between consecutive RNA production events using an au-

tomated method. In this, the total spots intensity of each cell, over time, is fitted with a 

monotone piecewise-constant function by least squares. The order of the fitted model is 

selected using an F-test (p-value 0.01) and, for better fitting to the data, higher order to 
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be chosen. From the results of model fitting, the distribution of intervals between consec-

utive RNA production events is obtained for each condition. An example of RNA pro-

duction events obtained from fluorescent spots intensity of a cell over time is shown in 

Figure 11. 

 

Figure 11. Example plot of the time course of the total corrected intensity levels of 

spots in a cell (grey line), from time-lapse confocal microscopy images, and the monotone 

piecewise-constant fit (orange line) that assigns RNA numbers to the intensity levels in 

this cell time-series. 

3.4.2 The first and last frame method 

In this method, an approximate value of the mean of the time intervals between successive 

RNA production is obtained from the RNA fluorescence intensities of the cells in the first 

and last frames of the time lapse microscopy images. This method considers two assump-

tions: i) all the cells in the population have the same cell division rate and, ii) all cells 

have the same RNA production rate (as represented in Figure 12). In comparison to the 

method described in section 3.4.1, this method is advantageous as much less time is con-

sumed in obtaining the final results. Namely, it significantly reduces the time taken for 

automatic segmentation followed by manual correction of the cells. The disadvantage of 

this method is that it is less informative of the RNA production kinetics when compared 

to the previous method. 
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Figure 12.  Model of formation of a cell lineage by cell division. In this, a new cell 

generation occurs at each doubling interval, and all cellular components of the mother 

cell, such as RNAs, are equally divided by the two daughter cells. 

Consider N0 to be the number of cells present at the beginning of the time series, and N 

to be the number of cells at any given subsequent time moment t. Thus, if D is the dou-

bling time, we have that: 

0( 2)
t

DN t N  (3.1) 

Assuming R(t) to be the number of RNAs in the entire cell population at the moment t, 

the rate at which RNAs are produced by the population is: 

dR
kN

dt
  (3.2) 

Where, k is the RNA production rate constant. 

From (3.1) and (3.2),  
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  (3.3) 

Solving this linear differential equation, one obtains: 
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t

D
D

R kN C   (3.4) 

Applying the following conditions (i) and (ii) to equation (3.4), the values of the constants 

C and k can be found: 

i) When t = 0, R = R0, where R0 is the initial number of RNAs in the population 
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ii) When t = D, R-R0 = nN0, where D is the doubling time, and n is the number of 

RNAs produced per cell in 1 doubling time. 

Applying condition (i) into equation (3.4), we obtain: 

00 (1)
ln 2

D
R kN C   (3.5) 

Thus, the constant C is found to be: 

0 0
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Replacing the expression of constant C into equation (3.4), we get: 
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The above equation can be rewritten as: 
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Applying condition (ii) in equation (3.8): 
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From the above expression, constant ‘k’ is found as: 
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Introducing the expression of the constant ‘k’ in equation (3.8), we get: 
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The above expression can be rewritten as: 
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Next, let 𝑀 = 𝑅
)

0

(

2
t

DN⁄  be the mean number of RNA per cell after time t, and 𝑀0 =

𝑀0 𝑁0⁄  be the mean number of RNAs per cell at the initial time moment (t = 0). Replacing 

these simplified terms in equation (3.12), the number of RNAs produced per cell (n) in 1 

doubling time (D) is found to be: 
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From equation (3.13), the RNA production rate (Prna), i.e. the number of RNAs produced 

per cell per unit time, is given by: 
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3.5 Dissection of RNA production time intervals 

The dissection of RNA production time interval is done to quantify the duration of open 

and closed complex formation. This is done using a  plot (Lloyd-Price et al, 2016), which 

includes a line fitting procedure, which allows extracting the time-length of the open 

complex formation (McClure, 1985). 

3.5.1  Plots 

The duration of the rate limiting steps in transcription initiation have been calculated by 

using an ‘abortive initiation method’ as demonstrated by McClure in 1985 [22]. As ex-

pected, there is a mean time for an RNAp to successfully bind to a promoter and the 

initiation of transcription. This process is named as closed complex formation and we 

represent here the time it takes as tcc. 

To dissect this binding and the subsequent isomerization steps required for the production 

of a RNA and to quantify their respective time duration, McClure considered a model of 

a two-step reversible transcription initiation process (3.15): 

1 2

1 2

k k

p
k k

R P Pcc Poc
 

     (3.15) 

where, Rp is free RNAp available for transcription, P is free promoter, and Pcc and Poc are 

promoter states in closed and open complex formation, respectively. Using this method, 
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it is possible to quantify the duration of these rate-limiting steps in transcription initiation 

[53]. 

Applying the steady state condition to Pcc and considering k2≫k-2: 
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Here, kobs is the rate at which Poc is formed, which can be obtained from empirical meas-

urements. Meanwhile, the average time (𝜏𝑜𝑏𝑠) the promoter takes for completion of one 

promoter initiation process is: 
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Using equation (3.17), it is possible to separate the open and closed complex formation 

durations from τobs, using a ‘τ plot’, where the inverse of RNAp concentration on the x-

axis and the respective 𝜏𝑜𝑏𝑠 in the y-axis are plotted (Figure 13).  

 

Figure 13. τ plot of lag times (τobs) for D and A2 promoters of T7 bacteriophage. The 

lag times observed (τobs,) for pGpUpu synthesis from the D promoter (in squares) and for 

pGpC synthesis from A2 promoter (in circles), are plotted versus the inverse of RNAp 

concentrations. 

As the closed complex formation time is inversely proportional to the concentration of 

RNAp, a linear relationship is expected between the closed complex formation time and 

the inverse of the RNAp concentration. After plotting the data points, a line that best fits 

is drawn through those data points as shown in Figure 13.  

Relevantly, the y-intercept (c) of the best fitting line is approximately equal to the mean 

time the promoter spends for the formation of open complex (because at this point, the 
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number of RNAp is ‘infinite’), which is equal to 1/k2. Meanwhile, for a given finite con-

centration of RNAp, the closed complex formation time is approximately equal to the 

product of inverse of RNAp concentration and the slope (m) of the best fitting line. Using 

these ideas, McClure and colleagues performed the dissection of the in vitro kinetics of 

transcription initiation. 

Recent studies [6] have shown that the rate limiting steps of transcription initiation in in 

vivo could also be similarly dissected, from the mean RNA production intervals in in vivo 

single cell measurements. It was observed that the mean RNA production intervals de-

crease with increasing media richness, which increase the RNAp numbers in the cells.  

Then, a plot is made between the inverse of RNAp concentration in x-axis and mean RNA 

production interval in y-axis (τ plot). Then, slope (m) and y-intercept (c) of the line that 

best fits to those data points is obtained using the maximum likelihood algorithm ex-

plained in 3.5.2. It is assumed that at infinite RNAp numbers, the rate at which the for-

mation of closed complex is assumed to be infinitely fast and the time required for this 

formation is therefore ~0. Thus, the y-intercept is approximately equal to the open com-

plex formation time. Also, the closed complex formation time is equal to the product of 

inverse of RNAp concentration and the slope (m) of the best fitting line. In this thesis, 

this methodology is applied to dissect the duration of rate limiting steps in transcription 

initiation, from which the corresponding rate constants are inferred.  

3.5.2 Fitting line procedure 

For dissecting the promoter initiation kinetics using a τ plot, a straight line is to be fitted 

to the data points (xi, yi), where xi is the inverse of RNAp concentration and its corre-

sponding mean RNA production interval is yi. To find the line that fit best to the data 

points (xi, yi), the maximum likelihood estimation method is used. The equation of the 

straight line that is to be fitted with the data is: 

fit iy mx c   (3.18) 

Where, m is the slope and c is the y-intercept of the best-fitted line. 

Given this, the slope and y-intercept of the best-fitting straight line can be calculated 

through the minimization of the sum of the squares of the residuals. Considering that each 

data point has some uncertainty σi, the maximum likelihood estimate of the parameters 

can be obtained by minimizing the chi-squared function (χ2) in equation (3.19). 
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After minimization, the parameters of the best fitting line, the slope (m) and y-intercept(c) 

are calculated from equations (3.20) and (3.21) respectively. 
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3.6 Multi-step models of gene expression 

3.6.1 Modelling transcription 

We consider the model of transcription initiation in which the RNA production kinetics 

can vary from sub-Poissonian to super-Poissonian dynamics, depending on the rate con-

stant values of the rate limiting steps of the model. This model was derived after review-

ing various studies, encompassing genome-wide variability in RNA numbers [54] [55] 

and the dynamics of transcription in individual genes [56]. 

The model includes important rate-limiting steps in transcription initiation in E. coli such 

as, open complex formation [5], closed complex formation, ON/OFF process [57]. From 

the empirical RNA production interval measurements and the single cell RNAp measure-

ments, we find the best fitting model and their parameters as reported in [6]. 

The reaction equations of the best-fitted model are in (3.22) and (3.23), which can also 

be applied to other general promoters in E. coli. However, the rate constant values vary 

between promoters and conditions, due to different transcription initiation kinetics. 

oc

ON ON RNA
cc

e

rev

k k k

p CC OC p
k

P R P P R P      (3.22) 

ON OFF

OFF

ON

k

k
P P  (3.23) 

Reactions in equation (3.22) represent the multi-step transcription model of an active pro-

moter [58], where PON is the state of promoter in unrepressed active state. First, the RNAp 

(Rp) binds with free active promoter (PON) and forms closed complex (PCC) with rate con-
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stant kcc. Then, the promoter undergoes several intermediate steps (association and disso-

ciation of RNAp with the promoter) with rate constant of reversibility krev, before it forms 

open complex (POC) with rate constant koc [58] [59]. And after that, the promoter clear-

ance happens, followed by transcription elongation process with a rate constant ke, which 

produces an RNA. 

As the number of RNAp (Rp) in the cells is high, it is assumed that its concentration 

remains approximately constant over time and the equation (3.22) is rewritten as: 

*

oc

ON ON RNA
cc

e

rev

k
k k

CC OC p
k

P P P R P      (3.24) 

Where, *

cc cc pk k R  

Reactions in equation (3.23) represent the back and forth transitioning of the free pro-

moter (PON) to an inactive state (POFF) due to various reasons such as binding/unbinding 

of repressors/activators [60], accumulation of positive DNA supercoiling [61], etc. In our 

model, we assume that the back and forth transition between the ON and OFF states are 

due to binding/unbinding of repressors and so, the equation (3.23) is rewritten as: 

ON rep

rep

urep

k

k
P P  (3.25) 

Where, Prep is the promoter at repressed state, krep is the rate constant at which the Pro-

moter goes from PON to Prep state and kurep is the rate constant at which the Promoter goes 

from Prep to PON state. 

To calculate the time that the promoter spends in different states in the transcriptional 

process, we make use of the concept of reaction competition. To understand this, a simple 

example model is assumed, where a reaction specie A produces species B and C at rate 

constants kb and kc respectively, as shown in equation (3.26): 

b ck k
B A C   (3.26) 

From equation (3.26), it is inferred that, on average, by the time reaction ck
A C oc-

curs, reaction bk
A B  should have occurred b ck k times. On the other hand, by the 

time reaction bk
A B occurs, reaction ck

A C should have occurred c bk k times. 

Using this idea, the times that the promoter spends before and after committing to the 

formation of open complex are derived as follows. 

From equation (3.24), the average time the promoter spends in elongation process (te) and 

open complex formation (toc) in complete transcription are: 
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  (3.27) 

1
oc
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t
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  (3.28) 

Also, from equation (3.24), the open complex formation step occurs only once in every 

transcription. Having said that, by the time that a reaction ock

CC OCP P  occurs, reaction

revk

CC ONP P , should have occurred rev ock k instants. Meanwhile, reaction 

*

cc
k

ON CCP P should have occurred 1rev ock k  instants. So, the average time that the 

promoter spends in the closed complex formation (tcc) to complete transcription is: 

*

1
1rev

cc

oc cc

k
t

k k

 
   
 

 (3.29) 

From equation (3.24) and (3.25), if the reaction 
*

cc
k

ON CCP P occurs once, the reaction

rep

rP
k

ON epP   should have occurred *

ccrepk k instants. Since, the reaction
*

cc
k

ON CCP P  

occurs 1rev ock k   instants, the reaction
rep

rP
k

ON epP   should have occurred 

*( 1)
ccrev oc repk k k k  instants and the reaction urep

k

rep ONP P  also should have occurred 

*( 1)
ccrev oc repk k k k  instants. Hence, the average time the promoter stays in repressed 

state (trep) for a transcription even to occur is, on average: 

*

1
1

cc
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oc urep

kk
t

k k k

 
    
 

 (3.30) 

The above reaction is rewritten as: 

*

( )

cc

rev oc rep

rep

oc urep

k k k
t

k k k

 
  (3.31) 

As the mean RNA production interval (∆t) is equal to the time taken for 1 complete tran-

scription, ∆t is equal to the sum of average repression time (trep), average closed complex 

formation time (tcc), average open complex formation time (toc) and average elongation 

time (te), and is expressed as in equation (3.32). 

rep cc oc et t t t t      (3.32) 

Replacing equations (3.27), (3.28), (3.29) and (3.31) in equation (3.32):  
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*

1 1rev oc rep urep
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k k k k
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     (3.35) 

As the elongation time is relative very small, 1/ke tends to zero. And, the mean RNA 

interval approximately equals: 

   
*

1rev oc rep urep

oc cc urep oc

k k k k
t

k k k k

 
    (3.36) 

The equation (3.36) is rewritten by replacing 𝑘𝑐𝑐
∗  = 𝑘𝑐𝑐𝑅𝑝 

    1rev oc rep urep

oc cc p urep oc

k k k k
t

k k R k k

 
    (3.37) 

Thus, the relationship between the mean RNA production interval (∆t) and rate constants 

of rate limiting steps in transcription is expressed in equation (3.37). From the above 

expression, the time the promoter spends before committing to the formation of open 

complex (tprior) and the time the promoter spends after committing to the formation of 

open complex (tafter) are expressed as: 

   rev oc rep urep

prior

oc cc unrep

k k k k
t

k k Rk

 
  (3.38) 

1
after

oc

t
k

  (3.39) 

According to our model, increasing kcc, decreases the duration of closed complex for-

mation and increasing koc, reduces the duration of open complex formation. The duration 

of open and complex formation of the model is altered by varying koc and kcc, while keep-

ing the mean RNA production interval (∆t) and all the other rate constant values as con-

stant.  

Finally, the mean RNA production interval that is kept constant is calculated using equa-

tion (3.37) and the rate constants are obtained empirically [6]. These parameter values are 
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listed in Table 1. The relative time that the promoter spends before its commits to the 

formation of the open complex is varied by changing kcc and koc using equation (3.40). 

    1rev oprior c rep unrep

oc cc urep

k k k k
t

t k k Rk




 
 


 (3.40) 

Table 1.  Parameter values of the model of transcription under control conditions. kcc 

value is set, assuming that the number of available RNAp equals 1 (and are never de-

pleted). 

Parameter Value Reference 

krep 281 s-1 [6] 

kurep 0.01 s-1 [6] 

kcc 6469 s-1 [6] 

koc 0.005 s-1 [6] 

ke ∞ s-1 [6] 

krev 1 s-1 [6] 

Rp (Relative mean RNAp per cell) 1* [6] 

3.7 Modelling a 2-gene toggle switch 

We consider a dynamic model of a 2-gene toggle switch, in which in addition to the model 

of transcription explained in chapter 3.8.4, a translation step is also added for each gene 

in the network. This model allows RNA and protein production kinetics to differ widely 

in noise levels, depending on the rate constants of the rate limiting steps. The translation 

step of gene expression is modelled as a result of detailed studies, including translational 

kinetics at the single protein level [62] [63] [64], protein folding and activation kinetics 

[65] and the structure of natural genetic switches [32] [11].  

The illustrative image of two-gene toggle switch network is shown in Figure 4. To better 

understand, the modelling of this genetic circuit is split into 3 steps, namely active tran-

scription, repression and translation. First, in active transcription, the RNAp (Rp) binds 

with free active promoter (𝑃𝑂𝑁
𝑖 ) [59] and forms closed complex (𝑃𝑐𝑐

𝑖 ) with rate constant 

kcc. Then, the promoter undergoes several intermediate steps (Association and dissocia-

tion of RNAp with the promoter) with rate constant of reversibility krev, before it forms 

open complex (𝑃𝑜𝑐
𝑖 ) with rate constant koc [58] [59]. After that, promoter clearance hap-

pens, during which RNAp is released from the promoter, followed by transcription elon-

gation [66] with a rate constant ke, which produces RNAi. For simplicity of the model, we 

assume a symmetric toggle switch network, with the genes having the same rate constant 

values. This active transcription step of gene expression of individual genes in the net-

work is modelled as reactions in equation (3.41), where i=1, 2, index of the individual 

promoter in the network.  
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P R P P R P      (3.41) 

In translation part, the Ribosome (Rib) binds with RNAi, and produces inactive protein 

molecules(𝑃𝑟𝑜𝑡𝑢𝑛𝑓𝑜𝑙𝑑𝑒𝑑
𝑖 ) with a rate constant krbs, where i represents the index of the 

individual promoter in the network, which takes part in this translational process. Then it 

is followed by subsequent post-translational process, in which the inactive pro-

tein(𝑃𝑟𝑜𝑡𝑢𝑛𝑓𝑜𝑙𝑑𝑒𝑑
𝑖 ) converts to active protein(𝑃𝑟𝑜𝑡𝑓𝑜𝑙𝑑𝑒𝑑

𝑖 ) with a rate constant kfold. These 

processes are modelled as reactions in equations (3.42) and (3.43).  

Protrbski i i

unfoldedRNA Rib RNA Rib     (3.42) 

Prot Protfoldki i

unfolded folded  (3.43) 

In repression, the free active promoter (𝑃𝑂𝑁
𝑖 ) goes to inactive repressed state (𝑃𝑟𝑒𝑝

𝑖 ) state 

after it binds with promoter specific repressor protein (𝑃𝑟𝑜𝑡𝑓𝑜𝑙𝑑𝑒𝑑
𝑗

), where i represents 

the index of the promoter being repressed, where j represents the index of the repressor 

protein. This is modelled as in reactions in equations (3.50) and (3.51). 

1 2 1

ON repProt
rep

urep

k

folded
k

P P   (3.44) 

2 1 2

ON repProt
rep

urep

k

folded
k

P P   (3.45) 

Then, RNA and protein numbers in a cell gets decayed in two ways. First, the RNA and 

protein degrades over time with a degradation rate constant (Deg). Second, the dilution 

of RNA and protein molecules due to cell division at a dilution rate constant (Dil). Here, 

the mean lifetime of the cell (div) is assumed to be 1 hour [6] and dilution rate constant 

(Dil) is calculated using equation (3.46). Then the rate at which RNA and protein decay 

is modelled as reactions in equations (3.48) and (3.49), whose decay rate constant (kd) is 

the sum of degradation constant (Deg) and dilution constant (Dil) shown in equation 

(3.47). 

1 log(2)Dil div   (3.46) 

dk Dil Deg   (3.47) 

dkirna   (3.48) 

Prot dki

folded   (3.49) 
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3.7.1 Modelling a 3-gene Repressilator 

The dynamic model of 3 gene Repressilator genetic circuit is considered, which includes 

both transcription and translation steps for individual genes in the network. The network 

works in a way that gene 1 represses gene 2, gene 2 represses gene 3 and gene 3 represses 

gene 1. The schematics of this network is shown in Figure 5. Depending upon the rate 

constant values of the rate limiting steps in transcription initiation of genes in the network, 

there is diversity in RNA and protein production over the cell population. The transla-

tional step of the genes in the network is modelled as a result of detailed studies, including 

translational kinetics at a single protein level [62] [63] [64], protein folding and activation 

kinetics [65] and the structure of natural genetic switches [32] [11]. 

For better understanding, the modelling of this gene circuit is split into three steps, namely 

active transcription, repression and translation. First, in active transcription, the RNAp 

(Rp) binds with free active promoter (𝑃𝑂𝑁
𝑖 ) [59], it goes to a state of closed complex (𝑃𝑐𝑐

𝑖 ) 

with rate constant kcc. Then, the promoter undergoes several intermediate steps (associa-

tion and dissociation of RNAp with the promoter) with rate constant of reversibility krev, 

before it forms open complex (𝑃𝑜𝑐
𝑖 ) with rate constant koc [58] [59]. After that, promoter 

clearance happens, during which RNAp is released from the promoter, followed by tran-

scription elongation [66] with a rate constant ke, which produces RNAi in the end. For 

simplicity of the model, we assume a 3 gene Repressilator network, with all the genes 

having the same rate constant values. This active transcription part of gene expression of 

individual gene in the network is modelled as reactions in equation (3.41), where i=1,2,3, 

is the index of the individual promoter in the network.  

 In repression, the free active promoter (𝑃𝑂𝑁
𝑖 ) goes to inactive repressed state (𝑃𝑟𝑒𝑝

𝑖 ) state 

after it binds with promoter specific repressor protein (𝑃𝑟𝑜𝑡𝑓𝑜𝑙𝑑𝑒𝑑
𝑗

), where i represents 

the index of the promoter being repressed, where j represents the index of the repressor 

protein. This is modelled in reactions in equations (3.50), (3.51)  and (3.52). 

1 3 1

ON repProt
rep

urep

k

folded
k

P P   (3.50) 

2 1 2

ON repProt
rep

urep

k

folded
k

P P   (3.51) 

3 2 3

ON repProt
rep

urep

k

folded
k

P P   (3.52) 

In translation, the Ribosome (Rib) binds with RNAi, and produces inactive protein mole-

cules(𝑃𝑟𝑜𝑡𝑢𝑛𝑓𝑜𝑙𝑑𝑒𝑑
𝑖 ) with a rate constant krbs, where i represents the index of the individ-

ual promoter in the network, which takes part in this translational process. Then it is fol-
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lowed by subsequent post-translational process, in which the inactive pro-

tein(𝑃𝑟𝑜𝑡𝑢𝑛𝑓𝑜𝑙𝑑𝑒𝑑
𝑖 ) converts to active protein(𝑃𝑟𝑜𝑡𝑓𝑜𝑙𝑑𝑒𝑑

𝑖 ) with a rate constant kfold. These 

processes are modelled as reactions in equations (3.42) and (3.43).  

Finally, RNA and protein numbers in a cell decay in two ways. First, the RNA and protein 

degrades over time with a degradation rate constant (Deg). Second, the dilution of RNA 

and protein molecules due to cell division at a dilution rate constant (Dil). Here, the mean 

lifetime of the cell (div) is assumed as 1 hour [6] and dilution rate constant (Dil) is calcu-

lated using equation (3.46). RNA and protein decays are modelled as reactions in equa-

tions (3.48) and (3.49), whose decay rate constant (kd) is the sum of degradation constant 

(Deg) and dilution constant (Dil) shown in equation (3.47). 

3.8 Stochastic simulation of models 

The models that are constructed in section 3.6 are simulated using the stochastic simula-

tion algorithm. Before that, the concept of stochastic simulation of chemical kinetics is 

explained, followed by a simplified stochastic simulation algorithm. The simulation of 

individual models and the ways to measure their parameters are described. 

3.8.1 Stochastic simulation of chemical kinetics 

This chapter briefly explains the theoretical concepts of modelling and simulating sto-

chastic chemical kinetics and its application to gene expression, specifically transcription 

and translation. 

In biochemical processes, such as gene expression, the number of reacting species is 

small. E.g. DNA, RNA, regulatory proteins generally have few copies per cell [54]. Hav-

ing a small number of reactive species, deterministic methods are not the proper approach 

to simulate the dynamics of gene expression. Due to this, a discrete model is needed [67]. 

To accurately model the time evolution of reacting species in the system, it is required to 

track the movement of each individual molecule in the system space, to detect collisions 

between molecules and to update the concentration of the molecular species in the system, 

after each reactive collision, i.e. collisions which lead to the formation of the new mole-

cule. The timing of the reactive collisions cannot be deduced exactly [68]. 

Having said that, the dynamics of such system is not deterministic, as it cannot be de-

scribed by a single trajectory in the state space. Considering the discrete nature and sto-

chastic time evolution of the reactive species in the population, it is required to consider 

the probability distribution of the possible states of the species at a certain time moment. 

The time evolution of the reactive species, whose consequent states in discrete population 

are determined by probabilistic distribution, is well explained by the stochastic chemical 

kinetics [68].  
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In stochastic time evolution, a system with N different molecular species homogeneously 

spread at time t is represented by an N-dimensional vector x. These species interact 

through M number of possible chemical reaction that can occur between them, which 

results in changes in the population of species. It is assumed that the system volume is 

constant and to be well-stirred, such that there are no non-reactive collisions [9]. 

The change in the population of species is determined by two quantities, namely state-

change vector (vµ) and propensity function (aµ). State-change vector (vµ) defines the 

change in the population of species x. Propensity function(aµ), which is the probability at 

which reaction Rµ occurs, is defined as follows [68]: 

𝑎µ(𝑥)𝑑𝑡= the probability at which molecules of the system react via reaction 

Rµ in the next infinitesimal time interval [t, t+dt).  
(3.53) 

The propensity function depends upon the nature of the reacting species in the reaction. 

For unimolecular reactions, the constant cµ is the probability of a molecule of X will react 

through reaction Rµ in the next infinitesimal time window dt [68] and the propensity func-

tion of a molecular specie of concentration of X, is defined as follows: 

( )a x c X   (3.54) 

For bimolecular reactions between two species X1 and X2, the constant cµ is the probability 

that a single random pair of molecules from X1 and X2, react in accordance with reaction 

Rµ in the next infinitesimal time window dt [68]. The propensity function of this kind of 

reactions is: 

1 2( )a x c X X   (3.55) 

For bimolecular reactions between the same species X, the constant cµ is the probability 

that a single random pair of molecules from X, react in accordance with reaction Rµ in the 

next infinitesimal time window dt [68] and propensity function of this kind of reaction is: 

( 1)
( )

2

c X X
a x






  (3.56) 

From (3.53) and the probability 𝑃(𝑥, 𝑡|𝑥0, 𝑡0) of reaching a state vector x at time t, after 

having the initial conditions x=x0 at t=t0, the equation of time evolution can be derived 

for stochastic chemical kinetics using the laws of probability [68]. The chemical master 

equation (CME), which is the partial differential equation of P: 

0 0
0 0 0 0

1

( , |x ,t )
[ ( ) ( , |x ,t ) ( ) ( , |x ,t )]

MP x t
a x v P x v t a x P x t

t
   




   


  (3.57) 
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The CME determines the population of the reactive species after time t in the future. This 

equation can only be solved analytically for probability density function of X(t) for sim-

pler systems. To solve this problem, a Monte Carlo approach is applied, in which multiple 

numerical realizations of X(t) trajectories over time t can be constructed, in order to sam-

ple the distribution of X(t). This technique was proposed by Gillespie to simulate the re-

actions in chemical and biochemical systems [9] [69]. 

3.8.2 Stochastic simulation algorithm 

The evolution of X(t) is simulated not based on deterministic approach but on probabilis-

tic function 𝑝(𝜏, 𝜇|x,t) [68]. Given the state vector X(t) at time instant t, this probabilistic 

function defines the probability of reaction Rµ to occur in the next infinitesimal time in-

terval [t, t+dt). This joint density function at state X is a function of two random variables. 

They are the time taken for the next reaction to occur (τ) and the index of the next reaction 

(µ). By applying the probabilistic laws to equation (3.53), the formula for 𝑝(𝜏, 𝜇|x,t) can 

be derived [9] and the equations (3.60) and (3.61) are the mathematical basis of SSA. 

0 ( )
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  (3.58) 
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µ = the smallest integer satisfying '

'

2 0

1

( ) ( )a x r a x



 

   (3.61) 

The next reaction (µ) and the time taken for it to happen (τ) are determined by generating 

two random numbers r1 and r2 from uniform distribution using the equations (3.59), (3.60) 

and (3.61). The steps of SSA is given in Algorithm 1 [9]: 

Algorithm 1: Stochastic Simulation Algorithm 

1: Set t = 0, and x = x0, where the x is the state vector, which consists of the num-

bers of all the molecular species present in the system at moment ‘t’, x0 is the 

state vector consisting initial concentration of molecular species. 

2: Estimate the propensity value of all the reaction aµ(x) at time moment ‘t’ and 

calculate its sum a0(x). 
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3: Using an appropriate sampling procedure, the next reaction (µ) and the time 

taken for the next reaction (τ) to occur is calculated. 

4: If t + τ ≥ tstop (stop time), terminate the simulation. 

5: Set t = t + τ and update the state vector (x) considering the reaction (µ) just 

occurred. 

6: Go to step 2. 

3.8.3 Simulation tools 

We have carried out the simulations using SGNS2 (Stochastic Gene Network Simulator 

v.2) [8], a simulator that runs chemical systems based on the delayed Stochastic Simula-

tion Algorithm, which allows multi-time delayed reactions [51]. SGNS2 also allows cre-

ating, destroying and dividing hierarchical, interlinked compartments at runtime. This 

unique feature is utilized here to generate independent model cells. 

3.8.4 Simulation of transcription 

We hypothesized that the rate limiting steps in promoter initiation act as an important 

regulator of the extrinsic noise in transcription. Using the SGNS simulator, we study the 

cell-to-cell variability in the number of RNA produced in a population as a function of 

transcription initiation kinetics and cell-to-cell variability in RNAp numbers.  

For the simulation of models, we use empirically obtained model parameters, shown in 

Table 1. Empirical observations have showed that the relative time of open and closed 

complex formation varies between different promoters kept under different conditions 

(Table 2). To mimic this behavior of variation in transcription initiation kinetics in our 

models, we varied the relative time the promoter spends before and after committing to 

the formation of open complex, which can be done by varying the rate constants kcc and 

koc, while keeping the mean RNA production interval constant, using equation (3.40). 

Table 2. Empirical values of tprior/∆t of different promoters kept under different con-

ditions. 

Promoter and induction tprior/∆t 

PBAD (0.1% arabinose) 0.71 

PBAD (0.01% arabinose) 0.55 

PBAD (0.001% arabinose) 0.17 

Plac-O1O3 (1 mM IPTG) 0.55 

Plac-O1O3 (0.05 mM IPTG) 0.46 
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Plac-O1O3 (0.005 mM IPTG) 0.12 

PtetA (no inducers) 0.07 

Plac-O1 (1 mM IPTG) 0.05 

Plac-ara1 (1 mM IPTG and 0.1% arabinose) 0.49 

 

Here, we model each cell with one promoter and RNAp molecules, which interact via 

reactions in equations (3.24) and (3.25). The parameters of the model for actual control 

conditions are shown in Table 1. Then, we ran the simulation of model cells under varying 

conditions using SGNS2 [8]. To observe RNA production events over time, we simulated 

5 individual model cells, with a lifetime of 2000 s shown in Figure 14. From this figure, 

it is apparent that most of the cells produced 2 RNAs during their lifetime, as expected 

[6]. 

 

Figure 14. Time series of 5 individual model cells, with lifetime of 2000s, showing the 

production of new RNA molecules overtime. The representation of these numbers in the 

plot are offset, on the y-axis, for good visualization of the lines of different cells (note that 

only integer RNA numbers are possible). 

From the empirical range of tprior/∆t, shown in Table 2, we selected 10 values between 

0.05 and 0.95, with an increment of 0.1. Also, from the empirical range of the squared 

coefficient of variation (CV2) in RNAp shown in Table 4, we select 7 values between 0 

and 0.09, with an increment of 0.015. So, we have 70 different model conditions. Each 

model condition is simulated for 1000 cells and cell lifetime is assumed as 20 000 s. The 

simulations are carried out in SGNS2 [8], a stochastic simulator which works based on 

the Stochastic Simulation Algorithm [9]. From the simulation results, the number of RNA 

produced by the cells are extracted and from which the mean and CV2 is calculated for 

the total population of cells. 
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3.8.5 Simulation of 2 gene toggle switch 

We hypothesized that the rate limiting steps in transcription initiation acts as an important 

factor to regulate the extrinsic noise in 2 gene toggle switch network. Using SGNS sim-

ulator, we study the cell-to-cell mean and variability in switching frequency of toggle 

switch in a population as a function of transcription initiation kinetics and cell-to-cell 

variability in RNAp numbers.  

The transcriptional parameters of the genes in this network model are obtained from em-

pirically validated data, shown in Table 1, except for kcc and koc. The parameters kcc and 

koc varied with transcription initiation conditions and they are calculated using equation 

(3.40) as explained in the section 3.8.4. Also, the translational parameters of genes in the 

network model are listed in Table 3. For simplicity of the model, we assume a symmetric 

switch, with both genes having the same rate constant values.  

Table 3. Translational parameter values of the model switch under control condi-

tions. krbs is set assuming the ribosome equals 1 and it never depletes. 

Parameter Value Reference 

kdrna 0.002 s-1 [55] 

krbs 0.637 s-1 [62] [63] [64] 

kfold 0.0024 s-1 [65] 

kdp 0.0019 s-1 [65] 

 

From the empirical range of tprior/∆t, shown in Table 2, we selected 10 values between 

0.05 and 0.95, with an increment of 0.1. Also, from the empirical range of CV2 in RNAp 

shown in Table 4, we selected 7 values between 0 and 0.09, with an increment of 0.015. 

So, we have 70 different model conditions. Each model condition is simulated for 100 

cells, with a simulation time of 5 × 107s and the protein numbers are sampled at every 

104 s.  The simulations are carried out in SGNS2 [8], a stochastic simulator based on the 

Stochastic Simulation Algorithm [9].  

From the simulation results, the macro and microscale dynamics of the switch is studied. 

For macro scale dynamics, the number of proteins produced by each gene over time are 

extracted, from which the cell-to-cell mean, and CV2 of switching frequency are calcu-

lated for all 70 conditions. The switching frequency of the network (F) is calculated from 

equation (3.62), where n is the sum of number of instants either one of the protein 

switches from ON to OFF and OFF to ON states. The ON and OFF states of the proteins 

are determined so that if protein 1 level is higher than protein 2 at a given time instant, 

then protein 1 is in ON state (𝑃𝑟𝑜𝑡𝑂𝑁
1 ) and protein 2 is in OFF state (𝑃𝑟𝑜𝑡𝑂𝐹𝐹

2 )  at that 

time instant. On the other hand, if the level of protein 1 is lower than protein 2 at a given 
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time instant, then the protein 2 is in ON state (𝑃𝑟𝑜𝑡𝑂𝑁
2 )  and protein 1 is in OFF state 

(𝑃𝑟𝑜𝑡𝑂𝐹𝐹
1 )  at that time instant. 

From these states of the proteins, the number of switches (n) over the time series is cal-

culated by adding the number of instants the protein goes from ON to OFF state and the 

number of instants the promoter goes from OFF to ON states. This is done by first sub-

tracting either protein 1 from protein 2 or protein 2 from protein 1. Then the number of 

times the difference in proteins levels changes from positive to negative and negative to 

positive, is counted, which is the number of switches (n). This n also includes short tran-

sient switches due to its stochastic nature and these short transient noisy switches need to 

be filtered before the calculating n. For this, we assign a filter, which assigns the differ-

ence in protein levels as 0 if the absolute difference in protein levels is less than a thresh-

old value of 100. After this filtering step, the n is calculated and from which we calculate 

the switching frequency (F) as: 

1n
F

t




  
(3.62) 

Where, n is number of switches and ∆𝑡 is observation time. 

Next, to study the microscale dynamics of a toggle switch, we measured the cell-to-cell 

variability in protein levels of the ‘dominant’ (i.e. ON) and ‘recessive’ (i.e. OFF) genes. 

For this, we selected time windows where no transition between the states occurs. Then, 

for each of these genes, we obtained the mean and cell-to-cell variability in protein num-

bers of dominant and recessive genes. The measured mean and variability in protein levels 

are plotted as surface plots in Figure 18 of results section 4.3.1. 

3.8.6 Simulation of 3-genes Repressilator 

We hypothesize that the rate limiting steps in transcription initiation acts as a main regu-

lating parameter of extrinsic noise in 3-gene Repressilator network, due to cell-to-cell 

variability in RNAp molecules. To prove our hypothesis, we created several models with 

varying tprior/∆t, which are within the empirical range. We varied tprior/∆t by changing the 

rate constant values of only kcc and koc, while maintaining the mean RNA production time 

(∆t) and other rate constant values as constant using equation (3.40) as explained in sec-

tion 3.8.4. To each of these models, we introduced different levels of cell-to-cell varia-

bility in RNAp, which are within the empirical range.  

From the empirical range of tprior/∆t, shown in Table 2, we selected 10 values between 

0.05 and 0.95, with an increment of 0.1. Also, from the empirical range of CV2 in RNAp 

shown in Table 4, we select 7 values between 0 and 0.09, with an increment of 0.015. So, 

we have 70 different model conditions. Each model condition is simulated for 10 cells, 

with a simulation time of 5 × 105s and the protein numbers are sampled at every 10 s.  
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The transcriptional parameters of individual genes in all the network models are obtained 

from empirically validated data, shown in Table 1, except for kcc and koc, where these 2 

parameters are varied in accordance with transcription initiation conditions. In addition, 

the translational parameters of genes in the network model are listed in Table 3. For sim-

plicity of the model, we modelled it as symmetric oscillator circuit, in which all the genes 

have the rate constant values.  

The simulations are carried out in SGNS2 [8]. After simulations, the protein time series 

of all the 3 proteins are extracted and with either one of these protein time series, the cell-

to-cell mean, and CV2 of period of oscillation is calculated for all 70 model conditions. 

Since all genes in the network have the same transcription and translation parameters, it 

is expected that all its expressed proteins should have almost same period of oscillation.  

Having said that, we measured the period of oscillation from the autocorrelation meas-

urements of one of the proteins time series. In general, the time interval between two 

consecutive peaks is considered to be the period of oscillation. In this thesis, we calculated 

it in different way. First, one of the protein time series of a model cell with a predefined 

sampling interval (ts) are extracted from the stochastic simulation.  Second, from that 

protein time series, we calculate the autocorrelation measure (A) with time lag (τ). Third, 

A is subtracted with its median value. Fourth, the time lag moments (τi), where A inter-

sects zero axis is identified using interpolation of the nearest positive and negative values 

to the zero axis. From this we find the series of time lag moments (τi), 1≤i≤NI, where i be 

the index of the time moments, NI be total number of instants where the A intersects zero 

axis. Fifth, the distribution of oscillation periods (P) is calculated from the relation P = 

ind(i+2) – ind(i), 1 ≤ i ≤ NI-2. Sixth, the distribution of oscillation periods obtained from 

all the model cells of a particular condition are concatenated and we get its combined 

distribution. Next, the mean and CV2 of the distribution is calculated. Similarly, the mean 

and CV2 of distribution of period of oscillations for all the model conditions are calcu-

lated.  
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4. RESULTS AND CONCLUSIONS 

4.1 Cell-to-cell variability in RNAp 

The diversity in RNAp numbers over the cell population is obtained from cell-to-cell 

fluorescence intensity measurements in E. coli cells with fluorescently tagged β’subunits, 

reported in [6]. From the distribution of RNAp fluorescence intensity of cells, fluorescent 

intensities which far away from the mean are considered it to be outliers and are dis-

carded. The trimmed distribution of fluorescence intensities is then normalized with its 

mean, such that relative mean RNAp numbers is obtained as 1. Next, to measure the var-

iability of RNAp, a normal distribution curve is fitted on the relative RNAp fluorescence 

intensity distribution as shown in Figure 15. The CV2 of the best fitting curve on the 

distribution is measured.  

 

Figure 15. Relative RNAp fluorescence intensity distribution of E. coli cells with fluo-

rescently tagged β’ subunits measured by microscopy [1]. The mean of the distribution is 

set as 1. Also shown is the best-fitted normal distribution curve (grey). 

By measuring it for different promoters under different conditions, we observed that the 

RNAp variability differed between conditions. These results are listed in Table 4. To 

measure the closeness of the fitting with the empirical distribution, we did a Kolmogorov-

Smirnov (KS) test. If the p-values of the fitting are above 0.01, it is assumed that the two 

distributions cannot be distinguished in a statistical sense. The CV2 and the p-value of the 

fit of the promoters under different conditions are listed in Table 4. 

Table 4. Squared coefficient of variance of RNAp (CV2 of RNAp) measured for dif-

ferent promoters at different conditions. 

Condition CV2(RNAp) KS test (p value) 
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3X 0.074 0.130 

0.5 X 0.069 0.0145 

2X 0.050 0.075 

1X 0.047 0.0116 

1.5 X 0.039 0.0107 

Acidic stress + 1X 0.024 0.8484 

Acidic stress + 0.25 X 0.021 0.0373 

Oxidative stress + 0.75 X 0.017 0.2702 

4.2 Cell-to-cell variability in RNA 

To study the cell-to-cell variability in RNA production as a function of tprior/∆t, we carried 

out the simulation as explained in the section 3.8.4. From the simulation results, we gen-

erated a surface plot showing the CV2 of RNA for each model condition, which is shown 

in Figure 16.  

 

Figure 16. Mean and Squared coefficient of variance (CV2) of number of produced 

RNAs in model cells during their lifetime as a function of relative duration of the time 

spent in the steps prior to initiation of the open complex formation and of the cell-to-cell 

variability in RNAp numbers. 
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From Figure 16, the cell-to-cell variability in RNA increases with increase in tprior/∆t, by 

maintaining same RNAp variability condition. Similarly, the increase in cell-to-cell var-

iability in RNAp increases the cell-to-cell variability in RNA, considering same tprior/∆t 

condition. By increasing both RNAp variability and tprior/∆t, the CV2 of RNA increased 

even to a greater extent in comparison with varying only one parameter and keeping the 

other parameter constant. But the mean RNA production does not vary with tprior/∆t and 

CV2 of RNAp. 

From the above results, we conclude that the cell-to-cell variability in RNAp numbers 

propagates to the cell-to-cell diversity in RNA and the extent to which this variability 

affects the variability in RNA production depends upon the transcription initiation kinet-

ics. 

4.3 Toggle switch 

From the simulations of a 2-genes toggle switch, the time-series of proteins of individual 

genes in the network in the control conditions is shown in Figure 17. 

 

Figure 17. Time series of protein (top) and RNA (bottom) number of a 2-gene toggle 

switch from a single stochastic simulation. 
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4.3.1 tafter/∆t acts as a tunable filter of cell-to-cell variability in 

RNAp numbers affects the toggle switch dynamics  

We performed simulations for various values of tprior/∆t, by the changing the parameters, 

kcc and koc and CV2 of RNAp as explained in the section 3.7. From the protein levels over 

time, the cell-to-cell mean and variability in switching frequency (F) for each condition 

is measured, whose surface plot is shown in Figure 18. 

 

Figure 18. Cell-to-cell mean (bottom) and variability (CV2) (top) of switching fre-

quency as a function of tprior/∆t and CV2 (RNAp). 100 independent cells per condition.  

From Figure 18, one can see that the mean switching frequency (F) is greatly affected by 

the tprior/∆t. Increase in tprior/∆t, decrease the mean switching frequency of the switch. 

Also, the mean F is not affected by the various degrees of variability in RNAp numbers. 
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As expected, the CV2 (RNAp) should not affect the mean behavior of the population and 

it should affect only the variability in the behavior of the population. In addition, one can 

also observe that CV2 of switching frequency is low when the tprior/∆t is less and the cell-

to-cell variability in RNAp numbers does not have much effect in those cases. And, when 

the tprior/∆t is larger than ~0.35, the CV2 of switching frequency increases with increase 

in RNAp variability.  

4.3.2 Micro-scale dynamics of the switch is controlled by tprior/∆t  

We measure the cell-to-cell variability in protein levels at 1 millionth time instant when 

the gene is in ‘ON’ and ‘OFF’ state separately as explained in chapter 3.8.5 and their 

respective results are represented as surface plots in Figure 19 and Figure 20. 

 

Figure 19. Cell-to-cell mean (bottom) and diversity (top) in protein numbers in ON 

state at a given point in time (CV2 (ProtON)), as a function of tprior/∆t and CV2 of RNAp. 

100 independent cells per condition. 
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Figure 20. Cell-to-cell mean (bottom) and diversity (top) in protein numbers in OFF 

state at a given point in time (CV2 (ProtOFF)), as a function of tprior/∆t and CV2 of RNAp. 

100 independent cells per condition. 

From Figure 19, we find that the mean protein level in ON state increases with increase 

in tprior/∆t and the CV2 of protein level in ‘ON’ state decreases with increase in tprior/∆t. 

From Figure 20, we found that mean protein level in OFF state decreases with increasing 

tprior/∆t and the CV2 of protein level in ‘OFF’ state increases with increasing tprior/∆t ratios. 

Having said that, it is apparent that the CV2 of protein level in ‘ON’ and ‘OFF’ states do 

not depend upon the CV2 of RNAp. To confirm this further, the Pearson correlation co-

efficient is calculated between CV2 of RNAp and the CV2 of protein level when the gene 

is in ON and OFF states (listed in Table 5 and Table 6).  

Table 5. Pearson correlation coefficient between CV2 of RNAp and the CV2 of pro-

teins in the ON state as a function of tprior/∆t. 

tprior/∆t 
Pearson correlation coefficient between 

CV2(ProtON) and CV2(RNAp) 
p value 

0.05 -0.553 0.198 
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0.15 -0.650 0.114 

0.25 0.404 0.369 

0.35 0.495 0.258 

0.45 -0.066 0.888 

0.55 0.830 0.021 

0.65 -0.202 0.664 

0.75 -0.087 0.853 

0.85 -0.228 0.622 

0.95 0.285 0.536 

 

Table 6. Pearson correlation coefficient between the CV2 of RNAp and the CV2 of 

proteins in the OFF state as a function of tprior/∆t. 

tprior/∆t 
Pearson correlation coefficient between 

CV2(ProtON) and CV2(RNAp) 
p value 

0.05 -0.553 0.198 

0.15 -0.650 0.114 

0.25 0.404 0.369 

0.35 0.495 0.258 

0.45 -0.066 0.888 

0.55 0.830 0.021 

0.65 -0.202 0.664 

0.75 -0.087 0.853 

0.85 -0.228 0.622 

0.95 0.285 0.536 

 

From Table 5 and Table 6, it is clear that there is no correlation between the degree of 

RNAp variability and variability in protein levels whether the gene is active or repressed. 

Hence, it is concluded that the microscale dynamics, the cell-to-cell variability in proteins 

levels in ‘ON’ and ‘OFF’ states only depends on the transcription initiation kinetics and 

not on the variability in RNAp numbers. 

4.4 Repressilator 

From the simulations of a Repressilator network, the time-series of proteins and RNA 

numbers of its individual genes at control conditions is shown in Figure 21, and the results 

of the model from 100 simulations are presented in Figure 22. 
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Figure 21. Time series of protein (top) and RNA (bottom) number of a 3-gene Repressi-

lator from a single stochastic simulation. 

 

Figure 22. Cell-to-cell mean (bottom) and diversity (CV2) (top) of the period of oscil-

lation of Repressilator as a function of tprior/∆t and CV2 of RNAp. 
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First, from Figure 22, it is seen that the mean period of oscillation increases with tprior/∆t 

as expected.  

Second, The CV2 of period of oscillation is significantly changed, while varying the 

tprior/∆t of individual genes in the network. The trend is quite surprising that it is high 

when tprior/∆t is low, then it decreases gradually until it reaches ~0.50 and beyond 0.50, it 

starts to increase again. Also, it is clearly visible, that there is no trend or correlation 

between CV2 of period of oscillation and CV2 of RNAp number.  

Hence, it is concluded that cell-to-cell mean and variability in period of oscillation depend 

only upon the relative duration of rate limiting steps in transcription initiation. And they 

do not depend upon the cell-to-cell variability in RNAp numbers. 
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5. DISCUSSION AND FUTURE WORKS 

In section 4.2, we explored how the cell-to-cell variability in RNAp numbers (CV2 of 

RNAp) affects the cell-to-cell variability in RNA production rates, as a function of tran-

scription initiation kinetics of the promoter (tprior/∆t). For that, we made use of an empir-

ically-validated model that accounts for a realistic range of values for kinetics rates (Table 

1, Table 2 and Table 3) and RNAp variability (Table 4), the latter, in particular, extracted 

from various environment conditions in this work (Figure 15). 

The simulations of the single-gene model predict that the mean RNA production does not 

vary with relative duration of tprior/∆t Figure 16 (bottom). This is because all transcription 

models are constructed by varying tprior/∆t ratios, while keeping the mean RNA produc-

tion time as constant. In addition, the results of Figure 16 (bottom) show that the mean 

RNA production is unaffected by CV2 of RNAp. This is expected because the mean 

should not vary solely due to the variability in RNAp numbers. Also from Figure 16 (top), 

the degree at which CV2 of RNAp affects cell-to-cell variability in RNA numbers (CV2 

of RNA) depends upon the relative duration of rate liming steps in transcription initiation 

(tprior/∆t ratios). Finally, from these results (section 4.2), we showed that CV2 of RNA 

increases with both increasing tprior/∆t ratios and CV2 of RNAp. This occurs due to the 

influence that RNAp numbers have in the closed complex formation step in transcription 

initiation process. i.e., the higher tprior/∆t ratio, the more time the promoter has to spend 

to form closed complex, which amplifies the CV2 of RNA due to the noise in RNAp 

numbers. In conclusion, based on the above arguments, it is inferred that the relative du-

ration of rate limiting steps in transcription initiation acts as a key regulatory parameter 

of the effects of extrinsic noise (i.e. (RNAp variability) on the RNA variability across cell 

population. 

In the simulation results of the 2-genes toggle switch model (presented in section 4.3), 

we showed that the mean switching frequency of the network (F) depends solely upon 

the transcription initiation of individual genes (tprior/∆t) (Figure 18, bottom), as it is barely 

affected by CV2 of RNAp. In that, the mean switching frequency (F) decreases with in-

creasing tprior/∆t ratio due to the increasing stability of the system. This occurs because 

the switching of states of the genes, in this network, depends upon the degree of repres-

sion exerted by one gene over the other. Namely, if the relative repression of one gene is 

high, the switch stability will be also high, and the mean switching frequency (F) low.  

Interestingly, this degree of repression is mainly dependent upon two parameters, the 

number of repressor molecules in the system, and the likelihood of repressor proteins to 

bind with the promoters. These two parameters can be tuned by varying the relative du-

ration of rate liming steps in transcription initiation (tprior/∆t) of the component genes of 

the network. 
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In the case of the first parameter, the number of repressor molecules in the system in-

creases with increasing tprior/∆t. It is shown in section 4.3.2 (Figure 18, bottom) that, the 

mean protein levels of the ‘dominant’ gene (i.e. the one expressing higher protein levels 

at a given ‘time window’) increases with increasing tprior/∆t ratio. This is possible because, 

first, a promoter with high tprior/∆t ratio is able to produce higher protein levels in a short 

period of time, in comparison to low ratio. Thereby, the dominant gene produces an in-

creasing number of repressor molecules, thus repressing the recessive gene more effec-

tively, which increases the stability of the switch (i.e. less switching of states from many 

cell simulations). Interestingly, as a consequence of this, in a toggle switch with high 

tprior/∆t promoters, the protein level expressed by a ‘dominant’ gene is proportional to the 

repression strength realized by the ‘recessive’ gene. 

In the case of the second parameter, the likeliness of repressor molecules to bind to free 

promoters greatly depends on the relative duration of rate liming steps in transcription 

initiation (tprior/∆t). Namely, if the promoter has a small tprior/∆t ratio, the promoter spends 

a relatively small time in the closed complex formation step, i.e. either bound by a re-

pressor molecule or in forming the RNAp closed complex after the first RNAp molecule 

finds a free promoter. With a relatively large time spent in the open complex formation, 

the probability of repressor proteins or new RNAp molecules to bind to a free promoter 

is reduced. On the other hand, e.g., if the promoter has a large tprior/∆t ratio, a relatively 

longer closed complex formation, i.e. the time that it takes for a repressor to free the 

promoter region and the first RNAp to bind to it, the probability of which a repressor 

protein can bind to a free promoter is increased.  

To conclude, in the first part of section 4.3.2, it is found that the mean protein level of 

dominant gene is getting increased with increase in tprior/∆t, on the other hand that the 

mean protein level of recessive gene is getting decreased with increases in tprior/∆t. This 

behavior is due to increase in repression effect of the dominant gene on the recessive 

gene. The increase in repression effect is due to increase in relative duration of repression 

time. If the dominant protein (i.e. expressed by the dominant gene) binds more times with 

the recessive promoter, the protein expression of recessive gene goes low. If the protein 

level of recessive gene is less in the system, then its repression effect on the dominant 

gene becomes negligible. This allows the dominant gene to express its proteins freely, 

due to which its protein levels goes higher with increase in tprior/∆t. Therefore, the mean 

protein level of dominant and recessive genes in the network depend only upon the tran-

scription initiation kinetics. And they do not depend upon the RNAp variability over the 

cell population. 

In addition, from the last part of section 4.3.1, in Figure 18 (top), it is shown that the cell-

to-cell variability in switching frequency (CV2 of F) of the toggle switch becomes greatly 

dependent on transcription initiation kinetics (tprior/∆t) of the component genes, and only 

slightly dependent on the CV2 of RNAp when tprior/∆t ratio of the genes is high. When 

tprior/∆t ratios are below 0.5, the network is barely affected by CV2 of RNAp, presenting 
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very low CV2 of F. On the other hand, at higher values of tprior/∆t, the network presents 

high CV2 of F values. There are two possible explanations for that. 

First, similarly to the previous discussion, the explanation for that follows from the rela-

tionship between the switching stability and its dependence on the tprior/∆t ratios of the 

genes. The increase in CV2 of RNAp at high tprior/∆t ratios regime is proportional to the 

fold changes observed in the tprior/∆t ratios, because when tprior/∆t ratio becomes, if not 

only, the most important rate-limiting step in transcription, the quantity of RNAp numbers 

becomes directly proportional to the production rate of mRNAs, increasing the effect of 

proteins/repressors in the system. From that, the variability in RNAp numbers will also 

greatly affect the noise and duration of the closed complex formation. Namely, if the 

closed duration of complex formation is slow, the effect of RNAp variability becomes 

more significant, and vice-versa. Thus, considering this relationship, and the results ob-

served presented in Figure 18 (top), we expected that, for this network, the effect of CV2 

of RNAp on the CV2 of F increases with increasing tprior/∆t ratio of the component genes. 

Secondly, the increase of CV2 of F with increasing tprior/∆t ratio of the component genes 

can also be explained from the interpretation of the equation used to calculate CV2 of F 

and the mean and standard deviation of switching frequency measured from the simula-

tions of the switch. In that, if CV2 is the squared ratio of the standard deviation of F over 

the mean of F, from a cell population, then any increase in the CV2 can only be created 

by: (i) a decrease in the mean, while the standard deviation is constant, or (ii) an increase 

in the standard deviation, while the mean remains constant, or even (iii) an increase in the 

standard deviation along with a decrease in the mean. Therefore, given that the mean 

switching frequency (F) decreases (Figure 18, bottom), the increase in the CV2 of F seen 

in Figure 18 (top) can only be explained by (iii), in that the standard deviation of F in-

creases when tprior/∆t ratio and cell-to-cell RNAp variability increase. 

Overall, from section 4.3 results, it is possible to conclude that the CV2 of protein levels 

of dominant and recessive gene is only dependent upon the relative duration of transcrip-

tion initiation kinetics of genes (tprior/∆t) in the network and they do not depend upon the 

cell-to-cell RNA variability (CV2 of RNAp). The CV2 of dominant protein decreases with 

increase in tprior/∆t and it might be mainly due to increase in its mean value with increase 

in tprior/∆t. On the contrary, the CV2 of recessive protein increases with increase in tprior/∆t 

and it might be mainly due to decrease in its mean value with increase in tprior/∆t. Finally, 

from Table 5 and Table 6, we found no correlation between the degree of CV2 of RNAp 

and the microscale dynamics of the switch (CV2 of F), hence, it is concluded that the cell 

to cell variability in proteins levels, when ON or OFF states, only depends on tprior/∆t and 

does not vary as a function of CV2 of RNAp. 

In the section 4.4, we presented our study on how much the dynamics of a 3-genes Re-

pressilator model is, again, affected by both the transcription initiation kinetics of its 

genes (tprior/∆t) and cell-to-cell RNAp variability (CV2 of RNAp). The simulation results 
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show that the mean period of oscillation increases with increasing tprior/∆t, and this is due 

to an increase in the network stability, similar to the reasons presented above to explain 

the results observed for the switch dynamics. Namely, due to an increasing repression 

strength employed by one gene over the other, generated by the increasing tprior/∆t ratio 

of the promoters of some of the models tested. Again, similar to the results obtained from 

the toggle switch dynamics (section 4.3), first, the results of the 3-genes Repressilator 

clearly shows that the mean period of oscillation is unaffected by CV2 of RNAp. Second, 

the CV2 of the period of oscillation is higher at low values of tprior/∆t, gradually decreases 

when tprior/∆t ratio changes from low to ~0.50, but increases again when ratio goes beyond 

0.50. Thus, as one can observe from the shape of the curve in Figure 22 (top), the cell-to-

cell variability in oscillation period is minimized at around tprior/∆t ~ 0.50, creating an 

optimal minimal point for this type of network, when the tprior/∆t ratio of the genes are 

symmetrically close to 0.5.  

Again, similar to the toggle switch dynamics, we believe that the reason for high CV2 of 

period of oscillation of promoters having low tprior/∆t ratios is due to the fact that lesser 

deviation in standard deviation in period of oscillations, when the system produces period 

of short durations (i.e. small values). Further, the CV2 of period of oscillation is barely 

affected by the CV2 of RNAp (Figure 22, top), which demonstrated that the noise from 

CV2 of RNAp can be regulated by the network in a hyperbolical manner, whereas the 

toggle switch could instead amplify it, in which its magnitude depends upon the tprior/∆t 

ratios. Therefore, it is quite interesting how the rate limiting steps in transcription initia-

tion of the component genes of a network can act as different regulator of its dynamics, 

depending on the topology of the network. 

Finally, in this thesis work, we considered that all the individual genes in the network 

have the same transcription initiation kinetics. In the future, first, we plan to study the 

behavior of more realistic gene network models of component genes having varying 

tprior/∆t ratios. Second, we plan to extend our study on how it may be possible to attain 

desired levels of noise in the macro dynamics of other genetic circuits, such as clocks and 

filters, by tuning the kinetics of transcription initiation of their component genes. Third, 

while in the thesis we considered CV2 of RNAp and tprior/∆t as independent variables. In 

the future, we plan to check, empirically and with the support of models, whether there is 

any correlation between CV2 of RNAp and tprior/∆t at various environmental conditions. 

Finally, we will create more realistic (i.e. empirically validated) models to study the ef-

fects of other cellular components such as activators, σ factors and other transcription 

factors, on the dynamics of small and large gene regulatory networks. 
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