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Abstract

This thesis contributes to the field of protectafDigital Rights of an owner of multimedia
content. More specifically, new methods of Digitadage Watermarking (DIW) enabling that
kind of protection were developed, tested and sered in the thesis in the form of journal and
conference publications. For each of the methdasgbal was to improve the trade-off between
robustness and transparency of digital watermarkth Wihat aim, several new watermark
embedding techniques were proposed and applied hen domain of Singular Value
Decomposition (SVD) of image blocks. For each o foroposed techniques, the trade-off
depends on the model of watermark embedding angaitameters as well as the measure of
transparency and the kind of possible attacks demwearked images.

The thesis describes two different types of embegldnodels in the domain of SVD: the
first type assumes embedding of a watermark by fyiodi left or right orthogonal matrices of
the decomposition; the second type assumes watererabedding by quantizing singular
values.

For the first type of embedding models, three déifé implementations were proposed that
are based on Van Elfrinkhof’'s rotation matrix. Theost important characteristics of the
mentioned implementations are: a) the result of riedification of original matrix can be
adjusted using several parameters; b) the modifiattix remains orthogonal. The outcomes
implied by the mentioned characteristics are thpodpinity to improve transparency and to
provide better robustness in regards to a) ancebpectively.

For the second type of embedding models, new miegiof Distortion Compensation (DC)
for Quantization Index Modulation (QIM) of differedimensionality were applied. In the case
of scalar DC-QIM, the quantization is performedaimvay that is defined by several parameters
which makes possible: a) asymmetric distributiomuéntized samples; b) associate Initial Data
Loss (IDL) with some samples. The beneficial outeamh a) is the distinctive feature that helps
to recover after Gain Attack (GA), while b) provideetter robustness-transparency trade-off
under intense Additive White Gaussian Noise (AWGM)the case of two-dimensional DC-
QIM, a new direction of quantization is proposedachkhtakes into account the form of Voronoi
cell that the Quincunx lattice quantizer operates o

In the thesis, the measure of transparency of watkked images was based on Mean
Square Error (MSE) as it is simple, easy to adprsd sensitive to additive watermarking.
Robustness of watermarked images was tested uiftEnendt attacks, such as Additive White
Gaussian Noise, JPEG-compression, Gain Attack (GBglt&Pepper, Cropping, Rotation,
Median Filtering.

Keywords. digital rights, watermarking, transparency, robess, SVD, orthogonal matrix,
guantization, AWGN, gain attack
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Chapter 1

| ntr oduction

Recent advances in multimedia production, deliveemg processing have also created new
opportunities for the dissemination and illegal samption of multimedia content [1, 2, 3, 4, 5].
Digital Rights Management (DRM) is the practice iofposing technological restrictions on
actions with regards to digital media [6, 7, 8, Bije task of DRM is to provide “remote control”
and “persistent protection” for digital content. @re other hand, some information about the
protected content should be available to everyahé;h limits usage of cryptographic tools [10,
11]. Driven by the requirements of DRM, the lasbtekecades have seen the development of new
tools to tackle the problems in media security.used/edia Technologies (SMT) is the concept
encompassing a wide range of diverse technologi@eas including watermarking,
steganography, cryptography, biometrics, fingetprg) network security and digital forensics
[12, 13, 14]. Digital Watermarking is one of the sh@romising, versatile and fast developing
areas of SMT.

Digital Watermarking incorporates means of secuthng rights of the owner of the digital
data, providing authentication of the source ogioality of the digital data [11, 15, 16]. The
hidden message (watermark) signifies informatioat tban be detected and retrieved by
authorized personnel or systems designed for thgioge. Methods of Digital Watermarking
can be applied to many types of content such a4§1&x18, 19], audio [20, 21, 22], images [23,
24, 25], video [26, 27, 28], 3D meshes [29, 30, 3bftware programs [32, 33, 34] and network
packets [35, 36, 37].

In spite of a great variety of digital watermarkimgthods, characteristics of robustness and
transparency are the most universal and importardariy of them. A degree obbustness of the
watermark data defines how immune it is againstifivations and/or malicious attacks [38,
39]. Another important characteristic is the petaaptransparency of the watermark. Artifacts
introduced through a watermarking process may medtle commercial value of the
watermarked data [3, 40].

More specific characteristics include: visibilityfragility, blindness, reversibility
(invertibility) [4, 16]. Visible watermarks are wial patterns (like logos) which are inserted into
or overlaid on images (or video), very similar tsible paper watermarks. The purpose is, for
example, to visibly mark preview images availallémage databases in order to prevent their
commercial use [24, 41, 42]. An invisible waterm&kmperceptible, but can be extracted via
computational methods which require watermarking ¢gassword) to be known [11, 43, 44].
The fragile watermarking is primarily used for agrkication and provides low robustness (high
sensitivity) toward modifications so that one casily detect an attempt of attack [45, 46]. As
an opposite to it, robust watermarking should pteva high level of immunity against attacks
directed toward removing or damaging of a waternjdik 48]. A watermark which is sensitive
to some attacks and is robust to other is a seagité [49, 50]. Non-blind watermarking systems
in addition to the key require at least the origidata for watermark extraction [1, 51]. Some
types of non-blind systems also require a copyhefédmbedded watermark in order to confirm



that it has been embedded. Blind (or oblivious) enaarking systems present the most
challenging task as only the key is required fotermark extraction [52, 53, 54, 55]. Reversible
watermarking is a technique which enables waterethidontent to be authenticated and then
restored to its original form by removing the digitvatermark [56, 57]. This would make the
images acceptable for legal purposes. A simplerseha image watermarking process including
stages of embedding, transmitting, attacking, arxtcheting is presented on Figure 1.1. On the
sender side, a watermark is embedded in the covagge in the positions defined by a key. Then,
the watermarked image is sent over a channel warestack might occur. On the receiver side,
a possibly corrupted watermark is extracted usimg key. As only a key is required for
extraction, the process is blind and the waternsanvisible.

One of the distinctive and most beneficial featuodswatermarking is that protective
information is mixed with the original media conteAs a result, the watermark is usually
unnoticeable and inseparable from the content winieans that the watermarked media can be
used legally with very little functional limitatiesnin many practical applications while still
witnessing an owner. In contrast to that, for inseg media cryptographically encrypted by
owner can not be used in any way by a third pdntpt being decrypted. Additionally, in case of
cryptographic protection the fact of encryptionalsvays observable and obvious which might
encourage an attacker to break the channel.

....................................... e

T i
RECEIVER}

..............................................................................

Figure 1.1. Digital Image Watermarking Scheme

In watermarking, fingerprinting and labeling arente that denote special applications.
Fingerprinting means watermarking where the embeddformation is either a unique code
specifying the author of the cover data or a unigode specifying the recipient of the data.
Labeling means watermarking where the embeddedndayacontain any information of interest,
such as a unique data identifier [1, 11].

One of the most vivid DRM problems related to DagiVatermarking can be illustrated on
digital cinema example [58, 59]. Digital cinema che defined as the digital electronic
distribution and display of theatrical film conteAt responsibility of the movie theater owners is
to prevent a spectator from filming the projectedvi@ with a handicam at the back of the
theater. In this scenario, the most relevant wadekmare forensic tracking watermarks that are
called “exhibition fingerprints” and identify thercumstances of the exhibition. The fingerprint
should include identification of the content as Iwas the exhibition and be resistant to the
“handicam copy” which means severe image distosticsuch as scaling, cropping, affine
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transforms, but also nonlinear geometrical tramsfdue to optics. This watermarking scenario
is, therefore, characterized by very high qualigguirements for the watermarked signal
(invisible watermark) and quite complex transfodigital cinema to handicam shot) [60].

Another example of DRM task is control of contrioat links which are the liaisons between
content providers (like the European Broadcastingph) and studios [4, 61]. The providers are
multicasting content, which is remastered at edotis to be redistributed in secondary links.
The main DRM concern for studios is to identify t@pyright owner of content when it has
gone through several postproduction processesidrcase, a watermark containing the owner’s
identity should be very robust and protected witearet key. Only the owner of this secret key
can read or detect the watermark and if a dispuseilbmitted to the court, the key owner will be
able to produce the watermark in question.

Many important problems of DRM arise in the contexta patient’'s data protection in
healthcare organizations [62, 63, 64]. “Instagramn doctors” is the application that was
designed for doctors to share pictures of theirept, both with each other and with medical
students [65, 66]. Only verified healthcare prof@sals can upload photos or comment on them
but are required to follow strict guidelines on wisnot permitted: a patient’s face, any text or
numbers or identifiable marks. Built-in image eafititools can be used to ensure patient privacy.
Once uploaded, images are queued before being thaneddewed and can be rejected if have
identifiable marks or are not of educational valliee images are also stripped of all metadata
that could be used to identify the patient who teasign a consent form. However, a probable
violation of a patient’s rights might happen if idiéiable marks have not been removed by a
doctor and a reviewer has not rejected the imageh &n image can be advised to be removed
from the platform later, but during the time itagposed it can be copied and spread on other
platforms. A possible solution in that case is $sign and embed secret watermarks identifying
the doctor and the patient (on a hospital siteyvat as the reviewer. A suitable watermark
should be robust (for instance, to cropping and pr@ssion) and does not cause large quality
degradation.

The illustrated examples have different requiremebtit unified framework solutions for a
wider scope of applications are also in demand.ifguthe recent years, many advanced
watermarking protocols were proposed in the liteain order to improve DRM [67]. A buyer—
seller watermarking (BSW) protocol combines endaoypwith digital watermarking [68, 69]. It
is an asymmetric fingerprinting protocol where tfiegerprint is embedded by means of
watermarking in the encrypted domain. The basi@ idethat each buyer obtains a slightly
different copy of the digital content offered byetkeller. Such a difference, the watermark (or
fingerprint), does not harm the perceptual quatitythe digital content and cannot be easily
removed by the buyer. Thanks to the latter propestyen a malicious buyer redistributes a
pirated copy, the seller can associate the piradgg with its buyer by its embedded watermark.
On the other hand, a malicious seller cannot fraanehonest buyer because the buyer’s
watermark and the delivered watermarked contentiakaown to the seller [70].

In a multiparty multilevel DRM architecture, eaclarfy embeds its watermark signal
separately into the digital content. Therefore,dhbality of digital content deteriorates with each
watermarking session [5, 6, 71]. Hence, effectikagxtion of the owner rights, and satisfaction
of quality requirements of consumer needs a snratbpol as well as a balanced compromise
between watermarking distortions and robustness.

11



As it has been mentioned, for the needs of digiatermarking on all levels from a micro
level of a specific application to a macro level af watermarking protocol, aspects of
transparency androbustness greatly influence effectiveness of protection. afiinately, goals
of transparency and robustness are contradictodygital watermarking and it is not feasible to
improve both the qualities simultaneously [4].téal, it is more reasonable to set the goals in
terms of robustness-transparency trade-off thateisessary to improve for a given class of
watermarking implementation.

In Digital Image Watermarking (DIW), the robustnésmsparency trade-off depends on
several aspects such as: a domain chosen to embateanark; a technique used to modulate
the coefficients in that domain; a type of attaslttmight occur; a measure of transparency for
the watermarked image. Several domains are tradityoused for DIW. Among them there are
spatial as well as basis transform domains whesk damain has its advantages under different
types of attacks and transparency measures [3heSof the most popular modulation
techniques are taken from the field of digital conmication and are, in fact, methods of coding
[72, 73]. Their robustness under Additive White &dan Noise is usually quite high, but the
other types of attacks might be more harmful. Naayad a great variety of image processing
tools can be applied to editing of watermarked iesagvith the aim of their enhancing or
compression. For an embedded watermark, this cagqubkfied as an attack which might be
combined with intentional/unintentional noising dé&tve or multiplicative in nature) [74, 60].
Definitions of transparency and quality for waterkeal images are subjective in principle and
may differ depending on the application. Howevere out of a number of the known objective
measures should be chosen for an unbiased compafi§i\W methods [75, 76].

In order to contribute to the field of DIW, the lmiing research questions and hypothesis
should be examined. The thesis will attempt to &xphnd test them in the following chapters.

- What are the common transform domains that are insB@jital Image Watermarking?

- What are the state of the art encoding technighas are used to embed a digital
watermark?

- Which measures of visual quality can serve purptseBIW?

- What kinds of attacks on the watermarked imagesh@&enost common?

- The hypothesis was that problems associated wéhatiove questions are possible to
solve and the new DIW techniques that provide imedsobustness-transparency trade-off can
be designed.

The outline of this thesis consists of the follogviparts: Chapter 2 provides information
about transforms commonly used in DIW such as Btsec€osine Transform, Discrete Wavelet
Transform and Singular Value Decomposition. Chapteescribes the most popular encoding
techniques, namely Spread Spectrum and Quantizataex Modulation with both scalar and
multidimensional implementations. Measures of imagasparency are discussed in Chapter 4
while information about attacks is provided in Ctesyb. Results of individual publications as
well as a generalized insight on the developmernt progress of the whole research are
represented in Chapter 6. Finally, Chapter 7 cateduhe thesis.
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Chapter 2

Transform Domainstraditionally used for DIW

2.1 Discrete Cosine Transform

Discrete Cosine Transform is one of the most pogual®igital Image Processing [77, 78].
Widely used compression format JPEG utilizes trasdform which is also the reason for its
adoption by numerous watermarking methods as ih ¢hse it is relatively easy to provide
robustness to JPEG [79, 80, 81].

2.1.1 1D Discrete Cosine Transform

The principle of Discrete Cosine Transform (DCTightly connected with Discrete Fourier
Transform (DFT). Coefficients of continuous FT #ocontinuous sign#l(t) are defined as:

F(jw) = [ f(t)ei®tdt (2.1)
wherew is the angular frequency.

For a discrete signaf[n], n € {0,1,..., N — 1} Fourier coefficients are calculated in the
following way:

F(jw) = X325 flnle /T . (2.2)

However, if we treat discrete signal as periodits enough to calculate only coefficients:

Flk] = $N22 fln]e /"™ k € {0,1,..,N — 1} . (2.3)

In contrast to DFT, coefficients of DCT are reahefe are several types of DCT known
[82]. They differ in how the signal (which has aldemits in time domain) is extended in its
infinite-time representation. For instance, intetption of the first and the last samples of the
signal can be different. In the most popular typBGT, coefficients are defined as

YN-L2f[n] cos <%k(2n + 1)),0 <k <N,

0, otherwise.

Clk] = [ (2.4)

Inverse DCT should be performed according to theaggn:
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fn] = {%Z’,ﬁ;&w[k]C[k] cos (%k(Zn + 1)), 0<n<N, 2.5)
0, otherwise.

where

0.5, k=0,

wlk] = {1, 1<k<N. (2.6)

There is the relation between DCT and DFT thatlmdescribed using the following steps.
1) Create an extended pseudo-sequeria¢ from original discreteg [n]:

flnl, 0<n<N,

yin] ={f[2N—n—1],N <n <2N. (2.7)
2) Calculate coefficients of DFT usingn]: Y[k] = DFT{y[n]};
3) Obtain DCT coefficients fronif[k]:
Clk] = {Y[k]e"'%", 0<k<N, (2.8)
0, otherwise.

The advantage of using the described relation as skep 2) can be computed using Fast
Fourier Transform (FFT). Comparison of the progsrtof DFT and DCT for original sequence
fIn] is equivalent to comparison of the properties &fTDfor original sequence¢[n] and
pseudo-sequence[n], respectively. A short conclusion is that DCT does imply signal
discontinuities while extending it and this elimi@s unnecessary high-frequency components.
This also means better energy compaction which agxl popularity of DCT in data
compression applications.

2.1.2 2D Discrete Cosine Transform

An image can be seen as two-dimensional signau(€ig.1). Therefore, utilization of 2D
DCT might be more beneficial in terms of repregantnformation in a more compact way.

flny,n,] —_ C[kl; kz]

B DC"lP i

Figure 2.1. Transforming spatial domain of image to the dontdibCT
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Fork, € {0,1,..,N, — 1} andk, € {0, 1, ..., N, — 1} 2D DCT coefficients are calculated as:
Clky, ko] = X' 2o Znso 4f [y, 1] cos( ki(2n; + 1)) cos( k,(2n, + 1)> (2.9)

For other values of; andk, DCT coefficientC[k,, k,] = 0.
Inverse 2D DCT forn, €{0,1,..,N; —1} and n, € {0,1,...,N, — 1} is calculated
according to the following expression:

flny,ny] = ﬁz =0 Z W1 [kilw, [k, ]Clky, k5] COS( k:(2n; + 1)) COS( k,(2n, + 1)) ) (2-10)

where

_ 05, k1 =0 _ 05, kz =0
walke] = {1, 1<k, < Ny Welkel = {1, 1<k, <N, (2.11)
For other values ai; andn, signal sampleg¢|[k,, k,] = 0.
Alternatively, 2D DCT can be described as two-stage-dimensional transform (Figure
2.2).
1) Create intermediate 2D sequerdé,, n,] by computing 1D DCT of rows;
2) Compute 1D DCT of columns éfik,, n,].

f[n1,n2] 0 [k1,no]
OXONOXNO, SESESES
O Q.0 O QL O

n@ 0O O sl GO @

0 [k1,n2] C k1, k2]
vXeReke R
O O O O 1-D DCT of columns )\\/1 {/1 K )vv'4

@000 TRy

Figure2.2. Two-stage 2D DCT

One of the most popular image formats JPEG is bamed2D DCT. Considerable
compression can be achieved thanks to quantizatidhe coefficients. Different coefficients
have different importance and should be quantizétl different precision. The quantization
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precision is expressed by quantization matrixslused in order to provide desirable trade-off
between visual quality and compression rate [78].

2.2 Discrete Wavelet Transform

Alternatively to DFT or DCT in the field of Sign&rocessing a choice is often made in
favor of DWT. A certain shortcoming of DFT is thiats not possible to tell at what instant a
particular frequency rises because DFT is taken the whole time axis. One of the existing
solutions for this problem is to use a sliding wandto find spectrogram, which gives the
information of both time and frequency [83]. Neweless, another limitation for such Short-
time Fourier transform (STFT) is the fact that teeolution in frequency domain is limited by
the size of the window [84].

As a contrast to the earlier transforms, DWT isebasn small wavelets with limited
duration. This approach makes possible to analygeak at certain periods of time using
translated-version wavelets. Also, the signal canabalyzed in different scale using scaled-
version wavelets. Multiresolution ability of wavtdas beneficial for watermarking. This quality
improves flexibility for achievable robustness/sparency trade-off.

2.2.1 Principles of multiresolution analysis

In wavelet analysis, scaling functiagi(t) refers to an approximated component of signal
f(t) while wavelet functionp(t) refers to a detailed componentfdt). Orthogonal basis needs
to be constructed using(t) andy(t). Signal can be analyzed by translation and scalfrthe
constructed basis alorft). Translation and scaling are definediyy € Z, respectively:

¢ () = 272¢(27t — k), (2.12)
P (t) = 2729p(27t — k). (2.13)
Vector subspaceg; andW; will be used further in order to represent impottproperties of

multi-resolution analysis. The mentioned subspa@e defined over corresponding
approximated and detailed components, respectivelythe possible translationg for the

components with a fixed scaling parametesreate set$¢; (t)} and{y;,(t)}. For each of
these sets, intersection of all of its subspacdsfised as a span:

V; = Span{¢; , (t)}, (2.14)

W; = Spanf{y; . (t)}. (2.15)
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The major requirements for multiresolution analysis:

1) The scaling function is orthogonal to its integanslates;

2) The subspaces spanned by the scaling functionvatstales are nested within those
spanned at higher scalé$:c V;,4;

3) Any function can be represented with arbitrary wieo.

There are many known wavelet families, for instadaar, Daubechies, Coiflet, Symmlet,
etc. [85]. The simplest is Haar:

_izf1, if k(0.5) <t < (k+1)(0.5)/,
() = 2/ {0, otherwise; (2.16)
1, ifk(0.5) <t < (2k+1)(0.5)/*1,
Y =2/231, if 2k +1)(0.5)/* <t < (k + 1)(0.5)/, (2.17)

0, otherwise.

The second requirement for multiresolution analysas be shown to be satisfied, for
instance, for Haar scaling function. It can eabiyseen that the following functional relation
keeps between functions of different sgale

$o,0(t) = \/%Qbm(t) + \/%le,l(t) ) (2.18)
The generalized multiresolution analysis equatsogiven as:
P(t) = Yn-ohe[nlV2¢p(2t —n) . (2.19)

Here, for Haar scaling functioty[n] = 1/4/2. A simple interpretation of the equation is that
function ¢(t) with lower frequency components can be represehtedunction ¢ (2t) with
higher frequency components and discrete lower-filtesshy [n] is used for that purpose. There

is a similar relation for the wavelet functions:
Y(E) = Thoo hy[NIVZ (2t — ). (2.20)
For Haar waveletsh,[n] = (-1)"/v/2 and the relation between the filters gy [n] =
(=D"hy[1 —n].
New subspaces can be formed using direct sum ape@atover subspace®; and W;

obtained from corresponding scaling and wavelettions. A union of infinite wavelet sets is
equal to the?(R):
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Requirements 2) and 3) are illustrated on FiguBe 2.

Figure 2.3. Scheme of relations between wavelet sets

Hence, any function ii?(R) can be decomposed using the scaling function aanklet
functions.

2.2.2 1D Discrete Wavelet Transform
A discrete signal id?(Z) can be approximated using wavelets as
flnl = 2= 4 W Lo, Kljo i [n] + 7= 252 1, T Wy i, kI alnl (2.22)

where f[n], ¢; «[nl, ¥;[n] are discrete functions that are definedMrpoints{0,1,...,M —
1}. Wavelet coefficients are calculated as following:

Wyljo, k] = 2= fInl$j, xln] (2.23)
Wylj, k] = =S Il alnl o j = o (2.24)

Coefficients Wy [j,, k] are called approximation coefficients whilé,[j, k] are called
detailed coefficients. There is a fast and conweniay to calculate coefficients using

convolution §) with coefficients of a higher order:

W), k1 = hg[-n] * Welj + 1,n]| (2.25)

=2k,k=0 "’

]|n=2k,k20 )
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This approach lets to find coefficients level byderather than calculate them directly and is
called Fast Wavelet Transform (FWT) [83].
2.2.3 2D Discrete Wavelet Transform

In the two-dimensional case, the scaling and wavetections are functions of two variables
that are denoted &s(x, y) andy(x, y), respectively, and defined as

Pjmn(x,y) = 212¢(2/x —m, 27y —n), (2.27)
P n(y) = 207291 (20x —m, 2]y —n), i = (H,V, D} . (2.28)

In contrast to the one-dimensional case, ther¢haee different wavelet functiong! (x, y),
YV (x,y) andy? (x, y). Further it is assumed that the wavelet functgoseparable and

d(x,y) = dp(x)Pp(y), (2.29)
P (x,y) = P (), (2.30)
PV (x,y) = d()Y(), (2.31)
PP (x,y) = POY(y). (2.32)

Wavelet coefficients are calculated as

W Go,m,n) = o ST TNZ3 £ (6 3)bjp mn (5, ), (2.33)
W (om,n) = e SN S8 £ (0, Y)W mn (6, ), = (H,V, D). (2.34)

The original signal is synthesized in the followingy:

FO0Y) = = Zom n W (o 1, 1) B m (5, 1) +

1 . . ;
+ ﬁZi:H,V,D 2z 2m 2 Wy, G, M Y () (2.35)

If the scaling and wavelet functions are separable,summation can be decomposed into
two stages. The first step is along gheaxis and then to be calculated alongthexis. For each
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axis, FWT can be applied to accelerate the spebd. sthematic diagram of this process is
shown in Figure 2.4.

Wy, [m,n]

oyl

along y

0l

along y

Wy, [m,n]

flx,y]

Wiy [m,n]

Wyy [m,n]

along x

Figure 2.4. Diagram of two-step image decompositidre, denotes downsampling

Here, the purpose of considering two-dimensiongihali is that it has a direct analogy to
images. During the decomposition an image is divieo four bands: LL (left-top), HL (right-
top), LH (left-bottom), and HH (right-bottom). Th¢L band indicates the variation along the
axis while the LH band shows theaxis variation. The power is more compact in ttheband
which is of higher importance. In opposite to LindaHH band contains information of a lowest

importance for an observer. An example of wavektodnposition of an image is shown on
Figure 2.5.

Figure 2.5. “Seagull” image decomposed on sub-bands

For the purposes of image processing, a famous @ssipn algorithm, named Embedded
Zero-tree Wavelet (EZW) was proposed by Shapirg. [Ziter, some modified versions of EZW
have been proposed [78].

In regards to DIW, the wavelet domain is one of thest beneficial [28, 86, 87]. Under
many types of popular attacks, robustness of wateimg schemes (utilizing LL, HL, LH sub-
bands) is usually better than that in DCT domaimwelver, in some cases DCT-based
watermarking methods are favorable due to thetfettin practice the usage of JPEG format is
more frequent than JPEG2000.
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2.3 Singular value decomposition

In the field of image processing, SVD plays an im@at role. Pixel intensities of any
rectangular fragment can be seen as values of etend a rectangular matrix. Then, a
factorization of that matrix can help to repressath rectangular fragment in a very compact
form. The most important components of such remtesen can be successfully used in DIW
because they are robust to various types of naidepeocessing techniques that are popular in
image processing [88, 89, 90].

Matrix M of sizem X n is factorized according to SVD [91] in the followg way:

M = USVT, (2.36)

where matrix$S is a diagonaln x n matrix arranged in descending order (non-negatige)
singular valuesU andV are some orthonormal matrices with dimensions m andn xn
(respectively) so that

vTu=LViv=I. (2.37)

The decomposition is not possible in case thermai® andV satisfying the previous condition.
The diagonal matri$ can be expressed usiNg U, andV:

S=UTMV. (2.38)

Calculating the SVD consists of finding the eigdoea and eigenvectors ®IM” and
MTM. The eigenvectors ™M make up the columns &, the eigenvectors MMT make up
the columns ol. Also, the singular values ® are square roots of eigenvalues frdfMT or
MTM.

One of the most popular ways of performing SVDratively small matrices requires two
equations:

M™™ = VSTsvT U = MVS~1, (2.39)

The first equation is equivalent to the probleneigfen-decomposition dM™M. The problem of
finding a columrw; in V that is an eigenvector of squarex n matrixM™M is defined as

MTMVL' = Aivi ) (240)

where/; is eigenvalue. Taking into account that more tbaa eigenvector are needed to form
V, the following requirement needs to be satisfied:

p(1) = det(M™M — A1) =0, (2.41)
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where p(1) is characteristic polynomial. When all the roofspg1) are found,S is known.
Columnsy; can be defined by solving linear systeM$M — A;1 and normalizing the solution
vectors. Calculation df is straightforward.

In spite of the fact that the described proceddr&\WD has just few steps, some of them
might be computationally hard for large andn. For instance, finding roots p{1) and solving
n linear systems are potentially heavy steps. Thezed QR-algorithm is used in practice for
eigen-decomposition. There are several modificatioh QR-algorithm that are widely used
[91].

The mentioned QR-algorithm is an iterative apprdaaded on QR-decomposition. The task
of QR-decomposition is to represent a real squarixA (substitutionA = M™M is utilized for
further simplicity) in a way that

A=QR, (2.42)

whereQ is an orthogonal matrix arRiis an upper triangular matrix. This can be donearnous
ways, for example, using Gramm-Schmidt processhEact 1)-th iteration of QR-algorithm
consists of two steps: a) obtaining a new malgjx,

Agt1 = ReQy, (2.43)

and, b) QR-decomposition @f, , ;. According to a) it can be seen that

Api1 = ReQr = Q'QxR, Q) = QxA,Q; (2.44)

which means that eigenvalues A&f, are the same for all iteratioris This is an important
property because it has been shown tAat converges (under some circumstances) to a
triangular matrix which eigenvalues are on the dred.

Despite that eigen-decomposition for an arbitratrin can not be guaranteed, the SVD
works well in practice. In most cases of DIW apglions, SVD is applied to relatively small
fragments of natural images. The brightness of Ipixeside small regions is usually quite
consistent which is a good condition for eigen-aegosition. Also, for the majority of DIW
applications it is not absolutely necessary thaD3dllowed by inverse SVD (ISVD which is a
composition of a matrix using two orthonormal ame @iagonal matrices) produce the fragment
identical to the original fragment of an image. 8ndeviations can be tolerated by most of
coding approaches used in DIW. This kind of dewratnight be needed, for instance, to correct
a defective matrix, which can usually be done bylemo SVD procedures.

As during SVD a fragment of an image is decompasedeveral orthogonal matrices it can
be considered a basis transform. However, in cshtt@ DWT and DCT, the basis is not
standardized and is different for different fragtsert turns out that this feature provides good
transparency for DIW applications [43, 92, 93]. fidiere, due to successful trade-off between
robustness and transparency SVD is chosen as adoaiain for watermark embedding in this
thesis.
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Chapter 3

Encoding approaches popular in DIW

3.1 Spread Spectrum encoding

Spread Spectrum (SS) watermarking is one of theesblknown in DIW encoding
approaches which idea is analogous to jamming eoaction in radio (or TV) communication
systems [20, 25, 94]. In a standard radio or TV mmmication system, the transmitter sends a
signal in a relatively narrow frequency band. Theghnique would be inappropriate in a
communication problem with a jammer, because tharjar would allocate all his power to that
particular band of frequencies.

Therefore, a watermark in SS watermarking is sentnmodulating secretly allocated
sequences (with a broad frequency spectrum). Tewiver demodulates the data using a filter
matched to the secret sequences. In order to d¢alrapvatermark the jammer must spread his
power over a broad frequency range. However, ordgnall fraction of that power will have an
effect on communication performance.

Starting from the first SS schemes, the most dgamt spectrum components were
recommended for watermarking. For instance, in f@8]authors use 1000 largest coefficients of
the DCT (excluding the DC term) as the host segeien€he coefficients are then modulated by
a secret sequenge which is generated randomly in accordance withmabrdistribution with
zero mean. The inverse DCT is applied to the aoefiis in order to obtain watermarked image
in spatial domain.

In the later works, authors assume that the seet&ernp™*) is defined by message and
a secret key. The process of modification of the host sequerise

Xp = Sp + Vpr(lm’k) 1 (31)

where y is the parameter of watermark strength and defthnesembedding distortion. The
diagram of SS watermarking procedure is depictedrigare 3.1. The mean-square embedding

. . . 2 . .
distortion isy?||p™"®||” and is usually the same for at, k. The attacker can possibly add
some nois& to the watermarked sequencehich will result in a corrupted sequenge

y=x+v. (3.2)
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Figure 3.1. Spread Spectrum embedding scheme

The secret keyc is known to the receiver and pattgp™*) can be generated for any
messagen € M because the generator is synchronized. Due t@nthie extracted message
might be different from the originah. If the original (host) sequenceis not known, the
extraction is blind and performed in the followiwgy:

m = arg maXpen tm (V. k) , (3.3)
wheret,, (y, k) is the index dependent on the correlation betvweandp ™)

tm (¥, k) = XN_ yp T me M . (3.4)

In case of non-blind extraction, the following ixde used:

tm(¥,5,k) = IV_ (O — s)PI™F  m e M. (3.5)

Even for the earliest SS methods it has been shbatnon-blind watermarking is quite
robust to various types of processing such as i@ddioise, low pass filtering, cropping, lossy
JPEG compression, etc. [20, 95].

One of the main disadvantages of blind detectidhas componengs + v) is unknown and
its energy is much higher than that pp™®. This fact reduces reliability of detection
procedure. Several improvements were proposedariitérature in order to diminish such a
negative effect.

In some applications, the parameter of embeddimemgthy is adjusted depending on index
n and the embedding equation is:

Xn = Sp + ¥ ($)pTH, (3.6)
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wherey, might depend on frequency or temporal charactesigif the host. Another solution
that can be beneficial for blind SS watermarkingpigpre-process original sequerce a way
that increases,,(x,k) for right m [94]. However, it is necessary to emphasize that
efficiency of blind watermarking is greatly depentlen the right expectations about parameters
of the noise added by the jammer. The performanightnbe drastically decreased in case
jammer changes his strategy and applies, for exangplored Additive Gaussian Noise (AGN)
instead of white.

3.2 Encoding Based on Quantization Index Modulation

As a contrast to SS watermarking, QIM does notirecany secret pattenm for information
transmission. Instead, the watermarking accordn@ItM can solely be seen as a special kind of
processing ok in accordance to some codebook. Sometimes themsehs called “informed
embedding” because in order to choose the righini@h) x we need to know hostas well as
messagen. On the other hand, SS watermarking is callechtbeémbedding” because the choice
of p does not depend an

3.2.1 Scalar Quantization Index Modulation

Further we will use the following notation for thatermarkw:
W=X—S§. (3.7)

It has been shown by Costa [73] that the achievelpacity of watermarking channel under
AWGN v is

¢ =05log; (1+ ‘;—i“) . (3.8)

Heres? ando?2 denote variance for noise and watermark, respaegtiVurther in the text,
even in case the distribution in the codebook is @aussiang2 should be interpreted as
variance. On the other hand, distribution of thetls®quencs for most of the real-life signals is
quite close to normal with varianeg. The result folC shows that the capacity is independent of
the variance ok, which is a contrast to SS watermarking. For goetiormance it is required
that the codebook is designed using parameter

uLS = {ul =W + aSl|l S {1; 21 rLU}} y (39)
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wherew~N (0,021, ) ands~N (0,021, ). Here,I is the identity matrixL is the length of
sequencel is the total number of entries t's. There exists at least one codebook such that
for Ly —» oo, the capacity in (3.8) can be achieved and the value of paranaefproviding that

C) is defined as:

z 1

0<a*=—22 <1. (3.10)

02+02  1+10~01WNR =

In the last expression WNR is a contraction of Watek to Noise Ratio and is commonly used
to express the relation between watermark and roisggies:

WNR = 10log; (%) (3.11)

Watermark message: can be seen as a number (or index). Also, sevedates of the
codebook entries can be associated with the sameSuch indices form grougL,, =
{1}, 12, ...,1¥} so that any}, (1 < i < N) has meaning ofr. Given a particular host sequence
so sending of message assumes two steps: 1) fig € £, such that the paifu,_,s,) is
jointly typical which is equivalent to the followgn

lm = argmingeg, [(u; — a*sp)"sol ; (3.12)

2) if wo=u; —a’s, satisfies power constraint; transmitx, = w, +s,. An affected by
AWGN sequencg, is received on the decoder side. Using the codeftide, the decoder finds
an index l; (associated with message) such that the pai(ulﬁ,yo) is jointly typical.

Unfortunately, the described random codeb®dk has an infinite size and is not practical [96].
In order to solve this problem, several suboptinalt practical implementations have been
proposed. The core idea of those approaches @&ireict a structured codebotlks.

One of the most popular watermarking methods has Ipgoposed by Chen and Wornell
[97]. The watermark encoding is done in accordawite a simple scalar quantization rule which
can be shown to be easily derived from the encoplingedure described by Costa [73].

The following interpretation is proposed by thehaus in [96]. They demonstrate that an
appropriate Lg-dimensional codebook can be constructed as a tawatson of Lg scalar
codebooksl/!. Moreover, they show that encoding/decoding cao &le done as sample-wise
(scalar) operations. Random sequekdeom the keyK (k,, € [0,1)) is an important component
of this codebook. It is used to protect the watekrieom malicious attacks (where an attacker
analyses and deliberately modifies the watermargigghal) the codebook choice must be
dependent on kek. In that case, withoWk it is almost impossible to reconstruct the codéboo
Scalar codebooki! is defined according to the following expression:

U (k) = fun = (L + ky)ad + 2 ad|d, €D, 1 € 2} . (3.13)
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Here,D is the alphabet of the watermark messagelaigithe total number of different symbols
in it. Further we assume binary alphabet wiere {0,1} andD = 2.

Following the encoding described by Costa, in ordeembed a sequence of watermark
symbolsd a correspondingi, has to be found that turns the péir,, s) to be jointly typical.
This is equivalent to finding a sequenge= w/a = u,/a — s that is nearly orthogonal ts.
This search can be considered to be a quantizafierwith anLg-dimensional quantizer. Each
quantizer representative is derived from the codkbentriesu € Uts whereUls = Ul o Ut o
..o UL. Therefore this process can be seen as samplespésation

Gn=0s{sn— A (2 4k, )} - <sn ~a(%+ kn)>, (3.14)

where Q,{-} denotes scalar uniform quantizer with step sizeThe transmitted watermark
sequence is given by

w=u,—as=aq, (3.15)
and the watermarked data is
XxX=s+w=s+oaq. (3.16)

Quantization errog (and the watermarnw) are almost orthogonal to the quantizer inpunhder
an assumption that the original samples are diggbuniformly inside quantization bin. It can
also be shown [96, 97] that for uniformly distriedtkey sequende watermarkw is statistically
independent frons. This condition is similar to the condition of teeheme proposed by Costa
[73].

The decoder receives daya= s + w+ v and looks for an index ofi(k) in codebook
ULs(K) such that the sequenc@su/a) are jointly typical. The index interprets the watark
messager. In case of hard-decision decoding, this procedtiadso equivalent to sample-wise
operations:

Zp = QA{Yn - knA} - (Yn - knA) . (3.17)
Here|z,| < 0.5A and the value of the hit, is defined in the following way

. {o, if |z,| < 0.25A (3.18)

d, = .
n 1, otherwise

Soft-decision decoders can also be used to extraavatermark fronz. This may provide better
results, but the decoding procedure is more compléxat case [96, 72].
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3.2.2 Multidimensional Quantization Index Modulatio

The presented QIM approach describes a scalar igaaoh case when a bid, of a
watermark message is embedded into a samplg. One can achieve sufficiently high capacity
with scalar Distortion Compensated QIM (furtherereéd as DC-QIM), but the limit estimated
by Costa is far from being reached [73, 96]. Caed Wornell [97] were the first who presented
an extension of the scalar QIM scheme to the vechse. The idea is to replace the scalar
quantizerQ,{-} with L-dimensional VQ quantizer. We omit k&yfor simplicity. In that case

an = Qa{sn — g} — (si —44,) . (3.19)

where, for instance, fat = 2 andD = 2 one can us@3 = (0,0), A? = (0.54,0.5A). Quantizer
0%{-} quantizes vectas’ — Aén in a sample-wise manner. The transmitted paiaofiesx? is

x2 =582 +aq? . (3.20)

Finally, the whole watermarked sequence is constcliby concatenation of all the pax$
together:

X =XZo0X2%0..0X%. (3.21)

The decoder receives sequegcinat might be corrupted by noise. For each pagamfiples
yZ the decoder’s output is

~

— : : 2 A2
d, = arg drglel{r&l} dlst(yn,Adn) , (3.22)

where Al =215 +AZ' and dist(ys, AL ) = minpeAgn”YrLz —pll. The efficiency of
watermarking (e.g. robustness-transparency trafjegodatly depends on the properties of the
lattice A.

A general construction of is based on nested lattices and has been discussedherous
papers [94, 98]. A lattica in N-dimensional Euclidean space is defined as a seoiots inR"Y
such thak € A andy € A implies(x +y) € A and(x —y) € A. Hence A has the structure of an
additive subgroup oR". UsingN x N generator matrix, latticeA can be defined as a set of all
possible integral combinations of basis vectdrs: {u = aG,a € Z"}. The choice ofz is not
unique for a giver\.. A nested lattice consists of ARdimensional lattice partition,/A. where
Ar andA. c Af are fine and coarse lattices, respectively. Tiaion between corresponding

generator matrice§. andG for a pair of nested Iattice($\c, Af) can be expressed as

Ge = JGy , (3.23)
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where/ is anN X N integer matrix used for subsampling. There isftflewing interpretation of
the role of(AC, Af) for the watermarking proces4; is used for embedding af, while A is

used ford,, extraction.

Better performance requires higher dimensionabty/f; andA.. Unfortunately, this would
considerably complicate quantization operationse @ the possible solutions is to utilize
lattices with a special structure that can be répced from some low-dimensional lattices. A
different idea is to use recursive quantizatioa imay it is done by trellis-coded quantization.

3.2.3 Trellis-Coded Quantization

Trellis-coded quantization (TCQ) is a special caédrellis coding [99, 100]. A set of
trellises is partitioned on several subsets inotmembed a watermarking message.

According to TCQ principle, a codebook is producsithg a trellis. A 4-state trellis can be
defined using a finite state machine (Figure 3.2).

01

S1 S0

o]

»

Figure 3.2. Finite state machine defining 4-state trellis

Here,u is the input bit of the finite state machisg,ands; are the bits that define the current
state whileo, ando; are the output bits. Hence, four different staespossible. There are two
possible transitions from every state dependinghenvalue ofu. The distance between the two
possible outcomes is 2. Each transition betweestttes is labeled by a corresponding ldhel

i € {0,1,2,3} where current is defined byo,0, (Figure 3.3). The transitions that correspond to
u = "1" are depicted with dotted lines.
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State(s1sp)
0

Figure 3.3. Transitions between states

The labels have real-valued interpretation and can be periodically reproduced on a real
number line using an ensemble of quantizers (Figure 3.4).

Dy, D Dy Dy D, D Dy Dy
—0

Figure 3.4. Labels on real number line

One of the earliest TCQ-based watermarking methods was proposed in [101]. The initial
state is always assumed to{log0}. For each transitiony is the watermark bit. A path consisting
of three transitions encoding watermarking message {0,1,1} is shown on Figure 3.5. The
decoding should be done according to Viterbi algorithm and using the whole watermarked
sequence.

Figure 3.5. An example of trellis path for TCQ method in [101]

The main idea of another TCQ approach described in [99] is to associate the initial state of
the machine with a watermarking message, .&: {s;,s,}. Then, the message is encoded
(by Viterbi algorithm) using IabeléDil,Dl-z,...,Dim} of m transitions. In order to label each
transition, each corresponding sample of a host is quantized according to the quantizer on Figure
3.4. On Figure 3.6 it is shown how a watermark mesaage{0,1} might be encoded using one
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of the possible sequences of labidds, D,, D;}. Decoding is done using Viterbi algorithm [72].
Therefore, the decoded sequence of Ia{ﬁj;s ﬁiz, ...,ﬁim} defines the extracted watermarking
messagev = {$;,3,}.

Figure 3.6. An example of trellis path for TCQ method in [99]

The robustness of such embedding increases with the number of transitions. In terms of
robustness-transparency trade-off, the advantage of TCQ is that a given initial state can be
encoded by several different sequences of labels. This enables selection of the sequence (code-
word) that is closer to the host and introduces less distortion.

A different insight on watermarking and distributed source coding problems has been
investigated in [100] with a particular focus on TCQ. A new design of trellis-based encoder
embedding the information in the middle of input of TCQ is considered there. In comparison
with previous versions of TCQ, this modification increases robustness of the embedded
watermark under AWGN.
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Chapter 4

| mage quality measures

Quality of the watermarked image is an importantapeeter that in combination with
robustness defines the efficiency of a particuldwDapproach [4]. However, in contrast to
robustness the question about image quality istneial. Humans are the end-consumers of
multimedia content and digital images as a parit.oThe feedback might also be different
depending on the target field. For instance, regpénts for entertaining or aesthetical purposes
can differ from the purposes of use in healthcareducational organizations [62]. Moreover, it
is difficult to develop a single measure that isi@ty successful under different kinds of image
processing techniques, noise types and maliciodackst on the watermarked image.
Nevertheless, the scores of different Image Quaiigasures (IQMs) can be averaged and
compared for different perceptual aspects. The npogtular and adequate IQMs will be
reviewed further in short.

IQMs can be separated into two classes: full-refegeand no-reference [76]. Full-reference
measures compare a watermarked image to knowmalridirectly, while no-reference methods
assign a score to the watermarked image withouvkigpthe original (in a blind manner). For
instance, the simplest full-reference IQMs directheasure the pixel-by-pixel differences
between two images and quantify them as the aveshgbe squares or using a logarithm
function. Such metrics have the advantage of bemgpputationally efficient, effective for
optimization purposes, and having a clear physicaaning. Despite their relative simplicity,
though, these algorithms have the drawback of beiradple to assess similarity across distortion
types.

4.1 Full-reference IQMs

There are three attributes that are traditiondtlgsen for estimation of efficiency of IQM:
accuracy, monotonicity and consistency [75]. Thap e briefly explained in the following
manner. First, for the same parameters controdiparticular type of noise, processing or attack
the variance of the IQM estimates among the vaoétynages should be small. Second, for each
type of distortion, IQM estimates should demonstrat monotonic behavior in respect to
parameters controlling the severity of the distortiFinally, a suitable IQM should provide
consistently accurate estimations for all typesnofges and not to fail badly for a subset of
images. Further, some of the most adequate IQMdDwitlescribed according to the principle of
comparison they utilize: pixel differences, spdctisstance, Human Visual System (HVS).
NotationsC, (i, j) and C,(i,j) will appear across various sub-sections furthéeyTrepresent
intensities of k-th subband pixel in the positiofi,j) of original and modified images,
respectively.
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4.1.1 IQM based on pixel differences

The most common IQMs in digital image processinigudate the distortion between two
images on the basis of their pixelwise differenoegertain moments of the difference image
(alternatively called error image). Minkowski avgeas” (y = 1) is one of the canonical
measures in this category:

e = 2K (Il G ) — G 'Y (4.1)
It is assumed (for simplicity) that both originadcawatermarked images are of square form,
N X N pixels. Depending on the application, the intetgdien of image sub-bands might differ,

but for RGB images one can assume R, G, B sub-bands
Mean Square Error (MSE) is another well-known aimdily used IQM:

MSE = —— 35 SV 16l ) = GG DI - (4.2)

KN?Z
The main advantages 8fSE are the simplicity as well as the fact that it eéms the best
IQM for additive noise.
4.1.2 IQM based on spectral distance
This measure uses matridggu, v) andT, (u, v) of 2D Discrete Fourier Transform (DFT)

coefficients calculated for thle-th sub-band of original and watermarked imagespeetively.
The spectra are defined as

T (u, v) = Yo Cr (M, n)exp [—Znim %] exp [—Zninﬂ. (4.3)

Usage of the weighted phase and magnitude specpeoven to be especially efficient. Phase
and magnitude spectral coefficientéu, v) andM (u, v) are calculated as following

¢(u,v) = arctan[I'(u, v)] , (4.4)
M(u,v) = [T'(w,v)] . (4.5)
The weighted spectral distortidhis

1

$ = 2 (1280w - 9 ) + (1 - DIk (M) - Awn) ). @)
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For the IQM,S needs to be calculated using the whole imagelanduthors of [75] have chosen
parameteil equal t02.5 x 1075,

However, a case with local image distortion is guiatural. Therefore, instead of the whole
image, the spectral distortion can be calculatedniage blocks. The obtained block measures
can then be averaged using Minkowsky average.H®purpose, an image is partitioned ihto
non-overlapping blocks of sizex b andI(u, v) is calculated fot-th block according to

Ti(w,v) = Xbot_, Ci(m,n)exp [—Zm'm %] exp [—Zm'n %] : (4.7)

For thel-th block, measureg, andJ,, can be defined:
1
T = 22K (5ol In v - R w|]")Y (4.8)

Jh = = 2K (B Lok (uv) — ok )] . 4.9)

Here, @t (u, v) and@k (u, v) are calculated based on spectra-tif block fromk-th sub-band of
original and watermarked images, respectively.
Finally, for I-th block/! is computed as

P =ML+ Q-] (4.10)
Then, all the calculate@ need to be arranged in ascending ogd& ...,J&) so that/®) =
max,;{/'}. The median block distortion represents the distorfor the whole image and is
defined as

Shiock = 0.5(JU0SLD 4 jOSLIFDY (4.11)

For Spiock, It has been experimentally proven thiat 2 and block size of either 32 or 64 result
in a quite adequate IQM [75].

4.1.3 IQM based on HVS

Despite the fact that the Human Visual System (H6Sa complex concept, there were
many relatively successful attempts to estimateganquality with simplified models of HVS
[75, 102, 103]. In order to obtain a closer relatwith the assessment by the human visual
system, both the original and coded images canreprgcessed via filters that simulate the
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HVS. One of the models for the human visual systegiven as a band-pass filter for 2D DCT
domain with the following transfer function:

0.554

0.05e? ", if p <7

e—9[|10g10 p-logio9[]1%3 (412)

H(u,v) ={

,otherwise ’
wherep = (u? + v2)°°.
Then, calculated in that way spectral malskhould be applied to an image in DCT domain.

The preprocessed image needs to be converted bable tspatial domain using inverse DCT.
These steps can be expressed via opebdtr

U{C(i, )} = DCT~YH (u, v)Q(u, v)}, (4.13)

where Q(u,v) denotes a DCT coefficient. Several IQM can be iapgpto the preprocessed
images. One possible choice is normalized abselute:

1ok 2hmolUCkGN-UCG@N)

HVS1 =5 Zie=r Nl Ck @) (4.14)
Another natural choice 62 norm:
1 K 1 N—-1 .. A .. 2 0.5
HVS, = 23K, [ 2N |uice @)Y - u{G Y] (4.15)

Both presented HVS-based IQMs demonstrate goodoqeaihce for a wide range of
distortions [75]. [75]Under assumption that thegact of watermarking algorithms on original
(host) image can be modelled by the means of thiestertions, one can conclude that the
previously detailed HVS-based IQMs can also be usedbenchmarking of watermarking
applications.

4.2 No-reference IQMs

Assessment of the quality of the watermarked imadbout referring to an original is a
difficult task. However, most images are considetedcontain some redundant information
which can be recovered even after sufficient desgrad. The obvious limitation for this
procedure is that a complex model has to be usegeftheless, some simple and relatively
efficient solutions are known in the literature.s@itable no-reference IQM was proposed in
[102] and utilizes Fechner's Law. This IQM averagesoss an image the scores obtained from
non-overlapping square blocks which crelafex k, splitting pattern. The authors use the name
“measure of enhancement” and propose several matidns of it:
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MEW = =313, 712, 2010, (F}) (4.16)

1k k {1} {1
MEE® = e, Ziz1 221 Fij 10810 (Fi,j) ’ (4.17)

wherel can take value of either 1 or 2. Indé}; is based on Weber's Law and can be expressed
as

IW

o (4.18)

J 7 min,, 1

maxy,

F'l —

2

Index F/; is motivated by Michelson contrast and can beesged as

w w

Lj 5 (4.19)

J 7 max,, ILV"]-+mMiln 1

F.z _maxwl —min,, I

l

Here, I"; is the intensity ofv-th pixel in the block which position in the imaige(i, /). In total,
four measured/E', MEE', ME?, MEE?* can be obtained by substitutifig; or F?; into (4.16)
and (4.17).
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Chapter 5

Common attacks on water marked images

Ability to withstand attacks is the key requiremémtDIW methods used in DRM systems
[40, 5]. Watermark attacks are aimed at removinglestroying any watermark signals in the
host data. In order to design a better and morastolvatermarking technique it is important to
take into account the models of attacks. A clasaion of the different types of watermark
attacks will be provided in the next section.

5.1 Classification of attacks

Watermark attacks commonly classify into four disticategories namely removal attacks,
geometric attacks, cryptographic attacks and pobtaktacks [4, 74, 104].

The goal of removal attacks is to distort or cartbhel watermark signal in the watermarked
image without breaking security of the watermarkahgorithm. However, some removal attacks
might be unintentional. Their harmful effect can baused by a casual image processing
procedure like, for instance, JPEG compressionnhbtithe desire to destroy a watermark [78].
This situation can occur when a person who prosessemage does not assume that it might be
watermarked. Removal attack results in a damagedrmarked image as well as watermarked
signal. Unfortunately in most cases no simple postessing can recover the watermark signal
from the attacked data. Traditionally, noisingtdggam equalization, blur and sharpen attacks as
well as JPEG, SPIHT and JPEG2000 compression digmiare in this category.

The most common geometry attacks are rotationinggaranslation, skewing and cropping.
The effect of geometry attack is in principal diffiet from that of removal attack. If only
distorted image is available, removal attack casd®n as a random impact. Hence, the amount
of information that is needed to describe this iotpa large. As an opposite to this, such
geometry attack as, for instance, rotation candseribed compactly and can be compensated at
the decoder. However, the exact parameters for eosgtion can be difficult to estimate.
Another aspect that distances removal attacks fyeametry attacks is the quality of perceived
image after an attack. While the effect of a renh@ttack can be quite noticeable (and even
disturbing) to human eyes, a geometry attack camwsible because human vision tries to
compensate it (for instance, small angle rotatidi)is is one of the reasons why simple
measures likd/SE are not effective for geometry attacks.

The aim of cryptographic attacks is to break theusgy of watermarking schemes which
usually requires finding a key that was used fotewaark embedding. Then, most of the
watermarks can be easily removed with a very li(fde no at all) harm for image quality.
Alternatively, a misleading watermark can be iregih the positions defined by the key. One of
techniques in this category is a method based erbtute-force search. This technique tries to
find the key by using a large number of known passimeasures for meaningful secret
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information. A different technique is called thea®le attack and is used to create a non-
watermarked signal when a watermark detector desiagailable [104].

In opposite to previously mentioned types of atfgmktocol attacks do not aim at distorting
the watermark signal. Instead, their goal is to @ddattacker’'s own watermark signal in order to
be able to claim the ownership. Another protoctdckt is the copy attack: instead of destroying
the watermark, the copy attack estimates a watdrinam watermarked data and copies it to
some other data, called the target data. The estithveatermark is adapted to the local features
of the target data to satisfy the transparency irequent. The classification scheme for
watermark attacks is shown on Figure 5.1.

Wateramrk Attack

Protocol

Removal Crvptographic Geometrv

Figure5.1. Classification scheme of attacks in digital waterking

Analysis of cryptographic and protocol attacks reggiassumption about the watermarking
algorithm. The effect of a geometry attack alsoesgls on the compensation ability of the
decoder. On the other hand, some of the removatkatitare easy to analyze as their model is
relatively simple and the effect can be measured/8¥. A brief analysis of several removal
attacks is given in the following section.

5.1.1 Removal attacks

Additive White Gaussian (AWGN) noising is a procésst adds a noise signal to an image
in order to deliberately corrupt the image, heresucing its visual quality [77, 78]. The name
of this particular type of noise incorporates theperty that it is being added to a signal as well
as the feature that it has uniform power acrosterdifit frequencies. Also, the property that
AWGN has a normal distribution in the time domaitimwmean value of zero is reflected in term
“Gaussian”. The statistical property of this ndiskows a Gaussian probability density function

(PDF):
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1 _(w-w?

fip o) = =e 27 . (5.1)

Herev is the realization of random variatife meanu is equal to 0 and variane& controls the
severity of AWG noising. Traditionally, AWGN hasdeused as a channel model in which the
only impairment to communication is a linear aduitiof wideband or white noise with a
constant spectral density and a Gaussian distoibutf amplitude. It produces simple and
tractable mathematical models which are usefuldinivations of channel capacity in case of
some canonical watermarking approaches like, fetaimce, Spread Spectrum or Quantization
Index Modulation.

In contrast to AWGN, Salt and Pepper noise is mdlitare. Also, it has a very different
probability distribution function compared to AWGMNs PDF takes the form of two impulse
functions at two discrete locations. The effectfar,instance, grayscale images is two kinds of
spots: white (“salt” noise) and black (“pepper” s®). For the case with equal fractions of “salt”
noise and “pepper” noise the model can be descabed

p;j =255 ;(( + ) mod2) + (1 & )pi; (5.2)

wherep; ; is the intensity of the original pixel in the pisin (i, /), p{j Is the intensity after “salt

and pepper’¢; ; € {0,1}. This kind of noise occurs naturally in the sessbased on Charge-
Coupled Devices (CCD) which is a major piece ohtedogy in digital imaging. CCD image
sensors are widely used in professional, medical, sxientific applications where high-quality
image data is required.

Median Filtering is another kind of image procegsithat can be used as an attack.
Commonly, it aims at reducing the presence of noisan image, hence enhancing the image
quality. However, it might cause a significant dedation of the watermark signal. The Median
Filter is well-known order-statistic filter and mon-linear. The main idea of the filter is to run
through the signal entry by entry, replacing eactryewith the median of neighboring entries.
The sliding entry-by-entry pattern of neighboriraples is called "window". For 2D signals
such as images, several different window pattemes pssible (such as "box" or "cross"
patterns).

This kind of filtering is widely used in digital iage processing because, under certain
conditions, it preserves edges while removing noB@ampared to linear smoothing filters of a
similar size, median filtering provides superiorisgreduction capabilities, resulting in
considerably less blurring images.

Any watermark signal can be considered as a smgjing signal inside the host image. The
characteristics of the watermark signal can be idensd equivalent to that of a noise in an
image capturing equipment. Since the Median Fiftexffective against many types of noise in
digital images, it can potentially be harmful foetwatermark as well.

Gaussian Smoothing is a yet another filter widedgdiin digital image processing. It aims at
reducing the presence of noise in an image andeshamany common properties with other
smoothing processes such as Median Filtering. Hewe distinct difference between Median
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Filtering and Gaussian Smoothing is that the latégrlaces a pixel intensity value with the
weighted average of neighboring pixels. The weigiésselected in accordance to 2D Gaussian
distribution with particular variance. Applying aa@ssian Smoothing to an image is equivalent
to convolving the image with a Gaussian functiohisTprocedure is also known as a two-
dimensional Weierstrass transform [78].

Gaussian Smoothing can be considered a low-pdss dihd represents a potential threat to
the watermark signal located in high-frequency dionoé the host. Nevertheless, it is a common
pre-processing technique, for instance, in edgectien and therefore might be an unintentional
attack.

Histogram Equalization is the image processing diifferent kind. While the mentioned
above smoothing techniques manipulate with locaratteristics of an image, Histogram
Equalization is based on the statistics of the wholage. Histogram representation of pixel
intensities serves for numerous spatial domain gesiag techniques ranging from image
analysis to image enhancement. During the Histodeguomlization procedure, the pixel values
are being modified in order to fit the original toigram to the desired model. As a target,
different models can be used, but uniform distidouis the most common. In that case, a new
(equalized) intensity of a pixel is proportionalthe (corresponding) value of cumulative density
function of intensities in the original image. Thssan optimal fitting strategy in regardsM$E
criterion.

Histogram manipulation is a non-linear transforrmat tmight affect most of the sub-bands of
an image. Changes in the spatial domain are eggebiTherefore, Histogram Equalization can
cause sufficient distortions of the watermark sigmhatever domain is chosen. On the other
hand, for a human observer the appearance oftdnekat image can be better than the original.

Developments in digital image processing softwaraden popular such a technique as
sharpening [104]. Unsharp Masking is one of thestmwaidely used procedures in that class.
Conditional (or thresholded) amplification of hifjiequency components is the main idea of this
procedure. A high-frequency component can be ebetlagsing a Gaussian low-pass filter. Then,
it needs to be amplified in accordance with thespreamplification parameter. Finally, if the
amplitude of the obtained high-frequency comporisnhigher than the threshold, it will be
added to the original image.

In practice, Unsharp Masking is used in order tochndetails of an image that might seem
blurry. As one can see, the low-frequency comporemot altered while the high-frequency
component might be amplified. Hence, the waternsagkal in a low- or high-frequency should
result in either identical or amplified versionitdelf. However, it is impossible to predict alkth
settings the Unsharp Masking will be configured emavindow size (and form) for a Gaussian
filter might be the main source of uncertainty.
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Chapter 6

Publications and Results

This chapter consists of six publications presgndievelopment and progress of the research
that can be characterized by a kind of SVD watekingy from modification of orthogonal
matrices to singular values; minimization of embaddlistortions, from simplified approach to
more advanced; watermark encoding, from scalarutidimensional and from domain specific
to domain invariant.

Publication | (PI) describes and evaluates a newD-B%sed watermarking method
modifying orthogonal matrices of 4x4 image blocksis is a domain-specific watermarking and
can not be utilized for the transforms other thMbSSeveral embedding rules can be used to
encode a watermark tth-matrix which is first fitted to a proposed modélm orthogonal matrix
according to a relatively simple procedure to miaenembedding distortions. Compared to a
method described in [105], the robustness for thepgsed method was higher under the
condition of JPEG compression and in some casgegedatmed the reference method for more
than 46%.

A more advanced multi-step procedure of minimizatiof embedding distortions is
proposed in Publication Il (PIl) for watermark edow by modification of orthogonal matrices
of SVD. Two embedding rules have been proposedvettermarking which provide different
robustness and transparency. A wider range of po@itacks has been applied as well as more
state of the art SVD-based watermarking methodscpaate in the comparison. According to
the results the robustness of the proposed watkimmgamethod toward some attacks is more
than 36% higher.

Publication Il (PIIl) represents another SVD-basedtermarking method modifying
orthogonal matrices that uses quite advanced pupeetb minimize embedding distortions.
Similarly to the previously proposed methods the @ domain-specific and can operate only
with SVD. The method modifies both left and riginth@mnormal matrices in order to embed a bit
of a watermark using Van Elfrinkhof’s rotational ded. A new embedding rule with adjustable
parameters has been proposed for watermarking.dthti@n, a criterion of watermarking
performance has been suggested for adaptationgdermbedding. The method demonstrates
better robustness toward some attacks in compamgtn other known blind watermarking
methods.

A different scalar watermarking approach based wantjzation of singular values of 4x4
blocks has been described and evaluated in Pubhchkt (P1V). A concept of Initial Data Loss
(IDL) is introduced in order to increase robustnasder high intensity AWGN. The method also
exploits a new form of distribution of quantizedrgdes which creates a distinctive feature and
two criteria are proposed in order to express mheucally. Further, the criteria are utilized by a
procedure for estimation of a gain factor aftersgale Gain Attack (GA). Compared to other
well-known quantization methods, the proposed nektlsosuperior under different types of
popular attacks where it demonstrates upbtimes better performance.
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Publication V (PV) contains some theoretical resdkfining robustness under AWGN for
the watermarking approach first presented in Pabbo IV. The quantization model is
described in a formal way using first order pretiédagic. For that purpose, conditions that are
important for watermark embedding are discussed famohalized in several key logical
expressions. Especial attention is paid to the vdsmn the watermarked image is attacked by
GA which intensity is not known to the sender andeh of constant parameters providing
sufficiently good performance were proposed. Experits were conducted in the domain of
SVD, however, the watermarking method is domainarrant and can be used with other
transforms.

A new approach of Distortion Compensation (DC)tfar two dimensional Quincunx Lattice
Quantization is described in Publication VI (PVIhe choice of a new direction of quantization
is explained by the form of Voronoi cell of thetle¢ elements. Parametercontrols DC and
can be adjusted to achieve a better performaneenimisy channel. An experimental evaluation
of robustness under AWGN is conducted using finsgjidar values of 8x8 blocks of natural
images and compared with several other known twtedsional Lattice as well as Scalar
Quantization methods with conventional DC.

The diagram presented on Fig. 6.1 provides an @awrfor application for the methods
detailed in the thesis. It is assumed that origimagel has dimension ah x n. Watermarking
data can always be considered as a bit sequaposhich should be embedded intaccording
to secret keyK. Because of the requirement to be robust, a watérrbit is ought to be
embedded into a block which is not smaller tHax 4 in size. This implies that small images
might not be suitable to incorporddg, and this condition should be checked first. Therage
is divided o4 x 4 blocks (their selection might be made according tor optionallyK can be
used to scramblB,,) and SVD for each block is performed. Next, theicé has to be made on
what component of the decomposition will be modedain order to embeD,,,. This is the step
where the distinction between the methods firseapp The methods detailed in Publications I-
Il embed Dy, using orthogonal matrices, while the methods imblieations IV-VI quantize
singular values (SV).
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Figure 6.1. Application diagram for DIWmethods included in tinvesis

The both left and right orthogonal matrices migbtibterpreted for watermark extraction
(for instance, Rule 1 in PII), but not necessamydh® be modified to embed data. The method in
P1 modifies and interprets elements of only onerixat

In case SV are chosen to be quantized, one migbidelebetween scalar or vector
guantization approaches. The method described ihi®¥n example of simple but efficient
vector quantization approach where a biiDgf is embedded into two samples (one sample is
modified but the both are interpreted). This regsiidouble quantity of blocks compared to
scalar approach. Therefore, conditienx n > 32|Dy,| should hold in order to apply this
method (8x8 block size has been mentioned in PMIphe can use 4x4 as well).

After embedding is completed, an inverse SVD ndedbe performed. In case SV were
modulated (according to the methods presented \p PV and PVI), original left and right
orthogonal matrices of the corresponding blocksehtavbe used to compose watermarked 4x4
blocks. However, if orthogonal matrices were maif{according to the methods described in
Pl, Pll and PIII), SVs of the corresponding blockay be adjusted in order to reduce differences
between original and watermarked image blocks.

Finally, the watermarked imagdg,.,, has to be constructed from 4x4 watermarked blocks
where the position of each block may be dependento The obtained image contains
watermarkD,, and can be transmitted in a robust way over conication channel which is
characterized by some type of noise like, for instgg AWGN.
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6.1 Publication I: A Simple Model of Orthogonal Matfor Low-Distortion
Watermarking

This is the first article of the thesis that is pmed by the idea of new SVD-based
watermarking presented in [105, 106]. The artisléocused on the modification of the idea of
manipulation with orthonormal matrix of image blsckihe goal of the paper is to confirm in
experimental way that the proposed modification insleed efficient for digital image
watermarking tasks.

The idea of SVD-based watermarking presented ib][tdn be described as follows. In
order to embed a watermark bit in a 4x4 image bBdkneeds to be decomposed:

B=%:S UV,

whereU; andV; are the columns of the left and the right orthomalrmatrices, respectively. The
watermarking is utilized by modifying the 2-nd atheé 3-rd elements iti;. The modified matrix
U* and original matriceS andV are composed back into modified blagk

B*=U*-S-VT.

The motivation behind this approach is that imalgelb component; = S, ; - Uy - V{ is the
most important and robust componentBdhs S, ; is the largest singular value. If some attack
occurs it will most likely be localized iB;, B; or B; as those components are considered to
represent higher frequency domain. In addition, iffcation of U; is preferential over
traditionally manipulated; ; because: aly; is a vector and this fact provides potentially enor
efficient embedding as a contrast to a scélgr, b) matrix U* is normalized which makes it
invariant to a popular multiplication (scaling)aak called Gain Attack (GA).

However, the mentioned papers do not address $engrartant issues. First, the modified
matrix U* is not orthonormal in general. The authors progosaodify the elements of the first
column of (originally orthonormal) matri¥/, but they do not provide any description of an
approach that will adjust the rest of the colunf$er composingB*, there is no evidence that
SVD of B* will produceU*, S andV. Instead, the result of SVD can be different whiah
cause errors in the extracted watermark even thawuglattack is applied. Second, only one
embedding rule is explored. Two elements out ofr fate modified inU; while one might
modify all the four. Moreover, inequalities of agher order can be used as an embedding rule
which can potentially improve robustness-transpeydmade-off for the method under different
attacks.

In Publication I, based on the idea presented 0&] ve introduced two-stage watermarking
with optimization. A simple model of orthogonal mat4 was proposed:
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On the first stage, all the four elemeni$, ¢, d of A need to be adjusted in order to approximate
U. In the paper, this approximation is representedogtimization. For the purpose of
watermarking, five new embedding rules were progose

L1 (-1)" (||(U{‘,1, Uz, = 134, Uz )”1)

v

T;

L2,:(-1)" (||(U{‘,1, Uz, = (V3,0 Usa )”2)

v

T;

Loog: (=1 - (W30 U3:), = W3 Us)N,) = T

L1,: (_1)b ’ (||U2*1

|, = lusall,) = T

L25: (-1 - (|3,

|, = llvsall,) = T.
Here, T is the positive threshold which influences thedéraff between robustness and
transparency of the watermaikjs the value of the watermark bit.

Each rule has been approbated independently dthimmg@xperiment. On the second stage,
according to each rule, the first columndhas been modified while minimizing the amount of
change. As one can see, after modification of itlse ¢dolumn, orthogonality can be preserved by
updating the corresponding elements in the remgirgolumns. This guarantees correct
extraction of the watermark. The two stages ofro@ation could, definitely, be combined in a
single optimization task for a better result, buthat case complexity would rise significantly.

During the experiment, several grayscale imagedimiension 512x512 were chosen for
watermarking with 1024 bit sequence. After watelimay, the images were separately attacked
by AWGN, Speckle Noise, Salt and Pepper, JPEG. Upatermark extraction, Bit Error Rate
(BER) was calculated for each embedding rule andpased with the BER of the method
described in [105]. The embedding carried out &hotd T was correspondingly adjusted) in a
way that the quality of the watermarked images w@sparable with the images watermarked
according to [105]. For all the mentioned embeddinles, the proposed modification of the
watermarking method demonstrated sufficiently Wepterformance under JPEG compression
attack. Ruld.2, is especially advantageous in that sense andfoe smages demonstrates 46%
improvement. For the rest types of attacks, thenhotetioes not have any sufficient advantage.
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6.2 Publication II: An Advanced Model of Orthogom#atrix for Watermarking
by Multiplication and Multi-Step Distortion Reduati

This paper is the natural continuation of the prasione with a higher emphasis on the
problem of reducing embedding distortions. In thxpezimental part, we have extended the
comparison of watermarking performance by includsame of the well-known SVD-based
methods. Also, the variety of attacks on watermaikeages has been increased which provides
a better overlook on the efficiency of the proposegthod.

As the previous paper, this paper targets the agpetigital watermarking by modifying an
orthonormal matrix of SVD of image blocks. Howevdrgre are two aspects that differ the
current paper from the preceding one. First, diférembedding rules were used and one of the
rules takes into account the first columns of dethand right orthonormal matrices. Second, a
watermark bit is embedded by multiplying one of tingjinal orthonormal matrices with several
other orthogonal matrices. As a contrast, in tleipus paper the original orthogonal matrix was
replaced with the approximated one.

The two following rules were proposed for watermankbedding and extraction:

Embedding: (—1)"" Y, Y, = Max * min(Th, Max);

Rule#1:
{ Extraction: bit = (2 + sign(Y,é,lYk’,z)) mod 3.

Embedding: (—1)?"Y,, = Th;

Rule#2:
{Extraction: bit = (2 + sign(Y,é,l)) mod 3.

Max = max(|Yk,1|: |Yk.2|)’

!

Yk,l = ulrefl -—m,

n

Yk'z == vlrefz -—m ,

!

1A 1A
Yo, =ujref; —m’,

! ! n
Yy, = viref, —m",

where Th stands for positive thresholdu, = (U7, v, = V)T, uy = UDT, v = (V)T;
ref, andref, are some reference vectors (columns) for thedett the right orthonormal
matrices, respectivelyn’ andm'’ are the mean values afref, andv ref,, respectively. The
first rule depends on the first columns of the bdthandV*, while the second rule takes into
account only the first column &f.

A new procedure of watermarking minimizes embegdutistortions. It utilizes the
following property: result of multiplication of (twv and more) orthogonal matrices is an
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orthogonal matrix too. For a given (original) orjomal matrix, another (modulating) orthogonal
matrix can be found so that their multiplicatioroguces a matrix with the desired first column.
This column should satisfy condition (according doe of the rules) in order to embed a
particular bit of the watermark. Either left- oght-isoclinic modulating matrix is calculated for
this task. The resulting matrix can be multipliedtifier with another modulating matrix. The
purpose of the second and the third multiplicatien® reduce distortions introduced by the first
multiplication. However, the mentioned steps shawdtchange already modified first column of
the resulting matrix. Euler-Rodrigues matrices ased on these stages. Each corresponding
singular value is adjusted after each multiplicaiio order to minimize distortion.

For the experiment, we have chosen 16 grayscalgamaf dimension 512x512. The
watermark had 512 bits in length. The methods megaon [89, 92, 106] were compared under
requirement that the quality of the watermarkedgesais nearly similar. The watermarked
images were attacked with the following attacks: @M/ Salt & Pepper, JPEG, Median
Filtering, Cropping and Rotation. Compared with titleer state of the art methods, the proposed
method performs reasonably good. Its robustneshidsbest under Cropping and Rotation
attacks. Also, under AWGN, Salt & Pepper and JPEBE@& proposed method (Rule #1)
demonstrates negligibly worse robustness comparditet best achieved rate for other methods.
However, it should be noticed that PSNR of the waseked images is always slightly higher
than for other methods. Unfortunately, under Medidtering the robustness of the proposed
method is significantly worse than the best scat@eved according to [89], but is still better
than for the methods from [92, 106].

6.3 Publication IlI: Criterion-Based Multiplicatiwatermarking of Orthogonal
Matrix

The article develops further the idea of SVD-basedermarking by multiplying original
orthogonal matriced/ and V with rotation orthogonal matrices defined accogdito Van
Elfrinkhof’s formulae. Here, in contrast to the yimus paper, in order to satisfy an embedding
rule matricesU and V can be multiplied with the corresponding rotatimatrix only once.
Hence, this process is described as a constraineonimation of embedding distortion. In
addition, a criterion of watermarking efficiencypsoposed that can be used for the purpose of
adjustment of the threshold paramdtér

The distortionG introduced by watermarking 4x4 fragmépis defined as

G=|I'y—Lll5.

Herel’, = U'S'(V)T,U' = RyU, V' = R,V. The orthogonal matrice®, andR, can be defined
according to Van Elfrinkhof’s formulae:
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ap—bq—cr—ds —aq—bp+cs—dr
bp+aq—dr+cs —bq+ap+ds+cr
cp+dp+ar—bs —cq+dp—as—br
dp—cq+br+as —dq—cp—bs+ar
—ar—bs—cp+dq —as+br—cq—dp
—br+as—dp—cq —bs—ar—dq+cp
—cr+ds+ap+bq —cs—dr+aq—bp
—dr —cs+bp—aq —ds+cr+bqg+ap

R =

wherea, b,c,d,p,q,r,s are reals and? + b? + c? + d? = 1, p? + q®> + r? + s? = 1. Further,

it has been shown th& = ||U'S' (V)T — It||5 = ||lUS'VT — RLI,Ry|13. A diagonal matrix has
been represented 85 = S + AS whereAS is also a diagonal matrix. The embedding distartio
is therefore:

G = |[UASVT + I, — REI R ||% .

In order to simplify the optimization we switched & suboptimal solution by minimizing
G* = ||I, — RLI,R,||3 while showing that it is always possible (and deppo find suchAS that
G < G*. The embedding rule i6—1)?*(uR,RefR,v" —m) = Th, whereRef is some 4x4
matrix. The complete description of the constraioptimization task is therefore:

G* = ||Ix — RLI,R,||3 » min;
(=D (uR}RefRyv" —m) = Th.

In general, this is a non-linear Least Squares @Sk. In order to achieve sufficiently good
results, one might reduce its complexity (nonlintgar This can be done by looking avi =
RYRef Ry, first. If the matriceR}, R, are left- or right-isoclinic, elements of matfikin general
are not linear expressions. HoweveRdf is orthonormal thei is as well. We might constrain
M to some model of orthogonal matrix like, for imgta, matrixA in the Publication I, which
means that the constraint can be linear. Furthermight propose some model By, (with
linear expressions for its elements). Thereforetrima&,, is defined aR, = RefTRy;M. The
goal functionG* is equivalent ta **:

G* = ||[I,MT — RLI,RefTRy||3 - min .

The constraint depends dii and does not depend @&y,. So, we can first minimiz&** =
IMT — I,RefT||3 > min (with constraint). Then, we adju®, with fixed M in order to
reduceG**. One can see that it is always possible to ob&ih< ¢*** (according to the
mentioned models of rotation matrices, it is alwpgssible to turR;, to be identity). This is a
suboptimal procedure, but the significant advantagthat orthonormaRef allows keeping it
relatively simple.
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In the paper, a heuristic criteriah has been proposed in order to estimate the dedree
efficiency of embedding for every block. The cribe&r combines aspects of invisibility and
robustness (the trade-off is controlled dyndpg). For the robustness aspect, the assumption is
that some of the distortions can be modelled byesadditive pattern which is defined by four
coefficients. This might be seen as a limitatioacguse the dimension of the block is 4x4=16
pixels), but on the other hand the well-known fadhat many distortions are localized in a part
of the spectrum (usually high frequency). Usth@ne might adjusTh during embedding for a
better performance.

During the experiment, five different orthonormahtnces were considered fdtef. A

matrix that provides minimum variance for the temRefv’T was chosen in order to reduce
embedding distortions. Different length watermaskere embedded in 512x512 grayscale
images: 64 bit long watermark was embedded replyaBetimes, while 512 bit long watermark
was embedded without repetition. The same attasks the previous paper were applied to the
watermarked images. Upon watermark extraction, B&Rthe proposed method was usually
lower under JPEG (non-redundant embedding casegrapging attacks than that for [89, 106].
A reasonable assumption is that the further improarg of the method is possible if the size of
the block is increased. However, the model of erdlmegd(with minimization of distortions) that
preserves orthogonality of the modified matrices bacome prohibitively complex. This was
one of the main reasons to move toward quantizagonnique in our subsequent watermarking
experiments.

6.4 Publication IV: Lossy Scalar Quantization inyAsnetric Manner

This is our first paper targeting some of the peafd related to watermarking using scalar
Quantization Index Modulation (QIM) with DistortioBompensation (DC). In the paper, two
kinds of attacks are mainly assumed: AWGN and @Aartler to increase efficiency of DC-QIM
in the case of AWGN, we proposed a new model ofud@er which Initial Data Loss (IDL) is
possible. IDL means that a part of the watermarkdtada is interpreted wrongly during
embedding (initially and deliberately), but no dision is introduced to an image for this part of
data. Also, an asymmetric form of the distributmihquantized samples serves as a distinctive
feature which is used by the proposed proceduneadvery after GA. The robustness of the
proposed watermarking scheme under the mentionackatis compared with the state of the art
guantization approaches like canonical scalar DB-@hd RDM [97, 107].

In the case of AWGN, it has been shown that soméhefparameters of the model of
canonical DC-QIM comply with the requirements of thpper capacity limit model described by
Costa [96, 73]. However, such requirements like gikample, infinite size of the codebook can
not be satisfied which reduces the actual capacipractice. We try to solve this problem in a
different way: a given original sample can be miedifonly if there is a “good enough” code-
word for this purpose. The decision about encodamgevery sample (micro level) is based on
the estimated robustness-transparency trade-othisrsample. While transparency (embedding
distortion) is easy to estimate, robustness can heotestimated analytically for DC-QIM.
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Nevertheless, a good practice is to assign diffdearels of robustness for different code-words
in the codebook (or rank them). The samples thatat quantized cause IDL. In addition, the
whole codebook is re-designed (modifications on ii&cro level) which causes quantized
samples to be distributed in a different to canalnRC-QIM way (Figure 6.2).
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Figure 6.2. lllustration of the process of separation

Distributions of samples for a single embeddingnval are depicted before (bottom) and
after (top) quantization. The length of the inténga), its left endpoint igF. Distributions of the
quantized samples coded as “0” and “1” are given fpfx') and f;(x"), respectively.
Distributions of the samples that will not be maetif but are labeled as “0” and “1” are denoted
as IDL(0) and IDL(1), respectively. The fractions of the quantized dasyghat will be
distributed according t¢f;,(x"), fi(x"), IDL(0), IDL(1) arey,, @1, 99, 1., respectively. For
further explanations of the watermarking schemeag#, refer to the original article. There are
two main consequences of IDL and asymmetric distiolm of the quantized samples. First,
because some of the samples are not quantizedenitgedding distortion is lower. In
watermarking, the severity of the attack is measurg Watermark to Noise Ratio (WNR),
WNR = 10log,,(D/0?), D is embedding distortion? is the variance of AWGN. For a given
value of WNR, loweD implies lowers;? (less severe attack). This means that the sartipiés
are modified (non-IDL) have more chances to beaex#d correctly after an attack. Second, the
asymmetric distribution is a distinctive featurelamll most likely remain asymmetric even after
guite a severe AWGN.

The second feature is used to recover the watersigrial after GA. For this purpose, we
have proposed a procedure that utilizes one ottiteria of asymmetry of the distribution of
attacked samples. As the result of GA, all the dasare multiplied with a constant that deviates
from 1 very slightly, but is not known to the regsi. Therefore, extraction of the watermark
with original A is not efficient and a new’ has to be estimated. Asymmetry of the distribution
is a suitable indicator of the right estimate, ibtihe estimation is wrong the distribution appears
nearly uniform. In order to measure asymmetry, weppsed two different criteria that
demonstrate similar performance. For a range obiples estimates, the procedure retrieves
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different distributions. Finally, the estimate tipmovides the highest value for a criterion will be
chosen forA”. For instance, odd central moments might servpoasible realizations for the
criterion that is sensitive to asymmetry in thetrdbsition. Despite the procedure calculates a
criterion for a range of possible estimates, thgmgotic complexity isO(n) because the
number of possible estimates is much smaller themtumber of samples

The robustness of the proposed watermarking teaknigps verified under AWGN and GA.
The results were compared with the results of cotiweal DC-QIM, RDM and other popular
QIM-based methods [108, 109]. For the experim@&ntpatural grayscale images with resolution
512x512 were selected. The images were split onbdbeks and their first singular values were
guantized. For the proposed watermarking methodhawe conducted experiments with IDL
technique as well as without it. After attackingatermark message was extracted from the
images and the mutual information between embedddddecoded messages was calculated. It
should be noted that term “capacity” in the papsedto be replaced with mutual information
between original message and the message decodegdnyicular decoder. Different decoders
might provide different performance. In the paper experiment with (two options for) hard-
decision decoder as this is the most practicabni@ of its variants, the decision regions remain
the same for any kind (and severity) of the attadke other variant defines decision regions
based on the median of the distribution of theci#d samples inside embedding interval.
According to the results, our method with IDL penfis up t010* times better than DC-QIM
under AWGN. In addition to that, thanks to the pregd procedure of recovery it performs up to
103 times better than RDM under GA.

6.5 Publication V: A Convenient Logical Framework féew Scalar DC-QIM

In this conference paper, we present researchtsefliowing the idea of modification of
DC-QIM described in the previous article. First ergredicate logic is used with the aim to
provide more straightforward description for theqgtization model. Besides that, new analytical
results were obtained for the proposed quantizatimael. The obtained results can be used
during the experiment in order to reduce the amofinbmputations or to increase the precision.

First order predicate logic provides simple yetoght descriptive and reasoning tools. We
believe that the ideas of modification of DC-QIMcbene straightforward. Moreover, the model
of quantization expressed using first order prddidagic can be used as a framework for
development of new watermarking methods. A suitadample illustrating this side of our
model is to substitut§ (x") andf; (x"). Obviously, the arguments remain valid and they tesk
is to provide they are sound. The robustness aspecrte of the most important, but, as it was
mentioned above, in case with DC-QIM an optimalrthstion of quantized samples is not
feasible to derive analytically. The expressionsffgx") andf; (x") were proposed in our paper
in a heuristic manner. Other distributions of theamfized samples might provide better
robustness and our model can be used to explaaspect.

It is assumed throughout the paper that the digtah of original samples inside embedding
interval is uniform. Following this concept, it hasen shown that error rate in case of AWGN
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attack depends only ak/o,, and@, where® is the vector of parameters defining distributain
guantized samples. For the experimental evaluaiforobustness, this result is useful because
for a given® the error rate can be calculated using one pamnieto, instead ofA anda,
substituted separately). This will reduce the numddecomputational cycles without sacrificing
the quality of the result. Further, the result t@nused for the estimation of parameters of GA.
The proposed procedure of GA recovery is efficiiemtwatermark extraction, but one might
want to estimater,, as well. Such an option might be in a special dema semi-fragile or
fragile watermarking applications [45, 50]. A pddeisolution is to include in the watermark
some (relatively short) pilot sequence known to lie¢h sender and receiver. After GA, the
watermark is extracted. The error rate can be takd using the pilot sequence. Now@ifis
agreed between sender and receiver, the latterestimateA” /o, and, finally, calculates,,
(becausd\” is already estimated by the procedure of GA reggve

Achieving the highest possible robustness requacgasting® for different WNR. On the
other hand, strict constraint agreed between seadlérreceiver aboud might cause a lower
performance for the proposed watermarking scheme. have investigated this issue and
compared the results under GA for the proposed odethS-QIM, constrained version NSC-
QIM and state of the art RDM (Figure 6.2).
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Figure 6.3. Information extracted under GA followed by AWGN

For the experiment, the first singular values of &ocks from 512x512 grayscale images
were quantized. In order to equalize the embeddorglitions for all the methods, the same
Document to Watermark Ratio (DWR=28dB) was usee U¥age of the term “capacity” in the
paper is not an absolutely correct and needs teflaced with “extracted information”. As one
can see from Figure 6.3, it is possible to definastant parameters f@ that sacrifice the
performance very little. On the other hand, advgedaof NSC-QIM over RDM are still quite
considerable. The results published in this andptlegious paper confirm that some aspects of
watermarking can be indeed improved by introduging-standard DC for scalar QIM. In our
following research articles we investigate non-gdtad DC for multidimensional QIM.
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6.6 Publication VI: Benefits of Non-Standard DC kultidimensional QIM

A modified two-dimensional quantization approacliscusses in this article. With the aim
to embed a bit of a watermark message it uses auar@uincunx lattice. A new Distortion
Compensation technique is proposed in order to angrrobustness of the method. The
experimental results obtained for the method arepawed with the results of other popular 2D
as well as scalar quantization methods.

This is our first paper considering multidimensibrguantization technique. Thus, a
relatively simple yet popular Quincunx lattice i#limed for watermarking. Lattices are widely
used in various coding applications, their desigs heen discussed and their properties have
been quite extensively studied in the literaturé, [98]. However, DC lattice quantization is a
relatively new topic which is usually discussedhe context of digital watermarking. In case of
the Quincunx lattice quantization, a bit of a watark has to be embedded by modulation of two
original samples. For this purpose, a pair of sasp$ seen as a point in 2D space. Before
embedding, any point in the space needs to beressip a cell (“embedding cell” is obtained
from coarse lattice) depending on a bit value (t0”“1"). Then, in conventional DC lattice
guantization, the point has to be shifted towasddénter of the corresponding “embedding cell”.
For a correct watermark extraction, one must pm\ltht any point from “embedding cell” is
shifted inside smaller “extraction cell” obtainedr fine lattice (Figure 6.4).
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Figure 6.4. Conventional DC Quantizatis

On the figure, “embedding cell” correspondsAtg, while “extraction cell” corresponds to
As. The center of the both cells &f,x$). Original point has coordinate;, x,) and
modulated point has coordinates, x3).

After a bit is embedded, the modulated gaif, x;) may be attacked by AWGN. An error
occurs if (x1,x3) is shifted by AWGN outside “extraction cell”. SBmAWGN is a random
process, this can be done in an infinite numberays. Nevertheless there is one scenario that
has the highest probability.

A new DC technique proposed in our paper minimites probability that corresponds to
Maximum Likelihood Error Scenario (MLES). Noneth&deone can see it as a minimax strategy
which is quite a popular approach for decision mgkin the presence of uncertainty or in
complex systems [110]. Our motivation can be exydiin the following way. For a given value
of the compensation parameter point (x;,x,) is being shifted on distancg, ,, so that

T, = \/(x1 — x1)% + (x, — x3)%. Embedding distortion in that case depends only?% and
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does not depend on the direction of the shiftr|f,, is already decided, one would try to
optimize the direction for the best robustness. that purpose, one needs to estimate the error
rate for all the points that have distange,, from (x;,x,) and to chooséx;, x;) that has the
lowest rate for a given WNR. However, estimationhatt rate for many points and under all the
possible combinations &WNR, a is a tremendous computation task. Therefore, dueatbility

to estimate all the necessary rates, a simple maxipninciple is utilized. It should be noted that
in the case when the “extraction cell” is a hypbesp, conventional DC is a minimax strategy as
well. For a non-spherical form of the cell, one nsft (x;, x,) in the direction orthogonal to
the nearest border of “extraction cell” (Figure)6.5
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Fiaure 6.5. New MLES-based Dt

The mentioned way of modulation is a minimax stygteintil the nearest diagonal of
“extraction cell” is reached. In our modificatioh Quincunx DC-QIM we implement that kind
of modulation. Minimax strategy for any point orettliagonal is to shift along the diagonal in
the direction to the center (that kind of modulatiwill be the subject of our further research).
Obviously, the implemented approach requires for @, x,) modulation shift to be smaller or
equal to that of the conventional DC with the samd herefore, embedding distortion for our
method is smaller than that for the standard DGoAgitherx; or x, is modified and never the
both. Nevertheless, it should be emphasized thatptloposed way of embedding is two-
dimensional as the value of the modified coordimeends on the other coordinate.

For the experimental comparison of the Modified fgunx (MQ) and the conventional
Quincunx with DC, 72 natural grayscale images offedent resolution were selected.
Additionally, we have examined two types of hexagdD lattice watermarking methods with
traditional DC [94, 97]. For each image, 8x8 bloakere formed from adjacent pixels and
passed to SVD transform. From each block, onlyfitise singular value was chosen to form the
sequence of coefficients. All the watermarked images were attacked by AW&NM a simple
hard-decision decoder using the described “extractells” was utilized after. The amount of
the mutual information between embedded and decodessages was compared for all the
methods. Under WNR lower than -3dB, the advantag®1@ over all the rest methods is
considerable. However, for higher WNR values itsfggenance is the worst. A natural
explanation for this is that the implementationn@ihimax modulation strategy (in the current
realization) is limited by the diagonals of “extiiao cell”. Fortunately, for a better performance
under any WNR one can combine MQ with the tradd@loBC Quincunx because the same
decoding rule is used in the both cases.
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Chapter 7

Conclusions

New methods of digital image watermarking operaim@VD domain were considered in
the thesis which consists of six publications. Thpgcifically present the entire process of the
research, including image processing, watermark eeisibg (encoding), attacking of the
watermarked images, watermark extraction (decodamg) evaluation of the results obtained.
The final aim of the research is to improve thacefhcy of blind digital image watermarking
under different circumstances that can be desciiyetthe purpose of the watermarking as well
as the type and severity of the attack.

Firstly, for image processing stage, the kind ahsform is the same in all six publications.
The advantages of SVD are due to relatively highustness to most of the image processing
techniques as well as imperceptibility of waternmagkin that domain to human eyes. Unlike
traditional 2D image transforms, like for examp¥CT, the basis in SVD is not the same for
different image blocks. Therefore, watermarkingoimniation can be embedded in orthogonal
matrices and singular values alike. The numbeirafudar values that interpret important visual
information is fewer than that for DCT, but the ren of important elements of orthogonal
matrices is larger. Utilization of the latter creminteresting opportunities for vector embedding,
which robustness can potentially be improved fghkr dimensionality.

Secondly, watermark encoding approaches are diffei@ each publication. The most
attention in the thesis is paid to this aspect. dpy@roaches described in the thesis can be divided
into two parts depending on a constraint that shda taken into account during embedding.
The first part consists of Publications I-1ll whetlee requirement of orthonormality of the
modified matrix is the main constraint of embeddimpe second part consists of Publications
IV-VI that describe watermarking methods addressirgyy approaches in quantization of
singular values and do not assume any specificticonts.

Publications I-1ll consider modification of orthogal matrices of SVD of square image
blocks which is relatively new and not a very p@pw@pproach in DIW. Nonetheless, it has some
benefits such as imperceptibility, sufficiently higobustness to AWGN, JPEG and is invariant
to GA. Information can be embedded in the firsuowh of the left or right orthogonal matrices
as those columns represent the most significaet lafya block.

Methods detailed in Publications I-1ll perform vectguantization which is defined using
different embedding rules. They are based on tlotdgtarameteTh which is a contrast to other
vector quantization approaches like, for instantegse based on lattice quantization.
Particularly, it means that only one projectionaofector is interpreted for watermarking which
might be seen as a certain limitation. Neverthelédse mentioned approach has several
advantages one of which is simplicity due to exiséeof only one border that separates “0” from
“1” and is a contrast to periodic nature of laticeAnother advantage is that watermark
robustness-transparency trade-off can be regulaye@n owner without informing receiver
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(consumer). Unlike lattice quantization, where titances between the elements of lattice are
important for correct extracting, threshold extiragtdoes not require distance parameter.

Different embedding rules in Publications I-Ill tece different encoding of a watermark.
With the aim to interpret a bit of a watermark arewo orthogonal matrices can be used. The
first column of a single orthogonal matrix defingatermark bit in Publication I. Several new
watermarking rules were proposed where each of thasmsome advantages under different
kinds of attacks. In Publication I, rule2, was recommended as the most universal. Both the
orthogonal matrices were used for watermark enggdatoding in Publication Il, but only one
was modified at a time. Developing this idea furthiee both left and right orthogonal matrices
were proposed to modify in Publication lIl.

Another important characterization for the methad$?ublications I-1ll is that they have
specific constraints due to the requirement of mrtdrmality for the modified matrices. The
disadvantage of the approaches previously desciibele literature is inability to fulfill the
latter condition [105, 106]. The mentioned reasaunses distortion of the embedded watermark
prior to transmission. In order to avoid this, ma#lements that do not interpret watermarking
data (e.g. in the second, third and fourth colunme®d to be also modified. The modification is
defined according to mathematic model which isedéht in every publication.

Publication | explores the idea of approximationtloé original orthogonal matrix of SVD
using a simple model of 4x4 matrix. It guarantdest tafter modification of the first column
(according to embedding rule), the rest of the matan be easily adjusted in order to become
orthogonal. The positive outcome of such approatthat for some grayscale images it
demonstrates 46% better performance under a JP&Ckah comparison with the method
described in the literature. In Publication I, teesd of approximation, an original orthogonal
matrix is multiplied with a modelled orthogonal meat The embedding procedure includes
several multiplicative steps that have differenhsi Multiplication with the matrix defined
according to Van Elfrinkhof's formulae is performed the first step which aims to satisfy an
embedding rule while minimizing distortions. Durittte subsequent steps, the multiplication is
performed with matrices presented in Euler-Rodigdem and the aim is to reduce the
distortion of the first step. The process of thenimization of embedding distortions is
essentially sub-optimal but its complexity is relaly low. In order to further increase
watermarking performance, a criterion of watermagkefficiency is proposed in Publication Il
where, in addition, a different embedding rule sedt The criterion combines indices of
embedding distortion and robustness with the aisetect one from among a set of watermarked
blocks. For each original 4x4 block of an image, thentioned set is created by using different
values for the paramet@h in the embedding rule. The usage of such heugsitierion provides
better adaptation of the watermarked image to ¥pe@ed distortion or attack. The proposed
watermarking method was tested under several kifidgtacks such as AWGN, Salt&Pepper,
JPEG, 3x3 Median Filtering, Cropping and Rotatibhe results of the experiment show that in
comparison with other reference methods the prapose provides better performance under
JPEG and geometric attacks (around 40%).

Encoding methods detailed in Publications IV-VIfeiiffrom those in Publications I-Ill in
two main aspects: visual meaning of original indies well as distribution of modified indices.
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For visual meaning, the most controversy betweena8¥ elements of orthogonal matrix is
because the latter defines a structure patternlafer of image block while the first defines
importance of this layer. Accordingly, orthogonahtnces are normalized while SVs are not
which makes GA harmful even though it might be ummsable to human eye. The main
difference in distribution of quantized sampleslig to fact that methods in Publications IV-VI
utilize for encoding lattice-based quantizers whelve only local influence on final distribution.
Traditionally, this has caused an additional coogtion under GA as local features are not easy
to reconstruct [111]. On the other hand, to theebemf SV quantization is that it does not
require complex minimization of embedding distam8ovhich is described in Publications I-111.
Also, characteristics of lattice-based quantizexden AWGN are well-studied and represented in
the literature [73, 97].

The GA vulnerability issue was successfully addrdsism Publications IV-V where a new
model for Scalar Quantization with Distortion Compation has been proposed. According to it
samples were quantized in a way that the finalridigion is asymmetric. This creates a
distinctive feature that is used later by the pdoce for GA recovery.

Robustness under AWGN has also been addressedlicd&ions 1V-VI. Quantization Index
Modulation is an approach which is well-known imgital watermarking. Nevertheless, some
aspects of its robustness can still be considerabjyroved and, for instance, under high
intensity AWGN the performance of known in the riteire methods is quite low. In order to
improve it, a concept of IDL was introduced in Radion IV according to which samples in
pre-defined positions are not quantized in ordem¥oid significant embedding distortions.
During the experiment, the watermarked images wéBecked by AWGN and GA after which
the results of the watermark extraction were comgbavith such state of the art methods as DC-
QIM and RDM [97, 107]. Under a high-intensity AWGthe proposed IDL concept is
especially beneficial that is reflected in upl@* times higher performance. In case of GA, the
procedure utilizing a proposed criterion of an asgtric distribution of quantized samples helps
to recover a watermark with high accuracy whichultssin up to103 times higher performance
than achievable by RDM.

The proposed in Publication IV quantization metlnad several parameters that influence
robustness-transparency trade-off. For a givennsite of attack, the parameters need to be
adjusted in order to provide the highest possikldgomance of the watermarking method. This
kind of optimization should be done once only amel @aptimal parameters can be used further in
watermarking applications in practice. However, tipgimization process is quite complex and
time-consuming as it is mostly based on brute-fasearch. One aspect of this problem is
addressed in Publication V where using analytieaivétions it has been shown that robustness
of the proposed quantization method dependafr, and@. Therefore, only those parameters
need to be considered to find the best robustmassgarency trade-off. Additionally, a case of
constant paramete6s(that are the same for any level of noise) has lségdied there and shown
that compared to RDM, considerable advantage canba achieved.

Publication VI contains description and evaluatadra new multi-dimensional quantization
with DC based on Quincunx lattice. Compared to $helar quantization case discussed in
Publications IV-V, a new aspect of efficiency und&GN arises here. This aspect is connected
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with both the form of Voronoi cells used for quaation and the direction of quantization shift.
Lattices and the impact of the form of their Vororeells on quantization (without DC)
performance are well-studied [98, 94]. However, aoyid theoretical study of DC applied to
lattices is not yet known. In the paper, a Maximuikelihood Error Scenario is explained for
2D Quincunx lattice. According to MLES, the prolapi of an error for a point inside a
particular Voronoi cell depends on how close thafpis to the boundary of the cell and a new
DC technique is proposed that minimizes probabityMLES for every given point (in 2D
space). The new technique reveals up163 times better performance under low WNRs
compared with the schemes utilizing conventional DC

Thirdly, principles of watermark decoding and ewaion of the results were similar for all
the methods detailed in Publications I-VI. Desyilte fact that different embedding rules and
lattice quantizers were used, in every publicaBowatermark was decoded according to hard
decision principle. Its advantage is that decodeosplexity is low while performance is
relatively good. For different methods mentioned Rublications I-lll, evaluation and
comparison of the performance was made under theiregnent of similar quality of the
watermarked images. Under that condition, the sigvef different attacks was the same for the
methods being compared. In those cases, the tnamgyaof watermarking was expressed using
simple measure of MSE between the original and wia¢ermarked images or PSNR. In
Publications IV-VI performance of different methodas compared under the same WNR. The
performance itself was expressed using BER and ahudormation between embedded and
extracted watermarks in Publications I-1ll and Redgions IV-VI, respectively.

In addition to simple distance-based objective itpiameasures, subjective quality
assessment has also been conducted in Publicatioln\some cases the above mentioned
quality measures might not represent the goal ofem@arking adequately. Therefore, the
decision about the quality of watermarked imagestbhde made by the professional whose task
is to construe particular type of visual informatidAn example of the watermarking protection
of a diagnostic image which quality has been assklsg a group of medical experts is described
in Publication VI. Usually such images contain &igrd’s personal information and need to be
protected, but a watermark should not interferdhrwitportant diagnostic information which is
interpreted by medical staff.

Finally, several directions for further researchl grossible improvements can be outlined.
Regarding watermark encoding, there is a twofoldettgment of the methods described in
Publication I-1ll. The first part is in increasimg the size of image blocks which will offer more
elements in the first column of orthogonal matr€onsequently, a better robustness-
transparency trade-off can be achieved. The separtds in adjusting embedding rules in a way
that a certain desired distribution of modifiedioes$ is provided. The reason for this is that the
shape of target distribution of modified indicestbereflects robustness compared to threshold-
based rules. For the methods detailed in Publicatly-VI, the following opportunities can be
explored. Because of the fact that DC techniquék WdL have not received enough attention
among the researchers, new models utilizing it migd beneficial. For example, logical
constructions used in Publication V for the desmipof quantization method can be utilized as
a framework for further improvements which can be&lby a simple substitution of new pdf of
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guantized samples. In regards to new multidimergiapproach proposed in Publication VI,
MLES concept can be combined with a different distion of quantization distortion. Lastly,
the methods from Publications IV-VI are universaldacan be implemented in different
transform domains like, for instance, DCT or DWTdado not require any additional
modification. At any rate, promising results weresented in the thesis which will hopefully
stimulate productive discussions in the field gl image watermarking.
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Abstract: A new watermarking method based on Sergublue Decomposition is proposed in this papke method
uses new embedding rules to store a watermarktiogonal matrixU that is preprocessed in advance in
order to fit a proposed model of orthogonal mat8ome experiments involving common distortions for
grayscale images were done in order to confirnciefiicy of the proposed method. The robustness of
watermark embedded by our method was higher forthadl proposed rules under condition of jpeg
compression and in some cases outperformed exisiitigod for more than 46%.

1 INTRODUCTION In order to increase robustness under some
constraint that somehow represents invisibility (or
transparency) many methods have been proposed

Multimedia is becoming increasingly important for k
human communication. In some cases the protectiondUning the last 20 years (Cox, 2007). The most

of multimedia from unauthorized usage is a critical Successful among them are methods operating in
requirement. Existing and widely used techniques in fransform domain. Widely used transforms are DFT,
Digital Right Protection (DRP) do not always DCT, DWT (Fullea, 2001), (Lin, 2_000): Those well-
provide reliable defence against cybercriminalse On Known transforms are parameterized in advance and
of the main difficulies is connected with 90 not depend on an image fragment being

degradation of quality of media content caused by f[ransformed. Therefore only a set of coef‘fu_:lersts i
application of DRP related tools. Indeed value of IMportant to represent a fragment according to a
perceptual content of media is of the same partlgu_lar _transform. However usually_ few
importance as the question of ownership. The coefficients in the set are used for Waterma_lrk|_ng.
situation is complicated by increasing number of  Ihe drawback is that number of significant
multimedia processing toois that do not contradict co€fficients

of transformed fragment (and
officially with DRP policy, but can introduce some significance of some coefficients as well) couldywa
specific distortions like, for example, compression

between different fragments (Xiao, 2008).

New and more sophisticated methods are needed td-Onsequently different parts of a watermark could
satisfy the requirements which complexity is be embedded with non—equal robustness that
growing. worsens the total extraction rate under an

One of the branches of DRP is Digital Image asSumption of some kind of distortion.
Watermarking (DIW). The needs of DIW could be  Another concermn is that embedding of a
different depending on a particular applicationr Fo watermark requires quantization of coefficients. A
example, it might be required that a watermark PrOPer robustness-transparency trade-off for a
resists as much influence as possible (robustpart'CUIar application requires different quantiaat

watermarking) (Barni, 1997), resists some kinds of steps for diﬁgrent fragments. However informat_ion
influence and indicates presence of other kinds2Pout quantization steps should be transmitted
(semi-fragile watermarking) (Altun, 2006), (Pei, Separately.

2006), and just indicates (fragile) (Fridrich, 2D02 _ Different type of transform is provided by
Singular Value Decomposition (SVD). It assures

that the number of coefficients encapsulating image



fragment's features is small and constant. These(Singh, 2012). Evidently it is not absolutely fair

coefficients form a diagonal in a matrix of singula
values. However SVD is a unique transform which
is different for every fragment and information abo
the transform is in left and right orthonormal
matrices. Utilization of singular values for
watermarking provides good trade-off between

compare performance of pure blind methods with
random key toward performance of such region
specific methods as the latter require new key
(different size) for each new image which is adbt
additional information.

Starting from the first methods modifying just

robustness and invisibility (Yongdong, 2005). the biggest singular value of decomposed image
Though, elements of left and right orthonormal fragment (Sun, 2002), continued further by more
matrices could also be used for watermarking. The sophisticated methods combining DCT-SVD (Lin,
main complication for modification of elements of 2000), (Manjunath, 2012), (Quan, 2004), DWT-
left and right orthonormal matrices is that matsice SVD (Dharwadkar, 2011), (Fullea, 2001), (Ganic,
can become non-orthogonal. This considerably 2004) and methods optimizing trade-off between
worsens robustness of a watermark. robustness and transparency for SVD-based
The main contribution of this paper is to provide watermarking (Modaghegh, 2009) only few among
a watermarking method that modifies left those approaches consider for embedding orthogonal
orthonormal matrix in a way it remains orthonormal. matrices U and V. The papers discussing blind
Another contribution is utilization of different embedding in orthogonal matrix are (Chang, 2005)
embedding rules that provide different robustness- (Tehrani, 2010) where watermarking methods that
transparency trade-off which improves flexibility operate orJ are proposed. The difference between
(adjustability) of watermarking. them is that in (Tehrani, 2010) some additional
The rest of the paper is organized as following: a block-dependent adjustment of a threshold is done.
short review of relevant watermarking methods Realizations and computational requirements for
exploiting SVD is given in the Section 2; Section 3 both methods are quite simple. However, their
bears our own approach which is described in detail impact is not only in increased robustness compared
then, some experimental results are represented irfor example, to (Sun, 2002). The methods also could
Section 4 followed by a discussion of their be modified in order to embed larger watermarks.
importance in Section 5; finally, in Section 6 the The idea to switch from standard approach of
paper is concluded by general remarks regardingmodification of one singular value (as it is usyall
relevance of our approach and its influence onréutu  done in most SVD-based watermarking schemes) to
research. modification of the first column iV provides better
adaptation to robustness-transparency requirement.
The first column contains several elements that are
of equal significance. Their significance is thensa
as it is for the biggest singular value which isatl
when equation (1) is rewritten in a different form:

2 SVD-BASED WATERMARKING

Watermarking methods utilizing SVD have become
especially popular during the last 10 years.

This transform decomposes image fragniean
two orthogonal matriced/ and V and diagonal
matrix S containing singular values:

I=%:S; UV, 2

where U; andV; are corresponding columns of
and V respectively. Being constructed from

I=U-S-VT. (1) different significance layers image fragmenhas
scaling factor S;; on each layer. Adoptive
Virtually —any component from  such quantization of the first scaling factor is not ag
decomposition can be used for watermark the best alternative for watermarking because it

embedding. There are SVD-based watermarking reéquires transmission of additional information
methods that are blind (Modaghegh, 2009), semi-about quantization steps. Therefore it would beemor
blind  (Manjunath, 2012) and non-blind beneficial to modify the first layer in a more
(Dharwadkar, 2011). In spite of that the sophisticated manner that provides adaptation which
classification is quite clear, some methods, for Purely corresponds to blind strategy. Such attempt
example, state they do not require for extraction a Made by Chang (2005) and Tehrani (2010) by
additional media except a key, but during introducing a rule with a threshold. The rule is
watermarking the region of embedding is carefully applied to a pair of elements in the first colunfirUo
chosen to optimize robustness-transparency trade-of



and can be used for embedding with different 2010) cancels this quality. In contrast to that our
robustness-transparency rate for each block. embedding method assures each watermarked

Nevertheless approaches presented by Changorthogonal matrix is normalized.
(2005) and Tehrani (2010) have some disadvantages The way watermark bits are interpreted also
because the authors did not develop a tool to aehie significantly influences robustness. The only kofd
orthogonality and normalization of modified matrix matrix elements interpretation described in (Chang,
U. On the other hand SVD guarantees that during2005), (Tehrani, 2010) is the comparison of absolut
extraction of a bit of a watermark from a square values of the second and the third elements in the
block all three resulting matrices are orthogonal. first column. In some cases we could greatly bénefi
Therefore matrices that were used to compose afrom different ways of interpretation that takeaoint
block during embedding phase are not equal to theaccount more elements. Our method of embedding
matrices calculated during extraction phase. This utilizes five different embedding rules where each
fact obviously could cause misinterpretation ofita b rule has an advantage under an assumption of some
of a watermark. Another disadvantage of Chang’s kind of distortion.
(2005) and Tehrani's (2010) approaches is that they
used only one embedding rule that considers only3.1 Approximation of Orthogonal
two out of four elements in a column. Obviously M atrix
there is a better way to minimize distortions of
embedding if more elements are taken into account. The approximation of an initial orthogonal matrix

In order to increase the performance of SVD- proposed in this paper is based on 4x4 matrix that
based blind watermarking i/ domain some can be described by 4 variables in different
improvements are proposed in this paper. First wecombinations. Each combination creates an entry in
provide that modified U-matrix is orthonormal g set. One matrixd from the possible set is
which improves robustness. Second we proposerepresented as following:
different embedding rules that maintain different
robustness-transparency trade-off which improves —a
flexibility. Third we minimize embedding
distortions which reduces visual degradation of
original image.

®)

This matrix is always orthogonal and under an

3 PROPOSED METHOD assumption single row (or column) is normalized the
whole matrix is normalized too. Similarly to widely
used basis functions this matrix is described
compactly (just 4 variables) but in contrast tonthe
each separate element in a row (or column) is free
from being functionally dependent on others. Such a
quality makes these matrices quite suitable for
accurate and computationally light approximations
of original orthogonal matrices obtained after SVD
of square image fragments. Moreover every matrix
from the set is a distinctive pattern which could b
used to assess the distortions introduced after
watermark is embedded. Optionally this distinction
could be used to determine during extraction which
matrix from equally suitableU and V caries
watermark’s bit. The whole set of proposed
orthogonal matrices and option to choose between
embedding inU or V is necessary to achieve
minimal total distortion that consists of an
approximation error and a distortion caused by
embedding according to some rule.

There could be several approximation strategies
considering models from the proposed set of

Taking into account disadvantages of previously
proposed SVD-based watermarking methods new
approach is considered in this section. The
improvements incorporated in our approach provide
that alteredU matrix is orthogonal and normalized.
Different embedding rules are also proposed.

Satisfying orthogonality requirement would
consequently imply better robustness as all the
changes introduced to the most robust part of a
matrix (the first column) would not have projection
on other dimensions (defined by second, third and
fourth columns) except the dimension defined by
that part. In order to provide this a special kofd
approximation of an initial orthogonal matrix is
proposed.

Another improvement considered to enhance
robustness while preserving most of an original
image is normalization of altered orthogonal matrix
Even in case each of original orthogonal matrices
defined by SVD is normalized, embedding of a
watermark according to (Chang, 2005), (Tehrani,



orthogonal matrices. The main idea of embedding is A-B=S" @)

to provide extraction of watermark bits from

orthogonal matrices obtained after SVD with highest ~ Matrix S* for simplicity could be transformed

possible rate while preserving high enough image from 4x4 to 1x16 vectos, by rearranging elements

quality. Extraction is possible if during embeddimg  of S* row by row which will lead to the following

watermarked image fragment is composed using oneequation:

diagonal matrixS and two orthogonal matricds,,

andV (hereU,, is defined to store a bit). [abcd]-B*=S,, (8)
Suppose now we are preparing (or

approximating) the first orthogonal matrid for where

embedding, so the result &Y, but the second

orthogonal matriX/ remains unchanged. As we do B* =

not embed in singular values there is no needr® ca —B13=B1,=B13=B14 B3y B3y Bz Bsy By

about the content of the diagonal matrix except the [B“ B,, Bys Byy —By1—B;;—By3—By4 B4

requirement that it should be diagonal. So let ~|B,, B,, B,s By, Byy Bi; Bis Bis —Bs:
modified matrix of singular values b&* and [331 By, Bss Bsy By By, Bis Bis Boy
possibly different from originalS. Having the " By, Bys Bis Byy By, Bys Byl
original image fragmeni of size 4x4 it can be By, Bis B4 Biy Bip Bz Bag
written: ~Bs,~By5~Bss Biy Biy Bis Bia |

(U‘f,)T gV =S* (4) BZ,Z BZ,3 BZ,4 _B4,1_B4,2_B4,3_B4,4
Equation (8) can be simplified by ignoring 1, 6,
Note that in case of such approximation strategy 11 and 16 columns and elements Bf and S;
it is only required to satisfy twelve off-diagonal respectively because for the current kind of
elements ofS™ are as small as possible (in Least approximation diagonal elements of are not

Squares sense). Then after approximation is doneimportant. By doing so we will geB** and zero
those twelve elements should be put to zero, Soyectoro,,,,:
approximation error causes some distortion of image

fragment before the actual embedding. B =
Another approximation strategy is to provide —B,,—By3—By4 Bs; Bss Bss Bui Buy Bus
both S and V are unchanged. In that case it is B“' 343' 344' _3'21_3'23_3'24 31’1 Bl'z 31'4
necessary to approach: " | Bz Baa Baa Biy Bug Bus —Bas—Bay—Bay
U‘f/SVTII (5) B3,2 B3,3 B3,4 Bl,l Bl,3 Bl,4 BZ,l BZ,Z BZ,4

By1 By, 32,3]

This is more challenging task as it is required to Bay Byp Bsy

match sixteen pixels as close as possible using the Biy Biy By |
same model of orthogonal matrix defined by just ~B41~By2~Bys
four variables. However, this kind of approximation
strategy could have some advantage in perceptual l[a b ¢ d]-B™ = 0112 9)
sense because singular values are preserved.
For our particular realization of watermarking It is natural to suggest that simplest solution for

method it was decided to limit watermark (9) isa=b=c=d=0, but taking into account
embedding by the first kind of approximation only. requirement for4 to be normalized the solution is
In order to show in more details the approximation Nnot as trivial:
with proposed orthogonal matrix let us substithie t
matrix productl - V in (4) with 4x4 matrixB: {[a b c d]-B™ =04, (10)
a?+b*+c?+d*=1"
T *

(U"Z;) B =S ©6) Obviously such a regularized overdetermined
r system represents non-linear Least Squares task.
Now let's substitute(Uy,)  with orthogonal matrix For further embedding it is required to prepare a
Ain (3): set of approximated orthogonal matrices where



matrix A is just one possible variant for final embedding amplitude could lead to different

decision. distortions in different image fragments because of
Five embedding rules were introduced to influence of singular values.

improve robustness. Each rule is a condition that

could be satisfied in different ways, so we tried t 3.2 Embedding Rules

minimize distortions introduced on that step too.

Thanks to simplicity of our orthogonal matrix model Proposed embedding rules could be split in two

minimization of embedding distortions can also be groups. The first group consists of rules,, L2,

done quite easily. Suppose that as a result ofandLoo, that utilize all the four elements of the first

watermark embedding matri# has been changed column of orthogonal matrix for both embedding

and becomed*. Because it is required to keepy and retrieving. The second group consists of rules

normalized we will accept for further simplicityath ~ L1, and L2, that utilize just two elements for

there is some vectdia, Ab, Ac, Ad] with length 1 retrieving, however, could change four elements for

which is orthogonal tda, b, c,d] and A* is formed embedding because optimization takes place under

from normalization constraint. Further suppose we are
embedding bith in U with a positive non-zero
thresholdr:
a*=v1l—-n?2-a+n-Aa,b*=v1—-n?2-b+
_ nAb i L1, (~1)"-
*:V]._ * + 'A,d*:\ll_ 'd+ * * * * .
‘ e nTLAd;C " (||(U1,1, Us o), = 11(U3,1, Uz )”1) 2T,
L24: (_1)b -
where 0 <n <1. The result of extraction of a . _ . .
watermarked image fragment from unwatermarked (||(U1,1'U2,1 M, = 11003, Ui )”2) 2T
will be:
LOO4: (_1)b .
A-S" VT — A4S VT = (4—47) - 5" VT, (11) (s w ozl = 1Ws2U3)Il,) 2 T3 (14)
Matrix A — A* is orthogonal agl* has the same L Nb. . e )
structure asA. Consequently the Sum of Square L1p:(=1) (”U“ |1 U3 |1) =T
Residuals (SSR) between watermarked and
unwatermarked fragments can be defined as: L2,: (-1)P - (||U2*_1 |, = IUs54 |2) >T.

4
- 204 — 4%) - *32 — . .
SSR =norm®(4 - A") Z(s“) For each embedding rule there is the same

additional normalization constraint and the same
goal function to minimize distortions (that is it
simple thanks to the proposed orthogonal matrix):

i=1
= norm? (A - (Vl —n2-A+n- AA))Z?=1(SZL')2' (12)

Here AA is formed from Aa,Ab,Ac,Ad and is

normalized. Further simplification taking into ||(U Us UE .U )” -1
account the previously made assumptions will Lr b L ;'1 2 (15)
produce an equation: ?zl(Uz:l_Uiyl) - min

SSR=2(1-V1—-n2) -3l (S5;)? (13)
3.3 Watermarking Procedure

According to (13) distortion of image fragment

caused by watermark embedding in our method afer embedding is done the resulting matfix
depends on the length of the vector added to tse fi  gu1d be composed wihf andV” which produces
column of orthogonal matrid and does not depend \\5termarked image fragmerit. However, it is

on a vector's orientation in contrast to the method necessary to notice that contains realy—valued
proposed in (Chang, 2005), (Tehrani, 2010). This e instead of integers. There are many possible

quality could greatly simplify procedure for yings of truncation and each kind distorts orthagon
minimization of watermarking distortions and enable .\ +ix U* but. for example, simple round operation
more different gmbeddlng rules to pe used. Equation;g quite negligible to retrieve a bit for some
(13) also provides an understanding that the same



reasonablg” (0.02 works well for all the embedding

In our realization we also avoided embedding

rules). A diagram of watermark embedding is shown area to be limited only by blocks with greater

on Figure 1.

Original
Image

Five
watermarked
images

Set of 5 Embedding
Rules

Block Partition

SVD of chosen Blocks
(Key)

Il

Set of orthogonal

»
17 matrices

Pixels’ truncation

Approximation of U

il

Embedding acc. to Rule
(Watermark, Threshold)

I

Inverse SVD

I
—

Find minimum distorted
Blocks

Watermark’s bit
correct?

 Calculate Blocks’ distortion

Replace original Blocks ¢——

Figure 1: Watermark embedding diagram.

As it follows from the diagram the least distorted

complexity as defined in (Chang, 2005), (Tehrani,

2010), because due to some kind of distortion
complexity (namely the number of non-zero singular
values per block) could change and the person
extracting a watermark could mismatch a key on
different set. Another reason is that such a set ha
different size for different images which forces to

use synchronized PRNG (Pseudorandom Number
Generator, not steady key as we use) between
embedder and extractor which is impractical.

4 EXPERIMENTAL RESULTS

In order to confirm the improvements of the
proposed watermarking method some experiments
took place. Each result has been compared with the
result provided by the method described in (Chang,
2005) under the same circumstances. Original
images, watermarking key and watermark were
absolutely identical. We tried to adjust paramesers
that Peak Signal to Noise Ratios (PSNRs) between
each original image and the corresponding
watermarked one were very close for both methods.

watermarked fragments are chosen in order toThere were four kinds of distortions used in the
replace the corresponding original fragments of the experiment: white Gaussian noise, speckle noise,

image. This is thanks to availability of different
orthogonal matrices in the set used for the
approximation. It is necessary to notice that ia th
current realization we utilized constant threshiold

all the blocks, but threshold adaptation can beedon
in the future more easily (at once, non-iteratiyely
compared to (Tehrani, 2010) as distortion in our

“salt&pepper” and Jpeg compression.

Three grayscale host images with dimension
512x512 and bitdepth 8 bit were used for watermark
embedding. Those images appear to be tested quite
widely in papers related to image processing and ar
namely: livingroom.tif, mandril.tif and
cameraman.tif (Figure 3-5). The choice of images

method depends only on the amplitude of a vectorfor watermarking could be explained in a way that

added to the first column @f.

To extract a watermark from the watermarked
image it is required to know the key and the rule.
However in contrast to embedding the extraction
threshold for each rule is zero. The extraction
diagram is given on Figure 2.

Set of carrying Complete
Blocks (Key) Watermark

SVD of each carrying Block

Il

Bit retrieval from U (Rule)

Watermarked

Block Partition
Image

Figure 2: Watermark extraction diagram.

we tried to compare a performance of the proposed
method on images with different amount of fine
details. Here image livingroom.tif contains some
areas with fine details, mandril.tif has a lot ofef
details and cameraman.tif contains few details evhil
having quite large areas with almost constant
background.

The watermark for all our tests is the same and is
1024 bit long. For the better visual demonstratibn
each method’s robustness it has been prepared in a
form of square binary 32x32 image that depicts
Canadian maple leaf. Each bit of the watermark has
been embedded according to the same key
(generated randomly) for all the images. The key
defines 4x4 image fragments used for watermarking
and is 16384 bit long. Extraction is done using the
same key. Without distortions extraction of the



watermark is absolutely correct for all the methods
and images.

Figure 5: Original grayscale image cameraman.tif.

- e S Four models of distortions applied to the
Figure 3: Original grayscale image livingroom.tif. watermarked images in our experiment could be
split in two types according to the noise nature:

Taking into account that different rules were additive and non-additive. Distortions with additiv
used for embedding in our method and the noise are namely Gaussian and speckle. Before
approximation had been done previously comparisonapplying distortions to watermarked images their
with the method proposed in (Chang, 2005) is more pixel values were scaled to match interval [0,THe
complex. The only parameter influencing robustness mean for Gaussian is 0 and the variance shown in
in that method is a threshold, but embedding with tables is 0.0006. Speckle noise adds, to each pixel
the same threshold has different impact on an imagep; ;, the termx - p; ; wherex is distributed uniformly
when both methods are used. Therefore, thewith mean 0 and variance 0.001. Distortions
threshold for the method proposed in (Chang, 2005)utilizing non-additive noise types are “salt &
has been adjusted after embedding by our method issepper” and lossy jpeg-compression. In our
done in a way that each in a pair of the experiments we have applied 3% “salt & pepper”
corresponding watermarked images has the same (oand 75 image quality for jpeg (Matlab realization).
very similar) PSNR. An extraction with the key has been done
afterwards. To compare the results we used thevalu
1-BER (Bit Error Rate) which indicates the fraction
of correctly extracted bits of a watermark. We have
placed the values 1-BER calculated according to
each method, embedding rule and distortion type in
separate table for each image (Tables 1-3). Each
result has been averaged among 100 runs for all
kinds of distortions except jpeg (as it is
straightforward and does not contain random
component). For better comparability each row with
results from our method was neighbored to a row
containing results with similar PSNR from method
(Chang, 2005). For every pair of rows better
indicator of robustness toward particular distarti®
bolded.

Figure 4: Original grayscale image mandril.tif.



Table 1: Results of watermark extraction for

livingroom:.tif.
Method, Rule |Gaussian, {Speckle, Salt & {Jpeg, 75
0.0006 0.001 pepper,
0.03

L1,,46.13dB | 0.9325 0.9823.  0.8451 0.9844
Chang,46.02d8 0.9737 : 0.9997 : 0.8986 = 0.9170
L2,,49.68dB | 0.8581 | 0.9288 @ 0.8333 0.9268
Chang,49.60d8 0.8571 : 0.9464 @ 0.8952 @ 0.7324
Loo,,49.93dB. 0.8797 | 0.9602 | 0.8805 @ 0.9092
Chang,49.83d8 0.8410 @ 0.9326 | 0.8967 | 0.7227
L1,,50.22dB: 0.8833 | 0.9660 @ 0.8954 : 0.8076
Chang,50.22d3 0.8063 @ 0.8961 : 0.8950 : 0.6865
L2,,50.22dB; 0.8847 | 0.9662 . 0.8975 . 0.8066
Chang,50.22d3 0.8063 0.8961. 0.895G 0.686b

Table 2: Results of watermark extraction for maniftil

Method, Rule ‘Gaussian, Speckle, (Salt & :Jpeg, 75
0.0006 0.001 pepper,
0.03
L1,,42.37dB | 0.9681 0.9902. 0.869G 0.9961
Chang,42.29dB 0.9976 = 1.0000 | 0.9070 | 0.9775
L2,,46.12dB : 0.9026 0.9469.  0.8539 0.9297
Chang,46.11dB 0.9648 | 0.9988 | 0.8988 @ 0.8174
Loo,, 46.70dB: 0.9138 0.9685  0.883% 0.8652
Chang,46.65dB 0.9492 | 0.9949 @ 0.8981 | 0.7822
L1,,47.55dB | 0.9099 | 0.9715: 0.9000 | 0.8057
Chang,47.54dB 0.9060 @0.9736 | 0.8979 i 0.7236
L2,,47.54dB . 09111 : 0.9716 . 0.8978 0.8076
Chang,47.54d3 0.9060 @ 0.9736 | 0.8979 '@ 0.7236

Table 3: Results of watermark extraction for

cameraman.tif.

Method, Rule :Gaussian, Speckle, Salt & Jpeg, 75
0.0006  :0.001 pepper,
0.03
L1,,45.70dB | 0.8908 : 0.9745  0.8322 0.9336
Chang,45.70dB 0.9153 | 0.9932 @ 0.8918 @ 0.8125
L2,,50.89dB | 0.8123 : 0.8933 . 0.8104 | 0.8926
Chang,50.82d3 0.7927 @ 0.8876. 0.8471 : 0.6094
Loo,, 51.06dB: 0.8419 | 0.9327 @ 0.8667 @ 0.8467
Chang,51.05dB 0.7808 | 0.8712 | 0.8410 @ 0.5840
L1,,52.32dB | 0.8377 | 0.9338 | 0.8591 | 0.7227
Chang,52.30dB 0.6716 @ 0.7365 | 0.8317 @ 0.4922
L2,,52.31dB . 0.8419 : 0.9348 ' 0.8603 @ 0.7217
Chang,52.30dB 0.6716 | 0.7365: 0.8317 0.492p

Figure 8: Watermarked grayscale image cameraman.tif

Images watermarked by the proposed method are  The threshold for the method proposed in

depicted in Figures 6-8. The rul, has been used

(Chang, 2005) has been adjusted so that very simila

for this particular demonstration and PSNRs are pgNR has been achieved for each watermarked

49.68 dB, 46.12 dB and 50.89 dB for livingroom.tif,

mandril.tif and cameraman.tif respectively.

image. Compression according to jpeg standard has
been done then. The watermarks extracted from the
watermarked image livingroom.tif by both methods
are shown together with the original watermark



extracted from non-distorted watermarked image trials with Gaussian, speckle, and “salt&pepper”
(Figure 9). noises are sometimes too high, so, it should pigbab
be rejected from future experiments.

It is possible to issue a short guidance for end-
user that reflects better flexibility of proposed
method utilizing different rules: embedding rules
L1, andL2, should be used if there are comparable
chances for each kind of tested distortions to gccu
rule Lo, is better to be used when chances of jpeg
compression are higher; we recommend to use rule
L2, in case the only kind of possible distortion is
Figure 9: Original and distorted by jpeg compressio JP€g.
watermarks. The threshold used in all our embedding rules

was the same. On the other hand, PSNRs of the

The demonstrated binary images representwatermarked images are quite high. So, in the éutur
watermarks extracted with rates 1 (Figure 9. (a), we would like to experiment with different valuefs o
both methods, no distortion), 0.9268 (Figure 9, (b) the threshold (probably greater) and also apply
our method, jpeg 75), 0.7324 (Figure 9. (c), method adaptation for each block as it is proposed in
(Chang, 2005), jpeg 75). (Tehrani, 2010). Another direction we might wish to

explore is an embedding Uh matrix of the blocks of
greater size, but this requires a different model o
5 DISCUSSION orthogonal matrix to be used for approximation.

Comparing the rate of correct watermark extraction

for our method and the method proposed in (Chang,6 CONCLUSIONS

2005) and further developed in (Tehrani, 2010) we

can state the following. Robustness demonstrated byThe watermarking method operating drdomain of

our method against jpeg attack is much better thanSVD transform was proposed. Its robustness is better
those demonstrated by (Chang, 2005). This is truethan those for the method proposed in (Chang,
for all the embedding rules, but to be said seplrat 2005). The improvements are due to optimizations
rule L2, provides the greatest improvement for all done on two stages of embedding.

the trials with jpeg-compression: it is about 27% The first stage serves for the approximatiori/of
better on livingroom.tif, about 14% better on matrix of transformed 4x4 image blocks. The
mandril.tif and more than 46% better on approximation was done according to the proposed

cameraman.tif. model that describes orthogonal matrix analytically
For other types of distortions including Gaussian, This procedure allows to preserve orthogonality/ of
speckle, “salt&pepper” noises ruldsl, and L2, matrix after watermark bit is embedded.

performed better than others: about 10% outperform Orthogonality ofU-matrix improves extraction rate.
(Chang, 2005) for Gaussian on livingroom.tif, just The second stage represents an embedding
1% better than (Chang, 2005) for Gaussian onaccording to one of five proposed embedding rules.
mandril.tif, but 27% better than (Chang, 2005) for Each of the embedding rules has its own trade-off
speckle on cameraman.tif. There was no between robustness and transparency which allows
considerable advantage found for “salt&pepper” to choose the best rule for particular applicatian.
noise for any rule. However ruleé1, and L2, minimization of embedding distortions was done for
usually perform worse under conditions with each rule during embedding which reduces
Gaussian, speckle, and “salt&pepper” noises. Thedegradation of original image.

rule Lo, has considerable advantage on jpeg which ~ Several kinds of attacks were applied to test
is close to the advantagé2, has and under robustness. It was experimentally confirmed that fo
conditions  with  Gaussian, speckle, and each kind of attack there is a different embedding
“salt&pepper” noises in some cases performs severalrule which is more preferable than the others.
percent better than (Chang, 2005) (livingroom.tif However, watermarking according to each of the
and cameraman.tif). The highest achievement for proposed embedding rules outperforms the method
rule L1, is to be 15% better toward (Chang, 2005) proposed in (Chang, 2005) under condition of JPEG-
under jpeg-attack for cameraman.tif, but the gaps i attack.
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on Singular Value Decomposition
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Abstract—A blind watermarking method on the basis of Singular
Value Decomposition is proposed in this paper. Each bit of a
watermark is being enclosed in 4x4 blocks. The method modifies
the both left and right orthonormal matrices in order to embed a
bit. A new embedding rule with adjustable parameters has been
proposed for watermarking. The modification of orthonormal
matrices is accomplished according to Van Elfrinkhof’s
rotational model. Distortions of watermark embedding are
minimized. A criterion of watermarking performance has been
proposed that combines robustness and transparency. An
adaptation on the basis of the criterion has been employed.
Popular attacks have been applied and experimental results have
been represented. The proposed watermarking method
demonstrates better robustness toward some attacks in
comparisonwith other known blind watermarking methods.

Keywords-Digital Image Watermarking, Singular Value

Decomposition, Robustness, Distortions, Transparency

I.  INTRODUCTION

Security of data is a very important requirement of modern
society. There are many different aspects of security that are
applicable in different circumstances. One of the most
important aspects is a protection of digital rights for a work
produced by an author. These kinds of information security
problems are addressed by Digital Image Watermarking
(DIW).

To protect a digital image by the means of DIW it is
necessary to enclose a digital watermark that would witness an
owner[1]. Therefore there are three important characteristics
for a particular watermarking method: robustness,
transparency and data payload.

Robustness is an ability to withstand different kinds of
attacks [2]. It is impervious to provide robustness toward all
the possible attacks especially if their intensities are high.
Hence this requirement is quite specific. However, mostly
robustness against noise, some kinds of filtering and geometric
attacks is required. The most approved index of robustness for
an extracted watermark is Bit Error Rate (BER).

Transparency is an ability to preserve original image by
watermarking it. There are many measures of image quality
that could be applied to define transparency quantitatively[3].

978-1-4673-6453-9/13/$31.00 ©2013 IEEE

Martti Juhola

Computer Science, School of Information Sciences
University of Tampere
Tampere, Finland
martti.juhola@sis.uta.fi

Though, the most popular measure is Peak Signal to Noise
Ratio (PSNR).

Data payload is a number of watermark bits embedded into
an image. There might be different requirements to data
payload as there might be different kind of information to
witness an ownership. Nevertheless higher payload provides
better protection as the watermark can be more unique. Small
binary graphical logos are the most popular choice in
watermarking. Sequences of randomly generated bits without
visual meaning are also favored.

The original image can be modified in many different
ways to embed a watermark. Original pixel values can be
changed directly which is a kind of spatial transform.
Modification of the Least Significant Bit is a good example of
such kind of transforms[1]. Another kind of embedding is to
change coefficients that have some spectral meaning which is
a frequency domain transform. Some suitable examples are
watermarking methods on the basis of Discrete Cosine
Transform (DCT) [4] and Discrete Wavelet Transform
(DWT)[5]. Robustness and transparency can be greatly
influenced by the kind of transform chosen for embedding.
Usually modification of some spectral coefficients is more
favorable as they are more robust against noise and image
processing attacks.

Singular Value Decomposition (SVD) is a unique kind of
transform[6]. It separates an image fragment on several
independent layers. The number of layers is much less than
that, for example, for DCT. Therefore the most important
layer is quite stable to various attacks.

An efficiency of watermarking also depends on a rule
exploited for embedding. Each embedding rule could have
several parameters that influence robustness-transparency
tradeoff. Those parameters could remain constant for the
whole watermarking procedure or be different (adopted) for
each independent block. Usually embedding with adopted
parameters provides better watermarking performance.

There are many existing SVD-based watermarking
methods. The best of them provide adaptation of embedding
parameters. However, additional information is usually
required for extraction which limits their usage. For those few
methods that do not urge transfer of additional information
embedding requires modification of more coefficients in a
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block. This implies that larger blocks are used and lower data
payload can be maintained.

In this paper we propose new SVD-based blind
watermarking method with adaptation. The method doesnot
need additional information except a key to extract a
watermark. It uses the both orthonormal matrices obtained by
SVD of 4x4 block to embed a bit of a watermark. The
proposed method provides good robustness-transparency
tradeoff and high data payload.

The rest of the paper is organized asfollowing: a short
review of relevant watermarking methods exploiting SVD is
given in the Section II; Section III bears our own approach
which is described in detail; then, some experimental results
are represented in Section IV followed by a discussion of their
importance in Section V; finally, in Section VI the paper is
concluded by general remarks regarding relevance of our
approach and its influence on future research.

IL

An image fragment [, of size n X n is being decomposed
according to SVD[6] in the following way:

SVD-BASEDWATERMARKING

I, =USVT =
U1,1"'U1,n\ S 00 V1,1"'V1,n\T
U2,1‘;‘U2,n % 0 Sz,z';' 0 % V2,1';'V2,n ()
Un,l‘”Un,n 0 0 ...Sn’n Vn,l‘”Vn,n

whereU and V are some orthonormal matrices and S is a
diagonal matrix of singular values.

An alternative representation demonstrates that fragment
I, is being decomposed on n independent layers where
geometry of i-th layer is defined by a pair of i-th columns (one
from matrix U and one from V) and a luminance component
Si,i:
Ik = ZiSi,iU(]‘ . n, l)V(l . n, l)T (2)
The luminance S; ; has the biggest value and mostly this
value is much bigger than the othervalues S; ;, i > 1. Therefore
the first layer is the most substantial and provides the best
robustness for watermarking.

A. Methods Modifying Singular Values

Popular strategy for SVD-based methods that modify
singular values is to quantize the biggest value of a block
depending on the corresponding bit of a watermark.

The first paper introducing SVD for Digital Image
Steganography and Watermarking was[7]. A blind technique
with high data payload and without adaptation was proposed
for color RGB images. However, the resulting robustness-
transparency tradeoff was not satisfying mostly because of
inability to quantize singular values of different blocks with
different steps.
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Another pioneering paper exploiting SVD for
watermarking is[8] where noninvertible non-blind scheme was
introduced. However, later in[9] it has been shown that the
scheme is vulnerable to a kind of attack counterfeiting an
original watermark because too much of reference information
should be saved for a detector.

In the paper[10] the first in the literature DWT-SVD
watermarking method was proposed. The method
demonstrates good robustness and provides high data payload.
However, distortion of original image is quite considerable,
the method is non-blind and doesnot assume an adaptation.

The method proposed in[11] applies adoptive quantization
to DWT-SVD. The method is robust against JPEG-
compression. However, it is made deliberately fragile to other
kinds of distortions like noise, median filtering or cropping.
The information about quantization steps for all blocks should
be transmitted. Another drawback is considerable degradation
of original image.

Among the recent works exploiting adoptive quantization
of singular values the paper[12] introduces quite robust
watermarking method. However, information about
quantization parameters should be transferred to extract a
watermark.

One of the most robust blind watermarking schemes based
on SVD-DCT transform was proposed in[13]. Two bits of a
watermark are being embedded in 32x32 macro-block. An
adaptation is applied to each block. The method doesnot
require any additional information except a keyfor extraction.

B. Methods ModifyingOrthonormal Matrices

In the literature there are few watermarking approaches
that modify orthonormal matrices of SVD. The advantage of
such kind of watermarking is that more elements are available
for modification.

The paper[14] proposes a watermarking method that
modifies the left orthonormal matrix of SVD. The whole
image of size 512x512 is split on fragments 4x4 and SVD is
applied to each of them. A bit of the watermark is embedded
by modifying the second and the third elements in the first
column of left orthonormal matrix. The method provides
sufficient data payload and quality of watermarked images
which PSNR was higher than 42 dB. However, robustness
toward common distortions like JPEG-compression, Gaussian
noise and cropping isnot high.

Another paper exploiting the idea of embedding a
watermark in orthonormal matrix of SVD is[15]. The
watermarking scheme proposed in[14] was developed further
in order to improve robustness-invisibility tradeoff. Instead of
embedding a bit of a watermark with constant threshold for all
the blocks the authors proposed to adjust the threshold. The
adjustment is done in a way that PSNR of each modified
blocks is higher 42 dB whenever it is possible. The method
provides considerable data payload equal to 2048 bit per
image. Robustness-invisibility tradeoff is also better compared
to[14]. Nevertheless its robustness is not sufficient toward, for
example, JPEG-compression.



There are several shortcomings in the mentioned above
two methods proposed in[14] and[15]. First modified matrices
are not orthonormal which could cause an embedded bit to be
lost even without influence of the third person or noise.
Second none of the methods uses an adequate criterion to
adapt the threshold for each block. The PSNR-based criterion
and 42dB limit arenot obvious. Third both methods utilize
only the left orthonormal matrix while utilization of the both
could provide more elements for watermarking and improve
robustness-transparency tradeoff.

III.

Proposed in this paper watermarking method modifies U
and V that are left and right orthonormal matrices of SVD of
particular image block I;.

PROPOSED WATERMARKING METHOD

Each new watermarked image fragment I'j that carries
corresponding bit is composed from two orthonormal matrices
{U’,V"}and a diagonal matrix of singular values:

I'y=U'S'"(V)T. 3)

Image block I’y should be decomposed by SVD again in
order to extract a bit. The decomposition always returns
orthogonal matrices. With the aim to assure that a bit is
extracted correctly matrices U’ and V' should be orthogonal
when Iy is composed. Otherwise the matrices of the
decomposition will not be the same as the matrices used to
compose a watermarked block.

In order to provide orthogonality of U’ and V' a
multiplication with rotational matrix can be applied. Any
rotational matrix R is always orthonormal and multiplication
with another orthonormal matrix, for example, U will produce
new orthonormal matrix. Any column of U could be seen as a
point and rotation according to R changes coordinates of a
point. This kind of modification of coordinates of a point can
be used to embed a bit.

Our method embeds each bit of a watermark in a square
fragment of image which size is 4 X 4. Only the first column
of U and the first column of V represent a watermark
bit. Transforms that are necessary for watermarking can be
defined asT,:U - U’, and Tz:V > V'. New watermarked

matrices {U’,V'} are defined using rotation matrices Ryand Ry

U' =RyU, 4
V' =R,V. (5)

A. Embedding Rule
Modified matrices {U’,V'} should satisfy some

requirements necessary for proper extraction of a bit of a
watermark. Those requirements can be expressed in a
watermarking rule. Further we use a definition of transposed
first columns of U' and V'  respectively:
' =[U'(1,D),U'QLDUGLUHADY =
[vV'(1,1),v'(2,1),V'(3,1),V'(4,1)]. Two main components
of a rule are reference matrix Ref and a threshold Th. The
rule is expressed as the following equation:

(=D (wRefv'" —m) = Th, (6)
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wherem is a mean of the term u'Refv'". Higher threshold Th
implies higher level of embedding distortions, but the
robustness is also higher. To extract a bit of a watermark it is
necessary to calculate the following expression:

bit = (2 + sign(uw'Refv'" — m)) mod 3. 7

B. Minimization of Embedding Distortions

While robustness of a watermark depends on the
parameters of embedding rule invisibility of a watermark is a
subject for minimization of some criteria as, for example, a
Residual Sum of Squares (RSS) between original and altered
pixel values of a block. In this subsection we presume that the
proposed embedding rule is used and the both matrices U and
V are being modified.

The proposed goal function G for a watermarked fragment
I'y is:

G =" — I l5. ®)
The goal function can be rewritten in order to include
rotational matrices Ryand Ry :

G=I"y =Lz =NU'S" (W) = L lI5 =

= |lUS'VT — RLIR, |13 9)
If we define S’ =S + AS where AS is also a diagonal matrix,
expression (9) becomes:

G = |lUASVT + 1, — REILR, |15 (10)
In case we further denote
G* = I, — R Ry I3, (11)

becomes clear that it is always possible to adjust AS in (10) to
provide G < G*. It is possible to modify on the first stage
{Ry, Ry} with the aim to minimize G* and adjust AS on the
second stage to minimize G. Such approach has its advantages
and disadvantages. The advantage is that the approach is
simpler because it doesnot require variables of AS to be taken
into account and optimized on its first stage; optimization of
AS on the second stage does not influence robustness; global
minimum is easy to reach on the second stage. The
disadvantage is that the solution is suboptimal in principle.

Taking into account that u’ = (RyuT)Tand v’ = (R, v7)7,
first stage optimization task including embedding constraint
can be defined as:

G* = |lI, — RL 1Ry |12 > min;
bi T T (12)
(—=D)?(uRl RefR,v" —m) =Th.

Therefore rotational matrices R; and Ry, should be calculated
according to optimization procedure.



C. Model for Rotations

Rotational matrix R in four dimensional space can be fully
described according to Van Elfrinkhof’sformulae [16]:

ap —bq—cr—ds
bp+aq —dr+cs
cp+dp+ar—bs
dp —cq + br +as
—ar —bs — cp + dq
—br +as—dp—-cq
—cr+ds+ap + bq
—dr —cs+bp —aq

—aq —bp +cs—dr
—bq+ap +ds+cr
—cq+dp—as—br
—dq —cp —bs+ ar
—as +br—cq—dp
—bs—ar —dq+cp
—cs —dr+aq—bp
—ds+cr+bqg+ap

R =

(13)

wherea, b, ¢, d,p, q,1,s are reals and a? + b? + ¢? + d?
1L,pP+q?+r2+s2=1.

Rotational matrix R can be decomposed on matrices
{RL, RR} that describe left-isoclinic and right-isoclinic
rotations:

R = RLRF (14)
a—-b —c —d

Rl = i Z _g__g, (15)
d —c b q
p —q —T =S
S —r

Re=(T 2, (16)
s r —=q D

In general rotational matrices {R;;, Ry} that figurate in the
optimization task (12) are represented as compositions of left-
and right-isoclinic rotations:

Ry = R R, (17)

Ry = RLRE. (18)
However, in some cases simpler model of rotational matrix
is applicable.

In case Ref is an orthonormal matrix there are two
consequences: a) Ref can be seen as some rotational matrix
and can be decomposed on left- and right-isoclinic rotational
matrices Refand RefR:

Ref = RefLRefR; (19)
b) termRY RefR, in (12) is also an orthonormal matrix and
according to a) RTRefR, = RIRef'RefRR, . In order to
express any orthonormal matrix by term R}, Ref“RefRR,, it is
enough that matrices R; and Ry are left- and right-isoclinic
respectively. Therefore utilization of orthonormal Ref for
watermarking could significantly simplify goal function G* and
make embedding easier.
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D. Criterion of Watermarking Performance

In order to provide high watermarking performance it is
necessary to minimize embedding distortions and to adjust
robustness. It would be much easier to judge a tradeoff
between robustness and transparency for each block separately.
Threshold value Th influences embedding distortions as well
as robustness of a bit of a watermark for each particular block.
Therefore several different values of Th for each block could
provide sufficient variety of transparency-robustness pairs. A
decision about the bestTh for each block should be made
according to some criterion.

Embedding distortions can be easily estimated according
to, for example, RSS, but in order to estimate robustness we
have to make some assumptions regarding distortion patterns.
Those distortions are usually represented by signal processing
or noise.

One possible way to check if an embedded bit is robust is
to add each possible distortion pattern to a block and perform
SVD to extract a bit. However, it would be computationally
unreasonable. Therefore another kind of estimation of
robustness is required.

According to the proposed watermarking rule a bit of a
watermark cannot be influenced by a distortion pattern that
doesnot change the first column of orthonormal matrix.
Therefore let us consider a special case of distortion that
occurs when S’ is being changed to S”', each column of U’ and
V'except the first is being rotated:

Uu — (R’uIU’T)T, (20)

V" =R,V 20
Such rotations are represented by rotational matrices R, and
R, respectively where each matrix can be described by Euler-
Rodrigues formulae [16]:

1 0
R = 0a? + b? — ¢ — d?
1o 2(bc+ad)
0 2(bd-—ac)
0 0 (22)
2(bc — ad) 2(bd + ac)
a’?—b?+c?2—d?* 2(cd —ab)
2(cd+ab)  q?—b%?—c?+d?

A special distortion pattern Dis;, of watermarked image
fragment I’ can be expressed in that case:

Disg =1 —1",=U'(S" =R yS"R', )V'T. (23)

If we further define term (S’ — R S"R',s) as SR* it can be
seen that:

SRy, 0 0 0
0 SR;2 SRy3 SRy,
SR* = 24
0 SRsz SR33 SR3, (24)
0 SRy, SRu3 SRy,



For general case distortion pattern for k -th fragment is
denoted asDis, and general SRis defined:

SR = U'Dis, V" (25)
The measure||dv||3where
dv = (SR, 5, SRy, SRy 4, SRy 1,5Rs.1, SRy ). (26)

can be used as an indicator of changes in u' andv'for a
single distortion pattern Dis,, because no changes in u' andv’
imply that||dv||3 = 0. If all the distortion patterns {Dis, } are
taken into account then appropriate indicator of possible
changes in u’ andv'is Var(||dvl|3).

We further assume that random distortion pattern Dis can
be approximated as Dis = Y1, r;dis;, where {dis;}is a set
of four independent components, each represented as 4x4
matrix, and {r;} is a set of four independent normally
distributed zero-mean random variables. This assumption is
due to the nature of random distortion pattern for distortions
caused by some popular image processing (for example
JPEG).Usually such distortion patterns can be described by
several high-frequency components.

The indicator of robustness for a particular pair {U’,V'}
can now be defined as:

4
Var(|ldv||3) = ledvill‘z‘Var(riz) +

+4 Z}Lz. [(dvid_va)zVar(ri)Var(q)],

j<i

27)

where dv; = (SR!,,SR!,SR!,, SRS 1,SR,,,SR, ) and
SR' = U'"dis;V’ . The main advantages of the proposed
indicator of robustness are that it takes into account
multivariate distribution of distortion patterns and can be
easily computed for any pair {U’,V'}.

It is necessaryto estimate the watermarking performance in
order to choose an appropriate threshold value Th for a
particular block. To estimate the performance we united
indicators of embedding distortions and robustness in a single
criterion C that is determined as:

G var(lldvl3)
DR S)) +h N Thes]

C=a (28)

where o and 8 are some positive constants defined empirically.

Lower value of C corresponds to better watermarking
performance. Depending on requirements to the tradeoff
between invisibility and robustness different values of a and
can be used.

Therefore in order to provide lower value of C for a
particular image fragment I', goal function G should be
minimized several times, each time with different value of Th.
The value of Th that provides the lowest C is the best for a
particular block.
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E. The Steps of Watermarking

The method of watermark embedding can be described as
following:
1) Define a set of n different threshold values {Th;}, j =
1...n, that can be used in each block to embed a bit of a
watermark;
Split the whole image I on fragments of size 4 X 4;
Select image fragments for watermark embedding
according to some secret key;
For a particular selected image fragment I, provide that
watermarked fragment Iy ; satisfies embedding condition
(12) and G; is minimized for each Th;, calculate Cj;
Replace each I, by I'y ; that has the lowest C;.

2)
3)

4)

5)

Watermark extraction can be specified by the steps:

Split the whole watermarked image I’ on fragments of size
4 X 4,

Select image fragments for watermark extraction according
to the key;

Apply SVD to each selected fragment I, and obtain
v, v'};

Substitute {U’, V'} in equation (7) and calculate a bit.

1))
2)
3)

4)

IV. EXPERIMENTAL RESULTS

The performance of the proposed watermarking method
was compared with two different blind SVD-based methods
proposed in[13] and[15]. Several tests were conducted in order
to emphasize differences between the methods. First an
influence of different orthonormal reference matrices Ref on
the level of embedding distortions was explored without
adaptation. Then some results of watermarking using the
proposed method with adaptation were compared with the
results of the other methods. Finally, results of watermarking
with increased data payload were analyzed.

A. Different Reference Matrices

Reference matrix Ref is an important component for
adjusting the proposed embedding rule. In order to select a
matrix that provides better watermarking performance we
have compared embedding distortions for different
orthonormal reference matrices under condition with no
adaptation e.g., equal threshold Th has been applied to all the
blocks.

We presumed that all the considered orthonormal matrices-
candidates provide equal robustness. Hence the level of
embedding distortions is the only important characteristic that
could be different for different matrices. Variance of the term
wRefv'" influences embedding  distortions.  Lower
embedding distortions correspond to a reference matrix that

provides lower Var (u’Re f v’T).

Five orthogonal normalized matrices were proposed as
candidates for Ref.

The first matrix has just one non-zero element in each
column (row):



Ref 1= (29)

_ o oo
O OO R

The second matrix has two non-zero elements with equal
absolute values in each column:

1

Ref 2 = N

(30)

The third matrix has three non-zero elements with equal
absolute values in each column:

0 1 1 1
_af-1 1-1 0

Ref3=%\-1 0 1-1 Gh
-1-1 0 1

All the elements of the fourth matrix have equal absolute
values:

1-1-1-1
3 -1 1-1-1

Ref4=05 "1 | ) (32)
1 1-1 1

The fifth matrix has different number of non-zero elements
in different columns (rows):

(33)

All the five orthonormal matrices were used to collect five
sets of indices. Each i-th set contains 262144 index values
w'Ref_iv'" calculated for each 4x4 block from 16 different
grayscale images with resolution 512x512. The parameters of
the distributions of index values for each set are given in Table
L.

TABLE I. PARAMETERS OF INDEX DISTRIBUTION FOR DIFFERENT

REFERENCE MATRICES
Ref_1 Ref 2 Ref 3 Ref 4 Ref 5
Mean -0.00030 | 0.00005 0.00086 -0.00047 0.00036
Variance 0.0818 0.0523 0.0913 0.1031 0.0981

From the table it can be seen that the second reference
matrix Ref_2 provides that the variance of the set
{wRef_2v'"} is the smallest. Therefore the second reference
matrix should be used in order to provide better watermarking
performance.

B. Adjustment of the Proposed Criterion

A value of criterion C according to (28) depends on
estimate of Var(||dv||3) which in turn depends on a set of
distortion patterns {Dis,} . Each pattern in the set is
approximated as Dis, = X{_ 1, dis; .However,for each
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pattern its complete (exact) representation should be obtained
first: Disy, = X} 1, dis;. Hence there are two important
stages: collect distortion patterns {Dis;} ;define the most
important components {dis;},i = 1...4.

In our tests all the 16 test images were split on blocks 4x4
which produced set{/; }. Compression according to JPEG with
quality factor 50 and 3x3 median filtering have been applied
in turn to each of 16 test images. Therefore 32 distorted
images were obtained. Each distorted image was again split on
blocks 4x4 which produced set {Iy,} , where g=1
corresponds to JPEG compression and g = 2corresponds to
median filtering. For each distorted block I/, distortion
pattern Dis;, ; has been computed:

Disy g = It g — Ii. (34)
Four the most important components {dis;}, i =1..4
were defined using Principal Component Analysis (PCA) from
the collection of {Disy ,}, where k = 1...524288. For that
purpose each distortion pattern Disy, ; has been represented as
a point in 16-dimensional space. First four eigenvectors (with
the highest eigenvalues) returned by PCA have been obtained
in a form of 1x16 vectors. Each vector has been rearranged to
corresponding 4x4 (matrix) component and a set {dis;}has
been formed.

The set {Th;} for the adaptation was {0.002, 0.003,
0.004, 0.005, 0.006}, which means adaptation procedure
required 5 iterations for each block.

C. Watermarking Results

The methods proposed in[13] and[15] provide quite
different robustness-transparency tradeoffs and different data
payloads. In order to make comparison fair the same
watermark bit sequence consisted of 64 bits was used for all
the methods. Each bit was embedded by each method
redundantly (8 times) in randomly chosen blocks. Positions of
chosen blocks were the same for the proposed method and the
method of Tehrani. Four grayscale images of size 512x512
were selected for comparison of the methods. The chosen
images were Lena, Baboon, Cameraman and Livingroom. All
the attacks mentioned in the experiment were simulated by
StirMark Benchmark 4. For all the methods Bit Error Rates
(BERs) of a watermark extracted from each image were
calculated. For Gaussian Noise (GN) and Salt&Pepper attacks
the rates were averaged over 100 runs. The results are
represented in Table II.

The payload in the particular test was just 64 bits which is
very low. The proposed method and the method of Tehrani[15]
use blocks of the same size 4x4 to embed a bit of a watermark.
Therefore maximum payload of the both methods for 512x512
image is 16384 bit per image. However, for Li’s method [13]
the size of a macro-block is 32x32 and 2 bits are being
embedded in each, which limits maximum payload by just 512
bit per image.

In order to compare the methods under a condition with
the highest common payload the embedding redundancy for
each method was adjusted in a different way. Then the
methods were tested using the same 4 grayscale images. The



method of Li has been used for embedding of 512 bit long
sequence without redundancy. The method of Tehrani has
been used for embedding of the same sequence with
redundancy 6. The proposed method has been used for
embedding with redundancy 8. The results are represented in
Table III.

TABLE II. RESULTS OF 64-BIT WATERMARK EXTRACTION

Image, Method, GN, [Salt&P|JPEG,| 3x3 |Cropping|Rotation,

PSNR PSNR=35| epper, | Q=50 [Median| ,75% 0.25°

dB 3% Filter

Lena, = Tehraniy 55 | 635 | 4.68 | 938 | 10.35 | 9.38
52.76dB
o L 0 |18 | 0o | 0 | 1320 | 468
Lo s TP 542 | 607 313 | 468 | 9.81 | 781
Paboon Tehranl 334 | 492 | 3.13 | 7.81 | 9.39 | 781
[aboon, Lt o 159 | 0 | o | 1446 | 468
Paboon ProPosed) 381 | 5.47 | 156 | 468 | 1160 | 9.38
ggﬁjﬁf“;‘;’go gg | 628 | 623 313938 | 11.67 | 10.94
Comeraman, L g | 208 | 0 | 0 | 1253 | 468
Crf)“ggfegfas‘gjz | 614 | 662 | 1.56 | 625 | 11.03 | 7.81
IT‘leﬁr’;irl"‘gg‘sg | 351 | 582|313 1094 1272 | 9.38
[ivneroom, L g a3 | 0 | o | 1509 | 468
L;Zg(‘)gsre‘ji‘”;‘w ap| 412 | 736 313 | 625 | 11.83 | 1094

TABLE III. RESULTS OF 512-BIT WATERMARK EXTRACTION
Image, Method, |GN, Salt & PJPEG, Bx3 ICropping [Rotation,
PSNR [PSNR=35[Pepper, [Q=50 [Median|, 75% 0.25°
dB 3% Filter
Lena, - Tehrani) g g5 | 737 | 5.66 | 10.94| 1247 | 10.16
43.82dB : : . . . .
Lena, Li,
42 39dB 1.98 5.15 | 2.73 | 1.37 | 51.37 19.92
Lena,  proposed,
14.07dB 5.56 6.07 | 3.32 | 4.88 9.75 8.00
Baboon, - Tehrani, 4 35 | 596 | 4.69 | 11.91| 1225 | 9.38
43.19dB : : . . . .
Baboon, Li,|
41.87dB 2.13 4.84 | 2.15 | 1.56 | 45.03 | 20.31
Baboon, proposed,
43 .42dB 3.81 547 | 1.76 | 4.69 | 11.60 9.18
(Cameraman,
Tehrani, 43.91dB 7.21 6.85 | 430 | 1035 | 12.03 11.33
Cameraman,  Li,
41.85dB 2.25 6.78 | 2.54 | 1.95 | 48.52 | 21.09
(Cameraman,
broposed, 44.12dB 6.39 6.52 | 1.56 | 6.64 | 10.92 8.20
Livingroom,
Tehrani, 42.95dB 4.31 6.92 | 547 | 11.72| 13.82 10.35
Livingroom,  Li,
42 39dB 2.32 6.56 | 1.95 | 2.34 | 50.26 | 21.88
Livingroom,
broposed, 43.86dB 4.15 7.34 | 3.32 | 6.05 | 11.71 10.74
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Even for increased data payload quality of images
watermarked by the proposed method remains quite
acceptable and is definitely the best among all the
watermarked images in the test (Table III). It can be seen from
Fig.1 that watermarked Lena image looks quite pure
(PSNR=44.07dB).

Figure . Watermarked Lena image with PSNR=44.07dB.

V. DISCUSSION

The proposed method is blind and only blind methods[13]
and [15] were selected to compare the performance. The
reason why other well-known SVD-based non-blind or semi-
blind methods were rejected from the comparison is that they
require additional information to be transferred.

From the watermarking results with low data payload (64
bit) it can be seen that there is no single method which
performs better compared to others for all the kinds of
common distortions. However, for non-geometrical attacks the
method proposed by Li demonstrates extremely high
robustness. For cropping attack the proposed and Tehrani’s
methods perform better because smaller blocks can be better
spread in an image and smaller blocks are less likely to be
cropped either. The quality of the images watermarked by the
proposed and Tehrani’s methods is much higher compared to
Li’s method. The proposed method provides slightly better
quality of the watermarked images compared to Tehrani’s
method and its robustness toward JPEG and median filtering is
better.

From the watermarking results with increased data payload
(512 bit) it can be seen as previously that there is no absolute
favorite. Each method embeds a watermark with different
redundancy and the proposed method dominates in more
positions while still providing the best quality. The method
proposed by Li fully dominates in Gaussian noise and median
filtering attacks even without redundant embedding. However,
its performance in geometric attacks (cropping and rotation) is
much worse. Another concern is that quality of images
watermarked by Li’s method is the worst. Because of the
embedding with different redundancy the quality of images



watermarked by the proposed and Tehrani’s methods is
comparable. Nevertheless the robustness of the proposed
method is better than that of Tehrani’s method except two
kinds of distortion for Livingroom image. The advantage of
the proposed method over Tehrani’s method is especially high
for JPEG and median filtering attacks and for some images
BER is around 6% lower.

The proposed method and the method of Tehrani use the
same SVD transform to embed a bit of a watermark in 4x4
block. Considerable advantage of the proposed method
compared to the method of Tehrani in case of JPEG and
median filtering attacks is mostly due to minimization of
embedding distortions and proper adjustment of Th for each
block.

Robustness of Li’s method toward most kinds of attacks is
very high even without redundant embedding. It is quite
obvious that the ability to withstand noise and filtering attacks
is better in case a bit of a watermark is embedded in larger
block. The method proposed by Li uses 32x32 macro-block to
embed 2 bit. In contrast to that the proposed method uses 4x4
blocks to embed a bit.

Popular image processing techniques usually process areas
that are far larger than 4x4. A good example is JPEG-
compression that process blocks 8x8. Therefore the result of
JPEG-attack for a particular block 4x4 depends not only on
that block, but also on some neighboring pixels, which makes

a prediction of changes quite difficult based only on 4x4 block.

Similar observation can be made regarding median filtering
that uses adjacent pixels as well.

Nevertheless robustness-transparency tradeoff can be
sufficient in case a bit is embedded in 4x4 block. In some
instances compromise is required between robustness and data
payload or between robustness and image quality. Quality of
images watermarked by Li’s method is usually around 42 dB
which could be not enough for some demanding applications.
Maximum payload provided by Li’s method is 512 bit per
512x512 image which is only a half of required payload to
embed 32x32 logo. Therefore redundant embedding is
impossible for that method even for quite moderate payload
which implies lower robustness toward some geometric
attacks.
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New blind watermarking method based on SVD is
proposed in this paper. The method embeds a bit of a
watermark by modifying the first columns of the both
orthonormal matrices of a transformed 4x4 image block.
Multiple improvements implemented in respect to existing
methods are: the both orthonormal matrices are used, model of
rotations in 4D space is applied to modify orthonormal
matrices, embedding distortions are minimized, the criterion
of watermarking performance is proposed for adaptation.

CONCLUSIONS

Utilization of the both orthonormal matrices maintains
better watermarking performance. Modification of the both
matrices introduces lower embedding distortions compared to
an approach that modifies just one. On the other hand such
embedding is less affected by common image processing
techniques.
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Application of rotational model assures that the result of
modification of orthonormal matrices is a matrix which is also
orthonormal. The application guaranties that the result of the
decomposition matches matrices used to compose a fragment.
This is a considerable advantage over existing
approaches.Rotational matrices are being adjusted in order to
minimize goal function.Constraints necessary to embed a bit
of a watermarkare taken into account during the minimization
procedure. Minimization of embedding distortions improves
transparency of watermarked images without affecting
robustness.

The proposed criterion of watermarking performance takes
into account embedding distortions as well as robustness of a
bit of a watermark for each particular block. Considered
adaptation procedure on the basis of the proposed criterion
choosesappropriate threshold value for each block. This
reduces embedding distortions while keeps substantial
robustness. Lower level of distortions enables embedding with
higher redundancy which considerably increases total
robustness of a watermark.

As the result of the proposed improvements a watermark
extracted (for example from Lena image) after median
filtering attack has up to 6% lower BER compared to the
method proposed in [15].0n the other hand quality of
watermarked images is higher. For some geometric attacks
BER has been reduced more than 40% compared to the
method proposed in [13].
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An SVD-based Transparent Watermarking Method
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Abstract—A new watermarking method on the basis of
Singular Value Decomposition is proposed in this paper. The
method is blind and modifies one of the orthonormal matrices of
the decomposition of 4x4 block to enclose a bit of a watermark. A
procedure for minimization of embedding distortions is
considered. Two embedding rules have been proposed for
watermarking which provide different robustness and
transparency. Popular attacks have been applied and
experimental results have been illustrated. According to the
results the robustness of the proposed watermarking method
toward some attacks is more than 36% better compared to other
known blind watermarking methods.

Keywords—Watermarking,
Robustness, Transparency

Singular Value Decomposition,

1. INTRODUCTION

Protection of digital rights is one of the most important
tasks of cyber security. These kinds of problems are addressed
by Digital Image Watermarking (DIW), where a digital image
is being protected by enclosing a digital watermark. Three
important characteristics for a particular watermarking method
are robustness, transparency and data payload. The tradeoff
between robustness and transparency depends on a kind of
transform which provides coefficients for modification as well
as embedding rule that interprets values of coefficients.

In most cases robustness against noise, some kinds of
filtering and geometric attacks is required [1]. The most
approved index of robustness is Bit Error Rate (BER) of a
watermark upon extraction. Transparency is an ability to
preserve original image by watermarking it and many
measures could be used to define it quantitatively [2]. Though,
the most popular measure is Peak Signal to Noise Ratio
(PSNR). Data payload is a number of watermark bits
embedded into an image.

The original image can be modified in many different
ways to embed a watermark. Modification of the Least
Significant Bit is a simplest example of watermarking in
spatial domain [3]. Some suitable examples of frequency
domain watermarking are the methods on the basis of Discrete
Cosine Transform (DCT) [4] and Discrete Wavelet Transform
(DWT) [5]. Usually modification of some spectral coefficients
is more favorable as it is more robust against noise and image
processing attacks. Singular Value Decomposition (SVD) is a
unique kind of transform [6]. It separates an image fragment
on several independent layers which number is much less than

This paper was supported by Tampere Program in Information Science
and Engineering (TISE).

Martti Juhola

Computer Science, School of Information Sciences
University of Tampere
Tampere, Finland
martti.juhola@sis.uta.fi

that, for example, for DCT. Therefore the most important
layer is quite stable to various attacks.

An efficiency of watermarking also depends on a rule
exploited for embedding. Each embedding rule could have
several parameters that influence robustness-transparency
tradeoft.

In this paper we propose new SVD-based blind
watermarking method which minimizes embedding
distortions. It uses an orthonormal matrix obtained by SVD of
4x4 block to embed a bit of a watermark. The proposed
method provides good robustness-transparency tradeoff and
high data payload.

The rest of the paper is organized as following: a short
review of relevant watermarking methods exploiting SVD is
given in the Section II; Section III bears our own approach
which is described in detail; then, some experimental results
are represented in Section IV followed by a discussion of their
importance in Section V; finally, Section VI concludes the

paper.
II. SVD-BASED WATERMARKING

A. SVD Transform

An image fragment [}, of size n X n is being decomposed
according to SVD [6] in the following way:

Ul,l"'Ul,n
I, = USVT = Uz'l';'UZ'" X
U1 Unn
Spp 0 0 /Vl,l‘“Vl,n\T
x 052,2';' 0 v V2,1';'V2,n ’ 1)
0 0 San \Vn_l-"vn_n/

where U and V are some orthonormal matrices and S is a
diagonal matrix of singular values.

An alternative representation demonstrates that fragment

I, is being decomposed on n independent layers where

geometry of i-th layer is defined by a pair of i-th columns

(one from matrix U and one from V) and a luminance
component S; ;:

Ik = ZiSi_iU(l ., l)V(l ., l)T (2)

The luminance S;; has the biggest value and for most

fragments of natural images this value is much bigger than the
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other. Therefore the first layer is the most substantial and
provides the best robustness for watermarking.

B. Review of SVD-based Watermarking Methods

Popular strategy for SVD-based methods that modify
singular values is to quantize the biggest value of a block
depending on the corresponding bit of a watermark. The first
SVD-based blind method for DIW was proposed in [7]. It
features high data payload and uses color RGB images.
Another pioneering noninvertible non-blind scheme exploiting
SVD was introduced in [8]. However, later in [9] it has been
shown that the scheme is vulnerable for the counterfeit attack
and is invertible. In the paper [10] the first in the literature
DWT-SVD non-blind watermarking method was proposed
which demonstrates good robustness and high data payload.
The downside is that embedding distortions are quite
considerable. The semi-fragile method proposed in [11] applies
adaptive quantization to DWT-SVD. The disadvantage is that
additional information should be transmitted and the method
causes considerable degradation of original image. Recently a
quite robust method with adaptive quantization of SV has
appeared in [12], but additional information is required for
extraction. One of the most robust blind watermarking schemes
based on SVD-DCT transform was proposed in [13].

Modification of orthogonal matrices is a very rear
approach of SVD watermarking. The advantage of such kind
of watermarking is that more elements are available for
modification. The paper [14] proposes a blind watermarking
method that modifies the second and the third elements in the
first column of the left orthogonal matrix of SVD of a 4x4
block. The quality of watermarked images is quite high, but
robustness toward common distortions like JPEG-
compression, Gaussian noise and cropping is not sufficient.
Another paper developing further previous approach is [15]
where authors proposed to adjust a threshold in a way that
PSNR of each modified blocks is higher than 42 dB whenever
it is possible. As a result robustness-invisibility tradeoff is
better than for the method proposed in [14].

There are several shortcomings in the latter two methods.
First, an orthonormal matrix where two elements are modified
becomes non-orthonormal which could cause an embedded bit
to be lost even without influence of the third person or noise.
Second, only two elements of the left orthogonal matrix are
used while utilization of all the four elements of the first
column could improve robustness-transparency trade-off.

III. PROPOSED WATERMARKING METHOD

The method described below resolves mentioned
shortcomings of the methods proposed in [14] and [15] and
minimizes embedding distortions. Further we consider
orthonormal matrices of SVD of particular image block I,
which size is 4 X 4. A watermark embedding rule should be
used to embed and extract a bit. The watermarking method
proposed in this paper modifies one of the orthonormal
matrices which is either U or V to embed a bit of a watermark.

A. Watermark Embedding Task

Let us assume that matrix U is being modified: U — U’.
Singular values can be modified as well: S —» §'. Different
embedding rules can be used, but in order to provide high

robustness we suggest that the first column w'7 of the
modified orthonormal matrix U’ interprets a bit, u’'; =
[U1.,U3,,U31,Us1] . Optionally the first column vl ,
v, = [V1,1' Vo1, V31, V4,1], of the other matrix V can also be
used by embedding rule to interpret a bit, however, only one
orthonormal matrix is being modified. Each new watermarked
image fragment I’y that carries corresponding bit is composed
from two orthonormal matrices {U’,V} and a diagonal matrix
of singular values S":
', =U'S'"WMT. 3)
Matrix U’ should be orthonormal in order to provide
proper decoding of a bit of a watermark. Otherwise the result
of SVD of I';, might be different and a left orthonormal matrix

U'" might be obtained such that U’ # U". In that case a bit of a
watermark might be inverted.

We propose to modify matrix U according to the model of
rotations in 4D space, which assures that the resulting matrix
U’ is orthonormal:

U' =RyU “)

Rotational matrix R; in four dimensional space can be
fully described according to Van Elfrinkhof’s formulae [16]:

Ry = RERE, 5)
a—-p —c —d
b q —d c
RE={o 9 e i) (©)
d —c b a
p —q —T —S
S —r
RE={T 2 0 L) (M)
s r —q p

where a,b,c,d,p,q,7,s are reals and a® + b2 + c2 +d? =1,
p%+q*+1r%+s?=1. Rotational matrices R}, and R are
left-isoclinic and right-isoclinic respectively [16]. According
to the mentioned rotational model any orthonormal matrix U
can be transformed to any other orthonormal matrix U’. Thus,
using (4) and (5) we can express modified block Iy, in general
case as following:

I'y = RERRUS'(V)T. )
In order to provide good transparency a watermark should

be embedded with minimal distortions. The embedding
distortion for the particular block is:

G =II'y = I lI3 = IRGREUS' (V)" — L I3 (9)

Parameters R5, RE and S’ should be adjusted to minimize

goal function G taking into account constraints that are given

by an embedding rule. This is obviously non-linear Least

Squares (LS) task which solving would require considerable
computational costs and a global minimum is not guaranteed.

B. Simplified Solution for Embedding Task

With the aim to simplify embedding and make it more
sufficient in computational sense we propose to alter the first
column of orthogonal matrix ul — u'T independently from
the other columns. The rest columns of orthogonal matrix U’
should be adjusted after.
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The first layer S’y u'Tv; is the most essential as it
interprets watermark’s bit and the first singular value is the
largest which corresponds to the highest visual importance.
Hence, the task of the first phase of embedding is to satisfy a
condition given by a rule and to minimize the term ||Ik -

2 . .
S’Llu’Ivlnz. In order to make it simple we propose: a) to

rotate in 4D space vector u! on a minimal angle to satisfy an
embedding rule, that is u] — u']; b) to adjust S;; = S';; and

N 2 .
minimize |1, — S’Llu’Ivlnz. The action a) depends on a rule,

but we will show further that in our case it is simple. The
action b) is ordinary Least Squares (LS) task.

The rest columns of matrix U’ and the rest singular values
in S’ should be defined to minimize embedding distortions
I, — It |5 during the second phase, but u'] and S'; ; have to
remain unchanged. For that purpose we have proposed a
special procedure that guarantees orthonormality of the
resulting U’ and requires ordinary LS solver on each step.

In the proposed procedure each column of U’ starting from
the second is being defined on a separate step. A special
rotational matrix is used on each step that does not change
columns defined on previous steps.

The steps of the proposed procedure are:

1. Calculate rotation matrix R that transforms u? to u'l;
2. Calculate new orthonormal matrix U'(Y) = RLU;
3. Calculate rotation matrix R";_, that does not change the

first column of U'™ but minimizes ||I, — ¥2_, S’g,gu’gvg”z
by modifying the second column u'7, find §', ,;

4. Calculate new orthonormal matrix U'® = U'®MR" ,_:

5. Calculate rotation matrix R'._;—, that does not change the
first  two columns of U'®  but minimizes
e — 23, S'g‘gu’gvg”z by modifying the third column u'%,
find '3 5;

6. Calculate final orthonormal matrix U’ = U'®R’,_,_,, find
§'4,4 and compose I'y.

As can be seen from the steps the final matrix U’ can be
expressed in terms of original U and calculated rotational
matrices: U’ = REUR" j—oR'c=g4=0. More detailed description
of each step is provided further.

Left- or right-isoclinic rotation model can be used on step
1. According to left-isoclinic rotation model:

a —p —c —d U1,1
b aq —d ¢ Uz
LyT — , — /T
R*uj; = c d a—p X \U3,1/ =uj. (10)
d —C b a U4'1

Parameters a, b, ¢, d of RY are calculated as following:

a /U1,1 —Uy1 Ui —Usy r
b Uyr Uis Usp , T
c Up, u’j. (11)

B \U3,1 _U4,1 U1,1
d U4,1 U3,1 _U2,1 U4-,1

New matrix U'™ can be calculated on step 2:

U'® =RLy. (12)

A rotation matrix that does not change the first column of
U'® should be calculated on the next step 3. A suitable model
for that kind of changes is Euler-Rodrigues rotation matrix
[16] with parameter d = 0:

R'4—o =
1 0 0 0
_[0 a®+b*—c? 2bc 2ac (13)
0 2bc a?—b*+c? —2ab ’
0 —2ac 2ab a’?—b%—c?

The matrix can also be represented in a different way using
elements x = a? + b?> —c?, y=2bc, z=—2ac, which
provides x? + y2 + z? = 1. The result is:

1 0 0 0
0 x y —Z
R" 4o = . (14
z2—y24(1-x)? vz
0 y 2(1-x) 1-x
—_yz ZZ_yZ_(l_x)Z
0 z 1-x 2(1-x)
Matrix U'® can be defined as:
U'® =y ®R",_,. (15)
Therefore the second column of U’'® is defined as:
0
ul =yo*| (16)
2 y
z

In order to find parameters X, y, z it is necessary to solve:
2
’ T ! T i
”Ik_S 1_1u 1”1_5 z'zu 21)2”2 - min. (17)
Here everything except the term S’, ,u'7 is known.

After parameters S',,, x, y, z are found matrix U '@ can
be determined on step 4 according to (15).

A rotation matrix that does not change the first two
columns of U’'® should be calculated on the next step 5. The
model for that kind of rotation is even more simplified Euler-
Rodrigues matrix with parameters c =d =0, a®? —b? = x,
2ab =y:

0

0
_y :

x

(18)

cor o
<= R oo

Matrix U’ is defined as
U =U®R,_;0. (19)
Therefore the third column of U’ is defined as:
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ul =u'® (20)

<L R oo

The third column should satisfy:
2
|l = S 1w vy = S5 u5v, — 5,3,371’5773”2 - min, (21)
where everything except the term S'5 ;u'} is known.

After parameters S’ 3, x, y are found final matrix U’ can
be defined on step 6 according to (19). The last remained
undefined parameter S’, , should minimize the following:

”Ik - 5'1.1"'{”1 - 5'2,211';”2 -
2
_5'3‘3u'§v3 - 5’4,4'”"2174”2 - min (22)

After S', 4 is found watermarked image fragment I’y can be
composed. Every optimization step in the described procedure
requires just ordinary LS solver which does not consume much
computational sources.

C. Steps of Watermarking

The proposed method of watermark embedding can be
described as following:
1) Split the whole image I on fragments of size 4 X 4;
2) Select image fragments for watermark embedding
according to some secret key, assign to each fragment a bit of
a watermark;
3) Perform SVD of a particular selected image fragment ..
Check if a corresponding bit of a watermark is interpreted
correctly according to a watermarking rule. In case
interpretation is correct set I, « I, and proceed to 6), else
proceed to 4);
4) Depending on the rule modify the first column of either U
or V to satisfy the rule, calculate Sj ;;
5) Apply the described simplified procedure of embedding to
the rest columns of the chosen matrix (U or V) and the rest
singular values in §. Compose watermarked image fragment
I;
6) Substitute original fragment I by I. If k + 1 is less or
equal to the length of a watermark set k < k + 1 and proceed
to 3), else finalize embedding.

Watermark extraction can be specified by the steps:
1) Split the whole watermarked image I’ on fragments of size
4 X4,
2) Select image
according to the key;
3) Apply SVD to the selected fragment I;, and obtain {U’, V'};
4) Interpret a bit according to a watermarking rule using
{U',V'}. If k + 1 is less or equal to the length of a watermark
set k « k + 1 and proceed to 3), else finalize extraction and
output a watermark.

fragments for watermark extraction

IV. EXPERIMENTAL RESULTS

A. Embedding Rules

Orthogonal matrices should satisfy some requirements that
can be expressed in a rule. This is necessary for proper
embedding and extraction of a bit of a watermark. Main
components of a rule are 4 X 1 reference vectors ref; and

ref, and a scalar threshold Th. Two different embedding
rules are proposed.

The first rule considers the both orthogonal matrices of
SVD of a block I,. Matrix U or matrix VV should be modified
to embed a bit and the choice depends on properties of a
block. However, the both matrices are important for extraction
as the person who extracts does not have additional
information about embedding conditions. We further use
notation {U’,V'} because during extraction the both matrices
should be treated equally.

Let us use the following notations. For original block I,
we define two indexes: Y, ; =wref;—-m', Y,,=
vyref, —m'. For modified block I; we define another two
indexes: Y, = ujref, —m', Yy, =viref, —m". Herem’'
and m"’ are corresponding mean values. The signs Sign(Yk’,l)
and sign(Y,é,Z) should be computed in order to extract a bit.
Sign pairs {—, —} and {+, +} are interpreted as 0. Sign pairs
{—, +} and {+, —} are interpreted as 1.

If an embedding rule is not satisfied for an original block
I, and there is a need of modification of one of orthogonal
matrices we propose to check inequality |Yk‘1| < |Yk‘2|. Matrix
U should be modified if the inequality is true. Otherwise
matrix V should be modified. Such guidance reduces
embedding distortions as the level of total distortion for I,
depends mostly on distortion of the first column. A column
that provides smaller absolute value of dot product with
reference vector requires lower distortion to change the sign of
the product.

In order to maintain good robustness-transparency tradeoff
we consider two parameters in the rule that limit embedding
distortions. The first parameter is empirically defined positive
real threshold Th, which is necessary to regulate robustness-
transparency tradeoff. The second parameter Max depends on
the properties of a block: Max = max(|Yk,1|, |Yk,2|). The
first embedding rule is:

Embedding: (—1)* Yy ,Y;, = Max = min(Th, Max);

Rule#1:
{ Extraction: bit = (2 + Sign(Yk"lYk”z)) mod 3.

The second rule interprets the first column of U only and
only Th limits embedding distortions:

Embedding: (—1)?“ Y, = Th;

Rule#2:
{Extraction: bit = (2 + Sign(Yk"l)) mod 3.

For the both proposed rules the task of adjustment of the
first column of corresponding matrix is easy. Let us assume
that the Rule#1 is used and for a particular block I}, the rule is
not satisfied and |ka1| < |Yk_2|. Thus, it is necessary to find
u;" which belongs to the plane determined by ul, ref; and
the origin. This new column u{" should satisfy ujref; =
(—DP%min(Th, |V o|) + m'.

B. Characteristics of Embedding Rules

In order to analyze watermarking properties of the
proposed embedding rules we first compared histograms of
corresponding indices that are being interpreted by rules.
Sixteen grayscale images with resolution 512x512 were used,
which provided 262144 different blocks of size 4x4. The
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following sets of indices were considered: {Yk,1}, {Yk,xk},
{Viz, }» where k = 1...262144, x;, = arg min(|Y4], [V 2|).
Zy =arg max(|Yk_1|, |Yk,2|). The sets {Yk,xk} and {kal} are
potentially being modified if Rule#1 or Rule#2 are used
respectively. The variances of set {Yk,xk} and set {Yk,l} are
good estimates to compare embedding distortions for each
rule. Higher variance of set {Yk,zk} corresponds to higher
variance of Max and less equal ability to withstand
disturbances by different blocks if Rule#1 is used. The
following reference vectors were used by the rules: ref! =
refl =(05 —0.5 0.5 —0.5).

The histograms of all the mentioned above sets are shown
on Fig.la.

x10’

—Yixt —Total ED for Rule#1
| oy, — Total ED for Rule#2
04 k20 ——ED for "Weak" bits

Vi ol —— Fraction of "Weak" bits oo
035
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Fig. 1. a) Histograms of indices Yy 1, Yy x> Yk z,; b) Graphs of embedding

distortions for Rule#1 and Rule#2.

It can be seen that Var{Yk_Zk} > Var{kal} > Var{Yk,xk}.
From comparison Var{Yk_l} > Var{Yk_xk} one could derive
that the Rule#1 causes lower embedding distortions.
Furthermore the higher Var{Yk,Zk} the more advantageous

Rule#1 compared to Rule#2 in terms of transparency and
less advantageous in terms of robustness.

We have used 16 test images to embed the same
watermark using the both rules. The dependencies between
different values of Th and Residual Sum of Squares (RSS) for
each rule are represented graphically on Fig.1b. Two main
graphs to compare transparency are Embedding Distortions
(ED) for Rule#1 and Rule#2. Another two graphs ED for
“weak” bits and Fraction of “weak” bits provide details about
robustness of a watermark embedded using Rule#1. The
definition of “weak” bit is used for a bit embedded using
Rule#1 in a block where Max < Th. The Fraction of such
“weak” bits shows how big the disadvantage in robustness is
compared to Rule#2. Additionally the graph ED for “weak”
bits demonstrates how ED is distributed between “weak” and
“typical” bits embedded with Max > Th. For example, for
Th = 0.02 cumulative ED for more than a half of all the
blocks is less than 20% of total ED. This is quite unequal
distribution of ED which worsens robustness in general when
compared to Rule#2. On the other hand Rule#2 introduces
much higher distortions during embedding.

C. Watermarking Results

The proposed watermarking method was used with the
both embedding rules. Sixteen different grayscale images of
size 512x512 were used for watermarking. The watermarking

performance was compared with the performance of other
blind SVD-based methods proposed by Tehrani [15], Li [13]
and Gorodetski [7] (adopted for grayscale images). Selected
methods provide quite different robustness-transparency
tradeoffs and different data payloads. With the aim to make
comparison fair we used the same watermark for all the
methods and all the images. We also tried to adjust methods in
a way that quality of the watermarked images is comparable.
For that purpose different methods performed embedding with
different redundancy. The watermark payload was 512 bits per
image as this is the maximum payload of Li method. The
redundancy rates were: 12 for the proposed method and
Rule#1, 8 for the proposed method and Rule#2, 6 for
Tehrani’s method, 1 for Li’s method, 6 for Gorodetski’s
method. All the watermarked images undergo attacks
simulated by StirMark Benchmark 4. For all the methods Bit
Error Rates (BERs) of extracted watermarks were averaged
among all the 16 watermarked images. The results are
represented in Table I.

TABLE I. RESULTS OF WATERMARK EXTRACTION

Method, PSNR |GN, (Salt& |JPEG, |3x3 Cropping, Rotation,
PSNR |Pepper, Q=50 |Median |75% 0.25
35dB (3% Filter

Tehrani,

43.47dB 542 6.55 5.04 | 11.32 8.92 10.32

L 4213dB 1 919 | 511 | 235 | 1.83 | 3812 | 2081

Gorodetski,

42.85dB 4.89 4.41 7.57 | 10.58 8.83 9.42

Proposed,

Rulel, 44.13dB 3.74 4.61 3.16 | 6.24 1.62 8.30

Proposed,

Rule2, 43 87dB 5.35 6.73 3.79 | 8.6l 5.15 9.53

In our experiment we set Th = 0.002 for both proposed
rules. The quality of images watermarked according to the
proposed method and Rule#1 remains quite acceptable. This
can be witnessed by Fig.2 where the watermarked Livingroom
image is depicted.

Fig. 2. Watermarked Livingroom image with PSNR=44.29dB.

V. DISCUSSION

The proposed watermarking method provides good
robustness-transparency tradeoff in conjunction with both
proposed embedding rules. Considerable advantages are
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achieved in comparison with the methods proposed by
Gorodetski and Tehrani. Another point is that our method
maintains much higher robustness toward geometrical attacks
in comparison with the method proposed by Li.

High robustness for the proposed method and the both
proposed rules in comparison with the methods proposed by
Gorodetski and Tehrani is mainly due to higher redundancy of
embedding. Higher redundancy is possible thanks to low
distortions of embedding of a bit in a single 4x4 block.
Embedding according to Rule#1 provides better results in
terms of the both robustness and transparency in comparison
with that for Rule#2. It can be explained by recalling that
Rule#1 causes much lower distortions while fraction of
“weak” bits for threshold Th = 0.002 is also small (Fig. 1b).

Comparison with the method proposed by Li leads to
different conclusions depending on a kind of attack. For signal
processing and noise attacks (except Salt&Pepper) the method
of Li demonstrates better robustness than the proposed method
with Rule#1. On the other hand robustness toward geometric
attacks is much worse for Li’s method. This is because such
factors as smaller blocks and higher redundancy are more
beneficial in such kind of attacks (especially cropping).
Another advantage of the proposed method is considerably
better transparency of the watermarked images.

The proposed method does not provide the best robustness
in all the cases of different attacks. However, its robustness is
sufficient and embedding distortions are low. Maximum data
payload is the same as for the method of Tehrani and
Gorodetski and is equal to 16384 bits per 512x512 image,
which is quite large. All the mentioned characteristics make the
proposed method favorable in most of watermarking
applications.

VI. CONCLUSIONS

The watermarking method proposed in this paper is blind.
It uses SVD of a 4x4 image block in order to embed a bit of a
watermark by modifying an orthonormal matrix which is
either left or right. The modification is done according to one
of the proposed embedding rules and the procedure for
minimization of embedding distortions is considered.
Redundant embedding is applied with the aim to maintain
good robustness-transparency tradeoff.

Modification of one of the orthonormal matrices of SVD
of 4x4 image block is done according to the model of rotations
in four dimensional space. Optimization tasks are being solved
with the aim to minimize distortions. The modification is split
on two phases that simplifies each separate optimization task
and reduces computation load.

Two different embedding rules were proposed which are
Rule#1 and Rule#2. The Rule#1 interprets both orthonormal
matrices of SVD, while the Rule#2 interprets only the left
one. Each rule can be used in conjunction with the proposed
method which leads to different embedding distortions and
robustness.

Redundant embedding is beneficial in a combination with
the proposed watermarking method as the latter introduces
low distortions, but maintains considerable payload.
Utilization of different redundancy rates for various

applications yields to different robustness-transparency

tradeoffs.

The efficiency of the proposed method was confirmed
experimentally. For some kinds of popular attacks BER of
watermark extraction is 36% lower compared to other known
methods.
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We propose a new watermarking method based on quantization index modulation. A concept of initial data loss is introduced in
order to increase capacity of the watermarking channel under high intensity additive white Gaussian noise. According to the concept
some samples in predefined positions are ignored even though this produces errors in the initial stage of watermark embedding.
The proposed method also exploits a new form of distribution of quantized samples where samples that interpret “0” and “1” have
differently shaped probability density functions. Compared to well-known watermarking schemes, this provides an increase of
capacity under noise attack and introduces a distinctive feature. Two criteria are proposed that express the feature numerically. The
criteria are utilized by a procedure for estimation of a gain factor after possible gain attack. Several state-of-the-art quantization-
based watermarking methods were used for comparison on a set of natural grayscale images. The superiority of the proposed

method has been confirmed for different types of popular attacks.

1. Introduction

Digital media have a great impact on many aspects of modern
society. Some aspects assume that we deal with audio-visual
data that relates to a person or an organization. Information
about the relation quite often should be preserved. Water-
marking approach is to insert the information in the media
itself [1]. However, in that case the watermark might be
intentional or not altered by the third party. In order to
avoid an alteration the watermark needs to be robust [2].
Other characteristics except robustness may also be impor-
tant. Watermark invisibility and payload are among them.
Invisibility is important to assure that the quality of the media
does not degrade significantly as a result of watermarking [3].
High data payload might be needed in some applications in
order to define many aspects of ownership.

In the field of digital image watermarking (DIW) digital
images are used as a media (or host). DIW incorporates many
different techniques and one of the most popular among
them is quantization index modulation (QIM). Methods
that belong to QIM are widely used in blind watermarking
where neither original media nor watermark is known to
the receiver [4]. For the purpose of evaluating robustness
the watermarked image is being attacked and additive white

Gaussian noise (AWGN) is the most popular condition
for that. Theoretical limit of the channel capacity which is
achievable by QIM under AWGN was first derived in [5].

In most cases quantization is implemented to some
coefficients rather than to signal samples. In order to obtain
coefficients a transform is applied to a host signal. It has
been shown that some transforms provide coefficients that
are more robust to popular image processing algorithms like
JPEG, geometric modifications, and so forth [6, 7].

It is assumed that during quantization each of the original
coeflicient values belongs to one of equally spaced intervals.
Further, inside each interval coefficients to interpret “0” and
“I” are selected. The task of quantization is to separate coeffi-
cients that represent different bits inside each interval. The
separation efficiency influences robustness and invisibility.
The result of the separation can be characterized by the size
of original interval, distribution of separated samples, and the
distortion incurred by the separation.

However, all the known implementations of QIM are far
from achieving the capacity limit under AWGN. The simplest
scalar realization of QIM is to replace all the coefficient values
from a certain interval by a single value equal either to the
left or right endpoint depending on a bit of a watermark [8].
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Hence, the distribution of quantized samples that represent
both “0” and “1” is degenerate (or Dirac). Nevertheless, the
capacity of the simplest QIM (further referred to as QIM
without “simplest”) is less than 10% of the limit value for
the condition when noise and watermark energies are equal.
More advanced realization of DC-QIM is to replace each
coeflicient value from an original interval by a corresponding
value taken from one out of two disjoint intervals that are
subsets of the original one [9]. A parameter 0.5(1 — «) is to
control the size of these intervals relatively to the original. The
distribution for “0” and “1” in that case is uniform. Parameter
« is being adjusted depending on noise level in order to
maximize capacity. Method DC-QIM is widely used and
provides the highest capacity under AWGN among known
practical realizations. However, considering AWGN attack
only, the most evident gap under high noise intensity is
caused by low capacity in comparison with the theoretical
limit.

Some other modifications of QIM have emerged over
the past years. Forbidden zone data hiding (FZDH) modifies
only a fraction (controlled by «) of coeflicient values in
each interval of original values [10]. Despite the fact that
FZDH performs slightly worse than DC-QIM the paper
represents a promising idea on how to reduce embedding
distortions. Another idea was proposed by the authors of
Thresholded Constellation Modulation (TCM) that use two
different quantization rules to modify coefficients inside the
original interval [11]. Each rule is applied only to samples
from a particular subinterval and 3 defines their endpoints.
The value of a shift is different for any value from a subinterval
according to the first quantization rule. The second rule
is to provide an equal shift to all the values from another
subinterval. There are two shift directions in order to embed
“0” and “17

The main advantage of the techniques based on QIM
with different kinds of compensation [9-11] is a consid-
erable robustness against AWGN. The limitation is that
synchronization is required to extract a watermark. Even
minor distortion of a different kind can make embedded
information unreadable. The simplest realization of such kind
of distortion is a gain attack (GA) which performs a constant
scaling of the whole sequence of watermarked coefficients.
The scaling factor might be close to 1 and cause very little
visual distortion, but it is unknown to the receiver which
causes asynchronous extraction. Usually GA is followed by
AWGN that complicates retrieval of the watermark [12].
Vulnerability to GA causes one of the most critical gaps
for practical implementation of QIM-based methods with
compensation.

Many different approaches have been developed to
improve robustness against GA of QIM related methods [13].
Most approaches can be classified into two groups where the
main idea of the first group is to estimate the unknown factor
while the idea of second is to quantize coefficients that are
invariant to scaling of original signal.

Estimation of the scaling factor requires modelling. Some
feature that is unique for the watermarked and attacked
signal might be described by a model [14]. The scaling
factor may be included in the model and to be a subject
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to optimization. An obvious complication is that a process
of feature selection is not straightforward. In some cases
the feature is created instead of being selected and some
permanent data agreed upon between the sender and the
receiver is a suitable example. However, such compulsory
agreement limits practical implementation of watermarking
method. Other possible limitations are low model accuracy
or computationally heavy optimization.

For instance, a kind of GA and a constant offset attack fol-
lowed by AWGN are assumed in [12]. The solution proposed
there is to embed a pilot signal and to use Fourier analysis to
estimate the gain factor and the offset. However, an obvious
disadvantage of the solution is that the precision of estimated
parameters is low even for quite long pilot sequence.

The method of recovery after GA and AWGN is proposed
in [15]. It uses information about dither sequence and applies
maximum likelihood (ML) procedure to estimate the scaling
factor. The estimation is based on a model of watermarked
and attacked signal. Information about statistical charac-
teristics of original host signal should be either known or
guessed in order to define the model. Another limitation
of the approach is that it requires exact information about
embedding parameter . Computational complexity of the
approach is high.

As an opposite for estimation, invariance to GA, in
general, requires more complex transform of original signal
(e.g., nonlinear,) to obtain coefficients. It is necessary to
modify coefficients to embed a watermark. However, a model
to estimate distortions of the host is more complex in that
case. Distortions should be controlled which limits the choice
of the kind of QIM to one that adds less complexity to a model
of distortion. This, for example, might result in reducing the
number of adjustable parameters of QIM. This is one of the
reasons why invariant to GA approaches are more vulnerable
to AWGN compared to DC-QIM.

Rational dither modulation (RDM) is one of the most
popular watermarking methods invariant to GA [16]. For a
particular coefficient, a ratio that depends on a norm of other
coeflicients is being quantized instead of a coefficient itself.
The simplest QIM scheme is utilized in order to quantize the
ratio and the performance of RDM under AWGN (without
GA) is close to the simplest QIM. Other recent blind
watermarking methods robust to GA are proposed in [17-23].
Nevertheless, for GA invariant methods the gap is caused by
the reduced capacity under AWGN.

In this paper, we propose our own scalar QIM-based
watermarking approach that is beneficial in several aspects.
The approach addresses the mentioned gaps in the literature:
it both delivers higher capacity under AWGN and recovers
after GA. In order to do this, host signal coefficients are sepa-
rated in a way that the resulting distributions for coeflicients
that interpret “0” and “1” are different. This distinctive feature
is used by a simple yet efficient procedure for estimation of a
scaling factor under GA. A concept of initial data loss (IDL) is
introduced in order to increase watermark channel capacity
under low watermark to noise ratios (WNRs). According
to IDL, some fraction of wrong watermark bits is accepted
during embedding procedure.
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The rest of the paper is organized as follows. In Section 2
we describe our quantization model using formal logic
approach and derive some constraints on the parameters
of the model. In Section 3 some important watermarking
characteristics of the model are evaluated analytically while
the following Section 4 contains description for the proce-
dure of recovery after GA as well as experimental results
obtained under popular attacks. In Section 5 we discuss in
detail experimental conditions and compare the performance
of the proposed method with the performance of well-known
methods. Section 6 concludes the paper and outlines possible
directions for improvement.

2. Quantization Model

In this section we define a new model of quantization. First,
it is necessary to show that according to our model the
separation of original coefficients is possible and we can
embed information. Formal logic approach is used to define
dependencies between several conditions that are important
for the separation of original coefficients. Separation argu-
ment (SA) represents the model in a compact form yet has
a clear structure which is sufficient to reason the intuition
behind the dependencies. Second, it is necessary to assure
conditions when SA is sound.

2.1. Formalization of SA. Symbol X will be used to denote
a random variable whose domain is the space of original
coefficients of a host. A particular realization of X will be
denoted by ¢. We will further describe our model for values
¢ that are in some interval of size A. More specifically we will
refer to an interval with integer index k whose left endpoint
is l’g. Such an interval is referred to further as embedding
interval. For any ¢ € [lk,li + A] we define x = ¢ — ZZ and
X will be used to denote a random variable which represents
x. The length A is selected in a way that an appropriate
document to watermark ratio (DWR) is guaranteed after
the separation. We also assume that A is small enough to
derive that the distribution of X is uniform. A random
variable that represents separated coeflicients inside kth
interval is denoted by X' and its realization is denoted by x'.
Correspondingly, a random variable that represents separated
coefficients on the whole real number line is denoted by ¥’
and its realization is denoted by ¢’. Each pair of an original
x and corresponding quantized x’ belong to the same kth
embedding interval so that an absolute shift is never larger
than A.

Let us denote a watermark bit by b. Truncated pdfs f,(x")
and fl(x') are used to describe the distribution of X' and
should be defined prior to quantization. Parameters #;, and 9,
represent fractions of IDL for b = 1 and b = 0, respectively.
Parameters ¢, and y, represent fractions of the samples where
original values x are to be modified by a quantizer for b = 1
and b = 0, respectively. It is therefore assumed that the
fraction of zeros in a watermark data is y, + 9, and fraction of
ones is ¢; +7;. Condition y, + 9, + ¢, +#; = 1 always holds.
The result of the separation in the kth embedding interval
depends on b, 1, 9, @15 Vo» fo(x'), and f,(x"). In other

words x’ is defined by quantizer Qi [-] that has the mentioned
parameters:

x :Q]Z (%, 0,11, 9 @15 Yo» fo f1]- @)

We will use SA to describe the quantizer Qi[-]. Each of
logical atoms p, q,7,s,t,u, and v represents some condition
which is either true or false:

Ay
| x < ——, (2)
P Yo+ 9%
An,
| x> , (3)
1 ¢ +tm
| x =x, (4)
s|x <x, (5)
tx > x, (6)
W9 ) ax %
quT—yo fo(x)dx,
0
v](A-x) (PITW = -9, L fi (x’) dx'. (8)

For example, (~ b&p) is true if and only if “b = 0” and x is
not classified for IDL. We formalize SA in the following way:

((~ b&p) > (u& (s V1)),
((b&q) > (v&(t v ),
(((~ b& ~ p) v (b& ~ q)) > 1)
E((u&(sVvr)Vvw&({tVvr)Vvr).

)

It can be seen that SA is valid. The conclusion of SA states
that the separation of coeflicient values inside kth embedding
interval is possible which means that the proposed model
is suitable for information embedding. Furthermore, each
premise represents an important dependency between input
and output of the quantizer QIZ[-] and we require that each
premise is indeed true. Hence, it is necessary to enforce
soundness for SA.

The intuition behind SA can be explained in the following
way. Initially samples with labels “b = 0” and “b = 1” are
not separated in the dimension of x inside the mentioned kth
embedding interval. In order to separate them we shift those
with “b = 0” to the left and those with “b = 1” to the right. If
so, shift to the right for “b = 0” or shift to the left for “b = 17
is not acceptable because it would introduce distortion and
on the other hand worsen separation between “0” and “1”
Therefore for ~ b formula (s V r) is true and for b formula
(t vV r)is true.

Another consideration is that for any two x; < x; with
the same bit value we infer that quantization in a way that
x; < x;- implies less distortion than if x] > x;. Saving the
order we preserve cumulative distribution in respect to the
order. Quantized samples x’ that interpret “0” are distributed
according to pdf f,(x'); samples x' that interpret “1” are
distributed according to pdf f,(x'). Therefore u or v is true
if (~ b&p) or (b&yq) is true, respectively.



4
Yofo(x’) @1 f1 (x")
- 9
LA IDL(0) } )
. { IDL(1) ;
1 .
L —] :
! P1
1
Y0~|: (u and i (vand [tV 1))
I Eva ¢
Yo+ 90{ IDL(0)
@)+ m{ IDL(1)
N (~b and p) (band q) kKin's

F1GURE 1: Illustration of the process of separation.

And, lastly, the condition for IDL is ((~ b& ~ p) Vv (b& ~
q)) and it is the case when x is not modified and therefore r.

An illustration of an example where SA is sound is given
in Figure 1. Two positions of original values are shown on
the lower part of Figurel. Condition (~b&p) is satisfied
for the first original value and condition (b&q) is satisfied
for the second. Two positions of the modified values are
shown on the upper part of Figure 1. After the separation the
modified values satisfy conditions (u&(sVvr)) and (v&(t Vr)),
respectively. The areas of green segments on the lower and the
upper parts of Figure 1 are equal. The areas of blue segments
are also equal. As it can be seen on the upper part of Figure 1,
the distribution of separated coefficients in kth embedding
interval depends on A, #7;, 9y, 9, Yp> fo(x'), and f;(x").

Parameters of the pdfs f,(x') and f,(x') need to be
specified in order to prove soundness for the whole range of
x in the kth interval. In addition formulas (7) and (8) need to
be rearranged in order to express x in a suitable way for the
quantization form.

We propose such f,(x') and f,(x') that in general there
is no line of symmetry which can separate them inside
embedding interval. This feature will provide easier recovery
after GA. It is necessary to emphasize that the proposed
functions fo(x') and f; (x") only describe distributions for
fractions y, and ¢,, respectively (e.g., without taking into
account fractions of IDL). We introduce parameters «, f3, and
7 to define both pdfs f,(x') and f,(x"), where0 <a < f < 1,
as shown in Figure 2(a). As can be seen the density is zero in
the subinterval (A(f — «), AB) which separates “0” from “1”
In Figure 2(b) we can see the distribution of the quantized
coeflicients outside kth embedding interval as well.

Namely, the proposed truncated pdfs are a linear function
and a constant:

! . !
N Jex' 1, if X € [0,A(B-a)],
fo (x ) - {0, otherwise; (10)
' g, ifx' e [ABA],
= 1
h (x ) {0, otherwise. a
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The samples that belong to IDL fraction are distributed
according to pdfs IDLy(x") and IDL, (x'):

A
V0+‘90’ ifx'e[ Yo ,A],

IDL, (x') = { A9, Yo + 9%
0, otherwise;
A (12)
’ ‘P1+’11’ ifxle[o’ U ]’
IDL, (x ) = An Q1+
0, otherwise.

2.2. Soundness Conditions for SA. The soundness of SA
is guaranteed if it is possible to satisfy (u&(s Vv r)) or
(v&(t Vv r)) when (~b&p) or (b&q) is true, respectively. The
requirement to satisfy (u&(s Vv r)) or (v&(t V r)) imposes
some constraints on «, f3,¢, g, T, Vo> 91> 41 9y and A. Let us
find those constraints.

We start from defining parameters of f,(x') and f;(x")
using property of pdf:

J‘(ﬁo‘)A fo (x')dxl _ Cm +TA (ﬁ - (X) =1 (13)

0

A
LA fi(x)dx"=ga(1-B)=1. (14)
It is easy to derive from (14) that
N}

According to (4), (5), and (7) condition (u&(sVr)) is satisfied
if and only if for all x'

x’%\% <Y L fo (x') dx'. (16)

Using (10) and the fact x' > 0 we can derive

!
> %‘9‘) - c%. 17)
Yo

The latter inequality should be true for all x' € [o, A(B - a)]

which means

+9 !
T> max o ¥¥ _ 2. (18)
xef0,aB-0]1 \ Ay 2

For our particular application we chose ¢ > 0; therefore

9,
7> %})0, 19)
0

and we are using the value 7 = (y, +9,)/(Ay,) in our method.
Using (13) we can conclude that

CZZVO_(V0+‘90)(/3_“)_ 20)

Yo(B~ “)ZAZ
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FIGURE 2: Distribution of the quantized coeflicients: (a) inside kth embedding interval; (b) in five consecutive intervals.

Functions f, (x')and f (x') can be fully defined now. Let
us find dependencies that connect ¢ and S with y,, ¢;,#,, and
9. Taking into account that in our realization ¢ > 0 we can
derive from (20) that

ﬁ_(xS Yo

. 21
Yo+ 9% @

According to (4), (6), and (8) condition (v&(t V r)) is
satisfied if and only if

¢t

T < go,- (22)
Using (15) we find that
[
> —.
pe P+ )

In the experiment section of the paper the goal is to find
the highest capacity for a given WNR. Different values of the
parameters need to be checked for that purpose. Preserving
(15) and (19)-(21), (23) would guarantee soundness of SA
and avoidance of using parameters’ combinations that are
not efficient for watermarking. This can reduce required
computations.

2.3. Embedding Equations. For the proposed pdfs we can now
define x’ as a function of x, which is the main task of the
quantizer QZ[-]. Let us consider conditions (~ b&p), (b&q)
separately as it is never the case when both conditions are
true. We will denote x' in case of (~ b&p) by x', but in case
of (b&gq) the notation x! will be used.

From (7), (10), and 7 = (y, + 9,)/(Ay,) it is clear that

0.5cx" + 7% = 1x. (24)
Taking into account that x' > 0 we derive
M VT2 + 2cTx T (25)
c c
From (8), (11), and (15) we can find that
. 1- +
X' =Bx+A(1-B), B= A-ple+tm), (26)

¢1

According to (26), the values of quantized coefficients
are linearly dependent on original values while according

to (25) the dependency is nonlinear. Different character of
dependency between quantized and original values for “0”
and “1” is one of the key features of our approach. This
differentiates the proposed watermarking method from the
methods previously described in the literature [10-12].

3. Characteristics of Quantization Model

The model was proposed in the previous section. It was
shown that it is suitable for coefficient separation and the
conditions necessary for soundness of SA were defined.
In this section we focus on efliciency of separation. The
main characteristic that can be estimated analytically is the
watermark channel capacity under AWGN. It is required to
calculate such characteristic for different WNRs. First, we
express WNR in terms of parameters of the quantization
scheme. Second, we express error rates in terms of parameters
of the quantization scheme. This makes it possible to include
WNR in the expression for error rates (and capacity).

3.1. Estimation of Quantization Distortions. The variance aﬁ
is the only parameter of AWGN attack and WNR is defined
as

WNR = 10log,, (%) , (27)
[

n
where D is a watermark energy. Alternatively, D can be seen
as a distortion of a host signal, induced by the quantization.
Let us define D.

For the matter of convenience of the experiment it is
better to use a single parameter (control parameter) that
can be adjusted in order to provide the desired value of D.
While defining D we choose A to be the control parameter
and collect it in the expression for D. The total distortion D
is a sum of distortions D, and D, caused by two types of
shifts that are x — x’ and x — «x/, respectively. The first
distortion component D, is defined as

A(Bia) ! ! 1 * ! ! ’ !
Dozyojo fo(x) x—;L fo(x)dx dx'.
(28)
Proceeding further and using (10) we can derive that
AB-a) At
D, =7 L (ex' +7) e dx'. (29)



However, it is clear from (19)-(20) that both parameters ¢
and 7 depend on A. In order to collect A we introduce two
independent of A parameters ¢ = cA” and 7 = TA. This brings
us to

D, = A*Q,,
-3 2 (30)
[ 6 C 5
Qo —Yo(E(ﬁ—“) + E(ﬁ—“) )
The second distortion component D; is defined as
D, = ¢,
A !
X
st
A (¥ €2))
X <x' - ((pl— J h (x') dx'
M+ ¢ Jpa
A 2
+ 2 ) ) dx’.
m+¢
Using (11), (15), and integrating in (31) we obtain
D, = A’Q,,
_ ((’71+‘P1)(1_ﬁ)_§01)2 (32)
Q =¢ 2 .
3(1y + 1)

The total quantization distortion D can be expressed in
terms of A, Q,, and Q;:

D=A(Q,+Q). (33)

For any combination of 2, WNR, a, 3,71, 9, ¥, and ¢,
the required value of A is defined using (27) and (33) as

2. 0.1xWNR
. \janm . (34)
Qy +Qy

3.2. Estimation of Error Rates. Bit error rate (BER) and
channel capacity can be calculated without simulation of
watermark embedding procedure. It is important that the
kind of threshold used to distinguish between “0” and “1” is
suitable for analytic estimations. Further we assume that the
position of the threshold remains permanent after watermark
is embedded and does not depend on attack parameters. In
Figure 2(b) the position of the threshold is Th for intervals
numbered k + 2m, m € Z. For the intervals numbered
k + 2m + 1 the position of the threshold is A — Th.

The absolute value of quantized sample in any interval is
¢’ We use c; for a sample that is distorted by noise. Hence,
¢/ interprets “0” or “1” depending on belonging to Z or O,
respectively:

Z= G [2am +13 - Th,2Am + 1§ + Th),  (35)
0= D [28m + 1§ +Th,2A(m + 1) + 13 — Th) . (36)
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There are two cases when errors occur in non-IDL
samples. An error in “0” is incurred by a noise if and only
if the both following conditions are true:

(¢ ez),

An error in “1” occurs if and only if the following is true:

(¢, €0). (37)
(q’ € O) , (c:l € Z). (38)
Two cases when errors occur in IDL samples can be

presented with the following conditions for “0” and “1”
respectively:

(6, €0), (39)

(6nez). (40)

(¢ €0),

(¢ ez),

The pdf of AWGN with variance crﬁ can be represented
in terms of ¢ and c; as f/V[c:l -d0, 0,]. In general we can
estimate error rates for an interval with any integer index
k + m. For that purpose we use generalized notations f,(¢’),
£1(c"), IDLy(¢"), and IDL, (") for pdfs of quantized samples
in any interval. For example, for even m pdf f,(¢") = fol¢’ -
(1% + Am)]; for odd m pdf £,(¢') = folIX + A(m +1) = ¢ ]. We
denote k+m intervalby I, = [li +Am, ZZ +A(m+1)]. Then,

the error rates for quantized samples in I, can be defined
as

BER, = — 0

Yo+ 9 JO L fo (C’) T [cfll ~¢0, Un] dC’dC:z

k+m

9% . ,
" Yo + 9 ,[o JI 1PLo (q )

k+m

x fylon-¢'0,0,]ds'ds),

BER, = — 21 L L £i(¢") frls—-¢0,0,] dd'de,

¢r+tMm e

m J J : '
+ — IDL, (¢
(Pl + }11 Z Il ' ( )
X fy [q; -0, Gn] dc'dc:l.
(41)

Now we can show that BER; and BER, can be calculated
according to (41) for any chosen interval. For that purpose it
is enough to demonstrate that any component in (41) remains
the same for every interval. For example, we state that

J j fo (C’)f/lf [C; - C’,O,Gn] dc'dc:l
o Ik+m

A (42)
[ R £l (5 ) 00, ',

for any m.
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Let us first assume m = 2n,n € Z. Then, ¢ = x' + lz +

2An, fo(q') = fo(x'). However, it is also clear from (36) that
O + 2An = O. Hence,

L J fo(d) fr 6= ¢ 0.0,] ddldg,

k+2n

sy )

X fy [(q; - ZnA)

- (li + x') ,0, an] dx'd {C; - ZnA} ,
(43)
and we prove the statement.
Now let us assume m = 2n + 1, n € Z. Then, c' =
(x' = A) + 15 + 20 + 1), fo(c") = fo(A = x'). For the matter
of convenience we accept that I¥ + jA = 0 for some j € Z.

Therefore f ,[¢) —¢',0,0,] = £ [(c) —2A(n+1~ j)) - (-5 +
(x" = A)),0,0,]. Also —(O + 2A(n +1 - 7)) = O. The property
of pdf of AWGN provides that f,[y,0,0,] = f,[-»,0,0,]
and, consequently,

fr[(s-2a(n+1-))
—(—l§+(x’—A)),0,an]
= fr[-(g,-28(n+1-j))

—(llg + (A —x')) ,O,an] .

Using the latest equation we derive that

(44)

[f, @) mle-dona

B J—(O+2A(n+1—j)) Jo Jo (A - x')
xfm[—(c;—zA(n+l—j))
- (ZZ + (A - x')),O, o‘n]
xd {A - x'}
xd{—(q;—ZA(n+ 1 —j))},
(45)

and we prove the statement.

4. Experimental Results

In this section we describe conditions, procedure, and results
of two different kinds of experiments based on analytic
estimation of capacity as well as simulations. The preferred
index of attack severity is WNR (indexes o, and quality
of JPEG compression are also used). For a given set of
embedding parameters, the error rates and capacity are

C (bit/symbol)

-12-10 -8 -6 -4 -2 0 2 4 6 8 10 12

WNR (dB)
— CITL --- DC-QIM
-~ NS-QIM-IDL QIM
—— NS-QIM

FIGURE 3: Analytic-based estimation of capacity under AWGN.

estimated differently using different models suitable for each
kind of experiment. However, for both kinds of experiment,
the maximum capacity for a given level of attack severity is
found by using brute force search in the space of all adjustable
parameters.

4.1. Analytic Estimation of Watermarking Performance under
AWGN. In this subsection of our experiment we use g, = 1.
Parameters o, 3,7, Yy, ¥p> and ¢, are subjects to constraints
(21), (23), 1, +y, = 0.5,and 9, + ¢; = 0.5 and the simulations
are repeated for each new value of WNR. Then, the length of
embedding interval A is calculated according to (34). Error
rates are calculated according to (41).

We use two variants of the proposed quantization scheme
with adjustable parameters: nonsymmetric QIM (NS-QIM)
and nonsymmetric QIM with IDL (NS-QIM-IDL). Such a
decision can be explained by a consideration that IDL is
acceptable for some application, but other applications may
require all the watermark data to be embedded correctly.

In Figure 3 the plots for channel capacity toward WNR are
shown for two variants of the proposed method as well as DC-
QIM and QIM [9]. The permanent thresholding Th = A(f -
0.5¢) is applied to NS-QIM and NS-QIM-IDL. As a reference,
Costa theoretical limit (CTL) [5] is plotted in Figure 3:

CTL = %mg2 (1+10%WNE). (46)

Capacity is calculated analytically according to the
description provided in the literature for DC-QIM and QIM.



During the estimation, the subsets Z ¢ Z and O ¢ O were
used instead of Z and O:

100
Z= |J [2am+I-Th2am+I} +Th),

m=-100
100
— 47
0= U [2Am+l’g+Th,2A(m+l) “7)
m=-100

+ Iy - Th).

Therefore, for such estimation we assume that quantized
coeflicients from the kth interval after AWGN are distributed
only inside [~200A + IX — Th, 202A + X —Th). The assumption
is a compromise between computational complexity and the
fidelity of the result.

As can be seen from Figure3 both variants of the
proposed method perform better than DC-QIM for WNR
values less than —2 dB and, obviously, much higher capacity
provided by DC-QIM-IDL is compared to the other methods
in that range. Taking into account that DC-QIM provides
the highest capacity under AWGN compared to the other
known in the literature methods [12, 19], newly proposed
method DC-QIM-IDL fills an important gap. Reasonably, the
demonstrated superiority is mostly due to IDL.

4.2. Watermarking Performance in Simulation Based Exper-
iments without GA. The advantage of analytic estimation of
error rates according to (41) is that the stage of watermark
embedding can be omitted and host signal is not required.
The practical limitation of the approach is that Z and O are
just subsets of Z and O, respectively. Other disadvantages are
that estimation might become even more complex in case
the threshold position is optimized depending on the level
of noise; only rates for AWGN can be estimated, but there
are other kinds of popular attacks [24]. Therefore in this
subsection we will also simulate watermarking experiments
using real host signals.

4.2.1. Conditions for Watermark Embedding and Extraction.
In case of experiments with real signals the parameters of
the proposed watermarking scheme must satisty some other
constraints instead of (34). However, constraints (21), (23),
i + 7, = 0.5,and 9 + ¢; = 0.5 remain the same as in the
analytic based experiment.

Some lower limit of DWR has to be satisfied for water-
marked host, which assures acceptable visual quality. DWR
is calculated according to

0,2
DWR = 10log,, (BH) , (48)

where 01%1 is the variance of the host.
Therefore, using (33) the equation for A in that case is

A On

B \/(Qo +Q) 100.1DWR'

(49)
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In contrast to analytic based experiment, o, should be
adjusted for different severity of the attack and is defined as

2

2 Oy
0, = 100.1(DWR+WNR)' (50)

After watermark is embedded and AWGN with o7 is
introduced we perform extraction and calculate channel
capacity.

A variant NSC-QIM with constant (nonadjustable)
parameters is also used in some experiments. The intention
to adjust the parameters in order to maximize capacity is
natural. However, maximization requires information about
WNR to be known before watermark embedding and trans-
mission. In some application areas level of noise (or severity
of an attack) might change over time or remain unknown.
Therefore watermark should be embedded with some con-
stant set of parameters depending on expected WNR.

Different positions of the threshold can be used to extract
awatermark. An optimal position of the threshold is not obvi-
ous. Placing the threshold in the middle of the interval might
be ineflicient because the distribution of quantized samples
inside embedding interval is nonsymmetric. Two kinds of
thresholding are proposed: permanent and nonpermanent.
The permanent position is Th = A(f3 — 0.5«) for the intervals
with numbers k + 2m, m € Z. The name “permanent” is
because Th cannot be changed after embedding. Its position
depends only on «, 3, and A and does not depend on the
parameters of attack.

The nonpermanent position of Th is the median of the
distribution inside each interval. Nonpermanent position
may depend on the type and severity of a noise. The advantage
of nonpermanent Th is that extraction of a watermark can be
done without information about « and .

4.2.2. Watermarking Performance for AWGN and JPEG
Attacks without GA. The performance of the proposed
method was evaluated using real host signals. For that pur-
pose we used 87 natural grayscale images with resolution 512
x 512. Each bit of a watermark was embedded by quantizing
the first singular value of SVD of 4 x 4 block. This kind
of transform is quite popular in digital image watermarking
and the chosen block size provides a good tradeoff between
watermark data payload and robustness [7, 25]. The value of
DWR was 28 dB. An attack of AWGN was then applied to
each watermarked image. The resulting capacity toward noise
variance is plotted for different methods in Figure 4.

It can be seen that the resulting capacity after AWGN
attack is the highest for NS-QIM. The other two methods
whose performance is quite close to NS-QIM are DC-QIM
and FZDH. Compared to DC-QIM the advantage is more
obvious for higher variance. However, for moderate variance
the advantage is more obvious compared to FZDH.

Methods QIM and RDM do not have parameters that can
be adjusted to different variance. Under some circumstances
adjustment is not feasible for NS-QIM as well. We have
chosen constant parameters « = 0.05 and 8 = 0.35 for NSC-
QIM in order to provide a fair comparison with QIM and
RDM. The plots for NSC-QIM, QIM and RDM are marked
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FIGURE 4: Capacity under AWGN for natural grayscale images.

by squares, triangles, and crosses, respectively, in Figure 4.
As can be seen, NSC-QIM performs considerably better than
QIM and RDM and the advantage is especially noticeable for
higher noise variance.

Other image processing techniques except additive noise
are able to destroy a watermark and one of them is JPEG
compression which is quite popular. The capacity of the
proposed watermarking method was also compared with
other methods and the procedure of embedding was the same
as in AWGN case. However, this time JPEG compression with
different levels of quality was considered as an attack. The
results are plotted in Figure 5.

According to the plots in Figure 5, the performance of
NS-QIM in general is very close to that of DC-QIM but
is slightly worse for low Q factor. The methods FZDH and
TCM provide lower capacity than NS-QIM and DC-QIM but
in general are quite close to them. The worst performance
is demonstrated by QIM and RDM and the disadvantage is
especially noticeable for low Q. For NSC-QIM with & = 0.05
and f3 = 0.35 the performance is considerably better than that
for QIM and RDM under low Q but is worse for higher quality
of JPEG compression.

4.3. Procedure for GA Recovery. Ithasbeen demonstrated that
for some popular types of attack the performance of NS-QIM
is comparable or better than that of DC-QIM. The mentioned
DC-QIM is considered to be one of the best quantization
methods for watermarking, but it is extremely vulnerable to
GA. On the other hand the performance of RDM is not as
good under AWGN and JPEG attacks and is comparable to
that of QIM. In this subsection, we propose a procedure for
GA recovery in order to fill an important gap in the literature
and introduce a watermarking method that provides high
efficiency under AWGN as well as GA. The procedure utilizes

C (bit/symbol)

20 30 40 50 60 70 80 90 100
Qof JPEG (%)

--- DC-QIM - QIM
—— NS-QIM NSC-QIM
FZDH —— RDM

-- TCM

FIGURE 5: Capacity under JPEG for natural grayscale images.

features that are unique for the proposed approach and have
not been discussed in the field of watermarking before.

We are proposing several criteria that will be used by the
procedure to provide robustness against GA for NS-QIM. The
criteria exploit nonsymmetric distribution inside embedding
interval and help to recover a watermarked signal after the
attack. It is presumed that a constant gain factor is applied
to the watermarked signal (followed by AWGN) and the task
is either to estimate the factor or the resulting length of
embedding interval.

Let us denote the actual gain factor by A and our guess
about it by A'. The length of the embedding interval (which
is optimal for watermark extraction) is modified as a result of
GA and is denoted by A = AA. Our guess about Ais A’ = A'A.

The core of the procedure of recovery after GA is the fol-
lowing. For each particular value A", noisy quantized samples
¢! are being projected on a single embedding interval:

;o k
_ -1
) ¢/ mod A, if C",H—A mod 2 = 0,
X, =
A - (c:l mod E') , otherwise.
(51)

One of the following criteria is being applied to the
random variable X; e [0,A']:

d. !
G, ()| meten ) o
(52)
! w
Cz(ﬁ')z E([[f]nl ) , w=2m+1, meN,
A
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FIGURE 6: Plots of criteria values toward guessed length of embedding interval: (a) criterion C;; (b) criterion C,.

The value of A" that maximizes one of the proposed
criteria should be chosen as the best estimate of A:

A" = argmaxC, , (Z') . (53)
A

The intuition behind the proposed procedure of recovery
from GA is the following. The variance of the coefficients of
the host signal is much larger than the length of embedding
interval. Embedding intervals are placed next to each other
without gaps and even small error in estimation of A results in
considerable mismatch between positions of samples inside
corresponding embedding intervals. In other words, wrong
assumption about A makes distribution of X, very close to
uniform. However, in case A is close to A the distribution
of X! demonstrates asymmetry because the distribution of
quantized samples inside embedding interval (before GA is
introduced) is indeed asymmetric. Hence, criteria C; and C,
are just measures of asymmetry. The main advantage of the
procedure is simplicity and low computational demand.

Experimental results demonstrate high level of accuracy
of the proposed procedure of recovery after GA. Grayscale
image Lena.tif with dimension 512 x 512 was used as a host
signal for that purpose. A random watermark sequence was
embedded into the largest singular values of SVD of 4 x
4 blocks using NS-QIM with « = 0.05 and f = 0.35.
The AWGN attack was applied after the embedding so that
WNR = -5dB. The length of embedding interval was 10.
However we use notation A = 10 because the value is not
known to the receiver and during watermark extraction the
proposed recovery procedure was used. The interval of initial
guess was A + 10% so that A’ € [9, 11]. Such an initial guess
reflects real needs for recovery after GA because a gain factor
that is outside the range 0.9~1.1 causes considerable visual
distortions in most cases. The initial guess interval was split
by equally spaced 1000 steps and for each step the recovery
procedure was applied. The plots for values of C; and C,,

w = 5, toward guessed values of A, are shown in Figures 6(a)
and 6(b), respectively.

Despite the fact that for the same A the difference between
values of C; and C, is huge, the shapes of the plots are similar.
The criteria reach their maximum at 10.042 and 9.998 for C,
and C,, respectively, which are quite precise estimates of the
actual A used during watermark embedding.

4.4. Performance for AWGN and JPEG Attacks with GA. The
embedding constraints for the current experiment are the
same as described in Section 4.2.1. Among the quantization
methods used for comparison the only method robust to GA
is RDM. Therefore, only RDM was used as a reference to NS-
QIM and NSC-QIM under GA followed by AWGN and JPEG
attacks, respectively. The exact information about A was not
used for extraction in NS-QIM and NSC-QIM cases which is
equivalent to GA with unknown scaling factor.

The watermark embedding domain was the same as
in previous tests: first singular values of SVD of 4 x 4
blocks from 512 x 512 grayscale images were quantized,
DWR = 28dB. In case of RDM, the quantized value of a
particular coefficient is based on the information about the
last 100 previous coefficients. For NSC-QIM the parameters
of embedding were « = 0.05 and 3 = 0.35. For both AWGN
and JPEG attacks the same as previously ranges of parameters
were used.

However, during watermark extraction no information
except initial guess interval A + 10% was used in NS-QIM
and NSC-QIM cases. Criterion C; was used for the estimation
of actual A. Nonpermanent thresholding was applied to both
modifications of the proposed watermarking method. In
contrast to that RDM does use the exact information about
quantization step. The resulting capacity toward AWGN
variance is plotted for each method in Figure 7.

It can be seen from Figure7 that both NS-QIM and
NSC-QIM outperform RDM. The advantage of the proposed
method is more evident for larger variance of the noise.
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The capacity plots for NS-QIM, NSC-QIM, and RDM in
case of JPEG attack are shown in Figure 8.

From Figure 8 we can conclude that both modifications of
the proposed watermarking method supply higher capacity
than RDM when Q < 50%. However, only NS-QIM
outperforms RDM in case Q > 50% and NSC-QIM performs
worse than RDM for that range.

5. Discussion

In the experiment section we have estimated the capacity
of the proposed method in both analytical and empirical

1

ways. Following both ways we can witness that the proposed
method provides higher capacity compared to the other
reference methods. In this section we are to discuss in more
detail measures of watermarking efficiency, conditions of the
experiments, and the reasons of superiority of NS-QIM-IDL.

Channel capacity C is one of the most important mea-
sures for watermarking as it indicates the maximum amount
of the information that can be transmitted by a single
embedded symbol [1, 12]. However, some authors in their
original papers refer to error rates instead [13, 16, 19-21]. It can
be demonstrated that calculations of C using error rates are
straightforward [26]. Capacity can be calculated according to
the following expression:

_ - P(Nb,b) >
€= [p ( b’b)l°g2<pem(~ b) per (b)
p (b~ b) )
b,~b)l -
Pl )°g2<pem<b)pex(~b>
p(~b~b) )
~b,~b)l
ol )°g2<pem(~b>pex<~b>

b,b
*’P‘biﬁl°g2<;) ﬁé)p)<b>)]’

where, for instance, p(~b,b) denotes joint probability of
embedding symbol ~b and extracting symbol b; p.,(b) and
Dex(b) denote probabilities of embedding and extracting of
symbol b. Probabilities of extracting a particular symbol can
be calculated using joint probabilities:

pex(b) :P(~ b’b)‘*P(b:b),
Pex (~b) = p(b,~b)+ p(~b,~b).

(54)

(55)

Joint probabilities can be expressed using p,,,(-) and error
rates:

P (~b,b) = pe, (~ b) BER 4,
p(b,~ b) = pe, (b) BERy,
p(~b,~b) = p, (~b)(1-BER_,),
p(b,b) = p., (b) (1 - BER,).

(56)

Embedding probabilities for the methods proposed in this
paper are

pem (~ b) = YO + 90’
(57)

Pem (b) =m + 1

As a contrast to the watermarking approach proposed in
this paper, the QIM-based methods known in the literature
assume equal embedding probabilities and provide equal
error rates for “0” and “1” [12, 19]. For all the mentioned
in the experimental section methods (QIM, DC-QIM, RDA,
FZDH, TCM, and the proposed methods) the results were
collected under equal conditions of each kind of attack. In
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order to compare efficiency of the proposed methods with
some other state-of-the-art papers in watermarking [13, 21],
their channel capacity can be calculated based on the data
provided in those papers. From (54)-(56) we derive that
QIM-based watermarking which has been presented in the
literature capacity is

C = 1+ BERlog, (BER) + (1 — BER) log, (1 - BER). (58)

The largest singular values of SVD of 4 x 4 blocks
were used by all the methods for watermark embedding in
the empirical estimations of capacity. Such a domain is a
natural choice for many watermarking applications because it
provides a good tradeoft between robustness, invisibility, and
data payload [7, 27, 28]. Commonly, the largest singular val-
ues are being quantized [25]. The robustness of a watermark
embedded in the domain can be explained by a consideration
that the largest singular values have a great importance. For
example, compared to a set of the coeflicients of discrete
cosine transform (DCT) the set of singular values has more
compact representation for the same size of a segment of an
image [29]. At the same time the block size of 4 x 4 is enough
to avoid some visible artefacts and this guarantees invisibility
under DWR = 28 dB. The data payload of 1 bit per 16 pixels
is sufficient for inclusion of important copyright information
and for image size 512 x 512 provides capacity of 2kB.

Among the reference (and state of the art) methods used
for comparison no one performs better than the proposed
watermarking methods simultaneously under both AWGN
and GA. Hence, the proposed methods fill the gap existing
in watermarking literature. This is thanks to several new
advancements used for embedding and extraction of a water-
mark.

In the case when AWGN is applied at the absence of
GA the benefit is caused mostly by IDL and the kind of
thresholding during watermark extraction. From Figure 3
it can be noticed that even without IDL variant NS-QIM
delivers slightly higher capacity under low WNRs compared
to DC-QIM. However, the capacity rises dramatically for low
WNRs if we switch to NS-QIM-IDL. It is remarkable that the
form of capacity plot in the latter case does not inherit the
steepness demonstrated by the other methods. Instead, the
plot shape is similar to CTL but is placed at a lower position.
The explanation of such phenomena is in the quantization
process. According to IDL we refuse to modify samples
whose quantization brings the highest embedding distortion.
In case these samples are quantized they are placed closer
to the threshold which separates “0” and “1” Therefore the
information interpreted by these samples is the most likely to
be lost under low WNRs. Predicting the loss of information
we might accept that fact and introduce IDL instead. It is a
kind of “accumulation” of embedding distortion which can
be “spent” on making the rest of embedded information
more robust. Another unique feature is the proposed way of
nonpermanent thresholding. In contrast to the permanent
thresholding the information about «, is not required
for watermark extraction. Hence, during embedding these
parameters can be adjusted to deliver higher capacity even in
case there is no way to communicate new parameters to the
receiver.
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The proposed method is in advantageous position com-
pared to RDM in the case when GA is used to attack
the watermarked image. As one of its stages, GA assumes
AWGN and this explains superiority of NS-QIM over RDM
in general. The success of recovery is due to easy and efficient
procedure that utilizes a unique feature introduced by the
proposed methods. The feature is created during quantization
and is a result of different quantization rules for “0” and “1”

The proposed estimation of scaling factor in this paper
has some advantages compared to other known retrieving
procedures. For instance, a model of a host is used in [15]
to estimate the scaling factor. In contrast to that we exploit
the unique asymmetric feature of the proposed quantization
approach and this feature is not dependent on a host. The only
important assumption about the host is that its variance is
much larger than the size of embedding interval. As soon as
this holds the estimation is not dependent on the model of the
host which is a contrast to [15]. Also, our recovery procedure
does not use any additional information except interval guess
for A, which can be given roughly. These improvements imply
more efficient retrieval after GA which in addition requires
fewer samples.

The nonpermanent thresholding was proposed with the
aim to avoid transmitting any additional information to the
receiver. For example, different size of embedding interval A
and different parameters «, 8 can be used to watermark dif-
ferent images. Nevertheless, a watermark can be extracted in
case the recovery procedure and nonpermanent thresholding
are used. Such feature might be beneficial in adaptation to the
conditions that change.

In the paper we do not consider a constant offset attack.
In some other papers like [12, 14, 19] it is assumed to be
applied in conjunction with GA. Further modifications of the
proposed recovery procedure are needed to cope with it. Also,
another criterion that exploits different features compared C,
and C, might be useful for that task. Apart from this goal
we would like to experiment with other concepts of IDL. For
example, it might be reasonable to allow for those samples
to be shifted during quantization procedure. Such shifts may
increase chances for those samples to be interpreted correctly
after an attack is applied.

6. Conclusions

The new watermarking method based on scalar QIM has been
proposed. It provides higher capacity under different kinds
of attacks compared to other existing methods. The proposed
NS-QIM-IDL method is the most beneficial in case of GA and
AWGN. The advantages of the method are due to its unique
approach to watermark embedding as well as a new procedure
of recovery and extraction.

The main features of the unique approach to watermark
embedding are a new kind of distribution of quantized
samples and IDL. In general there is no line of symmetry
inside embedding interval for the new distribution of quan-
tized samples. This feature is used to recover a watermark
after GA. The feature of IDL can reduce distortions intro-
duced to a host signal which are caused by watermarking.
This is done by letting some watermark bits to be interpreted
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incorrectly at the initial phase of embedding and before any
attack occurs. The proposed IDL is extremely beneficial for
low WNRs under AWGN attack.

The new procedure of recovery after GA exploits the
nonsymmetric distribution of quantized samples. One out
of two different criteria might be chosen to serve as a
goal function for the procedure. The criteria behave in a
similar way despite the differences in realization. It has been
demonstrated experimentally that the proposed recovery
procedure estimates the original length of embedding inter-
val with deviation of 0.02% even in case when WNR is quite
low. Nonpermanent thresholding was proposed in order to
avoid transmitting additional information to the site where
watermark extraction is done. The technique is simple and
establishes the threshold in the position of the median of the
distribution inside embedding interval.

The mentioned advancements implied considerable per-
formance improvement. Under conditions of AWGN and
JPEG attacks (at the absence of GA) the capacity of the
proposed method is at the same or higher level compared
to DC-QIM. The most advantageous application of NS-
QIM-IDL is under AWGN for WNRs around —12 dB where
it performs up to 10* times better than DC-QIM. Under
the condition of GA followed by high level of AWGN the
performance of the proposed method is up to 10° times higher
than that of RDM. For the case when GA is followed by JPEG
with Q = 25% the capacity of the proposed method is up to 10
times higher than that of RDM. Superiority of the proposed
methods under AWGN as well as GA allows narrowing
the gap between watermarking performances achievable in
theory and in practice.
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Abstract— A new Quantization Index Modulation -based wa-
termarking approach is proposed in this paper. With the aim to
increase capacity of the watermarking channel with noise we
propose Initial Data Loss during quantization for some samples
in pre-defined positions. Also, the proposed approach exploits a
new form of distribution of quantized samples where samples
that interpret “0” and “1” have differently shaped probability
density functions. This creates a distinctive feature which is ex-
pressed numerically using one out of two proposed criteria. The
criteria are utilized by a procedure for recovery after possible
Gain Attack. Several state of the art quantization-based water-
marking methods were used for comparison on a set of natural
grayscale images. The superiority of the proposed method has
been confirmed for different types of popular attacks.

Keywords— Quantization Index Modulation; Digital Image
Watermarking; Gain Attack, Additive White Gaussian Noise;
Initial Data Loss

I. INTRODUCTION

Multimedia plays important role in communications. In
some cases ownership of multimedia data is important and
needs to be protected. Digital images form considerable frac-
tion of popular multimedia content. The task of Digital Image
Watermarking (DIW) is to protect the digital rights of an own-
er and a watermark is being inserted in an image for that pur-
pose. The watermark needs to be robust [1] as well as invisible
[2].

Quantization Index Modulation (QIM) is one of the popu-
lar and efficient techniques in DIW. Methods that belong to
QIM are widely used in blind watermarking where neither
original media nor watermark is known to the receiver [3].
Usually robustness is evaluated by attacking a watermarked
image with Additive White Gaussian Noise (AWGN). The
limit of the channel capacity which is achievable by QIM
under AWGN was first derived in [4]. Nevertheless, all the
known on practice implementations of QIM are far from
achieving the capacity limit.

Many different QIM-related approaches are known. The
simplest scalar realization of QIM is to replace all the coeffi-
cient values from a certain interval by a single value equal
either to the left or right endpoint depending on a bit of a wa-
termark [5]. The obvious disadvantage is that the capacity of
the simplest QIM for high intensity of noise is much lower
than the limit. The idea behind more advanced realization of
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DC-QIM is to replace each coefficient value from an original
interval by a corresponding value taken from one out of two
disjoint intervals that are inside of the original one [6]. A pa-
rameter 0.5(1 — @), 0 < a < 1, is to control the size of each
subinterval relatively to the original. The distribution for quan-
tized samples “0” and “1” is uniform in that case. Parameter a
is being adjusted depending on noise level in order to maxim-
ize capacity.

Forbidden Zone Data Hiding (FZDH) modifies only a frac-
tion (controlled by a) of coefficient values in each interval of
original values [7]. Another idea was proposed by the authors
of Thresholded Constellation Modulation (TCM) that use two
different quantization rules to modify coefficients inside the
original interval [8].

The main advantage of the techniques based on QIM is ro-
bustness against AWGN, but the limitation is that synchroni-
zation is required to extract a watermark. Gain Attack (GA)
performs a constant scaling of the whole sequence of water-
marked coefficients. The scaling factor might be close to 1 and
cause very little visual distortion, but it is unknown to the
receiver which causes asynchronous extraction. Usually GA is
followed by AWGN that complicates retrieval of the water-
mark [9].

Numerous different approaches have been developed to
improve robustness against GA of QIM related methods [10].
Most approaches can be classified into two groups where the
main idea of the first group is to estimate the unknown factor
[11] while the idea of second is to quantize coefficients that
are invariant to scaling of original signal.

For instance, a kind of GA and a constant offset attack fol-
lowed by AWGN is assumed in [9]. The solution proposed
there is to embed a pilot signal and to use Fourier analysis to
estimate the gain factor and the offset. Another method of
recovery after GA and AWGN is proposed in [12]. It uses
information about dither sequence and applies Maximum Li-
kelihood (ML) procedure to estimate the scaling factor.

Invariant to GA watermarking requires more complex
transform of original signal (nonlinear, for instance) to obtain
coefficients. Rational Dither Modulation (RDM) is one of the
most popular watermarking methods invariant to GA [13]. For
a particular coefficient, a ratio that depends on a norm of other
coefficients is being quantized instead of a coefficient itself.
The simplest QIM scheme is utilized in order to quantize the
ratio and the performance of RDM under AWGN (without
GA) is close to the simplest QIM. Other recent blind water-
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marking methods robust to GA are proposed in [14], [15],
[16].

In this paper, a new scalar QIM-based watermarking ap-
proach is proposed. The approach delivers high capacity under
AWGN and GA. One of the several improvements is Initial
Data Loss (IDL) which accepts some fraction of wrong wa-
termark bits during watermark embedding.

The rest of the paper is organized as following. Our quan-
tization model is described in Section II using formal logic
approach. The routine of analytic-based estimation of robust-
ness under AWGN is discussed in Section III. Next, Section
IV contains description for the procedure of recovery after GA
as well as experimental results obtained under popular attacks.
In Section V we discuss in details experimental conditions and
compare the performance of the proposed method with the
performance of well-known methods. Section VI concludes
the paper.

II. QUANTIZATION APPROACH

A new quantization approach is described in this section.
Conditions that are important for watermark embedding are
discussed first and logical expressions are used to formalize
them. Further, we combine all the conditions in a single logi-
cal expression and define parameters of quantization model
that provides the expression is true.

A. Formalization of Embedding Approach

Symbol X will be used to denote a random variable which
domain is the space of original coefficients of a host. A partic-
ular realization of £ will be denoted as ¢. We will further de-
scribe our model for values ¢ that are in some k-th interval of
size A and its left endpoint is [X. Such an interval is referred
further as embedding interval. For any ¢ € [IX, 1K + A] we
define x = ¢ — I¥ and X will be used to denote a random vari-
able which represents x. The value of A should be small
enough so that the distribution of X can be considered to be
uniform. A random variable that represents separated coeffi-
cients inside k-th interval is denoted as X' and its realization is
denoted as x'. Correspondingly, a random variable that
represents separated coefficients on the whole real number
line is denoted as X’ and its realization is denoted as ¢'. Each
pair of an original x and corresponding quantized x" belong to
the same k-th embedding interval so that an absolute shift is
never larger than A.

We denote a watermark bit as b. Parameters n; and 3,
represent fractions of IDL for b = 1 and b = 0 respectively.
Parameters ¢, and y, represent fractions of the samples where
original values x are to be modified (non-IDL) by a quantizer.
The fraction of zeros in a watermark data is y, + 9J,, fraction
of ones is ¢, + 1;. Fractions of “0” and “1” are considered to
be distributed uniformly inside k-th embedding interval. Con-
dition yy + 9y + @1 + 1, = 1 always holds.

Each sample with value x inside k-th embedding interval
has index i € N according to its order in the host sequence.
During watermarking a bit is assigned to each index i. We will
use first order predicate logic to describe our approach. Two-
place predicate E is to denote correspondence between some
index and the value of coefficient. For example, Eix is true if
a coefficient with order i has value x. One-place predicate B is
to denote bit value assigned to a coefficient with particular

index. For instance, Bi is true if bit b = 1 is assigned to a
coefficient with index i and ~Bi is true if b = 0.

The coefficients inside k-th embedding interval should be
separated in order to embed watermarking data. Further we
assume that coefficients interpreting “0” are shifted to the left
while those interpreting “1” are shifted to the right. Only coef-
ficients that are not classified as IDL are to be modified. Non-
IDL fraction y, is considered to be the left most fraction of
“0”-coefficients and non-IDL fraction ¢ is considered to be
the right most fraction of “1”-coefficients. In other words, for
those i and x that satisfy (Eix&(x < L,)&~Bi), L, =
Ayo/ (Vo +39,), modified value x' is to the left from x. For
those i and x that satisfy (Eix&(x = L,)&Bi), L, =
An, /(@, + 11), modified value x' is to the right from x. For
this scenario, it is not acceptable to shift to the right if
(Eix&(x < L,)&~Bi) holds or shift to the left if (Eix&(x =
L,)&Bi) holds because it would always introduce some distor-
tion, but, on the other hand, this would worsen separation
between “0” and “1”. We will use two-place predicates U and
V to denote that all our requirements to the replacement x by
x' is satisfied. Now, we can formalize our first necessary re-
quirement:

(Vx)(vx") ((Uxx’ O (x = x’))&(Vxx’ O (x < x’))) (D

It is also required that quantized samples x" are distributed
according to some desired pdf. The distribution of quantized
samples inside k-th embedding interval can be represented
using two pairs of pdfs. For non-IDL samples the first pair
consists of two truncated pdfs f;(x") and f;(x") when b =0
and b = 1 respectively. For IDL samples the second pair con-
sists of two truncated pdfs IDLy(x") and IDL,(x"). The left
endpoint of f(x") and IDL,(x") is 0 while the right endpoint
of fi(x") and IDLy(x") is A.

For any two x; < x; with the same value of label b we in-
fer that quantization in a way that x; < x; implies less distor-
tion than in case when x; > x;. Therefore, in a discrete model
of distribution of quantized samples we can state that, for in-
stance, the number of original non-IDL samples x with label
b = 0 for which x < x; in k-th interval should be equal to the
number of modified samples x’ with b = 0, where x' < x;.
Hence, as a result of switching from discrete to continuous
model of distribution, our second pair of necessary require-
ments can be expressed as:

(vx) (vx") (Uxx’ S (x1t =y ¥ fo(x’)dx’)> )

(vx) (vx") (m' 5 (-0 = g, 7 f, (x')dx')) 3)

We set only two requirements so that they are both neces-
sary and sufficient to define true values for predicates U and
V. Consequently, we can conclude:

(vx)(vx") <Uxx’ = <<x Yo Zﬁo = Yo fx fo(x')dx’> &
0

&(x > 2))), 4)




(Vx)(vx") | Vxx' = ((A —-X) P1tm = —¢; fx fl(x’)dx’>&
A A
&(x <x))). ()

Finally, we enforce formula F1 to be true for our quantiza-
tion approach:

F1 = (Vi)(Vx) (((Eix&(x < L)&~Bi) > (3x")Uxx')&
&((Eix&(x > L,)&Bi) D (EIx’)Vxx’)) . (6)

We require that parameters of the quantizer are indepen-
dent on watermarking data and samples order inside host se-
quence. Formula F2 will be used to express this requirement.
It represents condition that should be satisfied by parameters
estimates:

F2= (((Vx)((x <L;))> (EIx’)Uxx’))&

&((Vx)((x >L,)> (EIx’)Vxx’))) . @)
It can be seen that

F2 - F1 (®

and, hence, F2 represents condition which is sufficient for the
quantizer to operate properly.

B. Definition of Embedding Parameters

Parameters of the quantizer should satisfy condition (7).
The goal of the paper is to estimate watermarking capacity for
a given type of distortion and its intensity. However, F2 can
be satisfied in many different ways. Therefore values of para-
meters should be optimized in order to provide the highest
capacity. Condition (7) implies some constraints and we are
going to solve this optimization task by brute force approach.
With the aim to reduce computations, values of some parame-
ters are constrained according to our own considerations.
Some other parameters are constrained in accordance to the
condition (7) and values of the parameters chosen in the first
place. We chose parameters 14,9, ¢1, ¥, to be constrained in
the first place according to our considerations. We will further
derive constraints for other parameters of the quantizer. The
result of the quantization in the k-th embedding interval de-
pends on b, 11, 9y, ©1, Vo, fo(x), f(x"). A short-hand nota-
tion for quantizer is QX [] where the output is x':

x'= Qf [%, b, 11,90, 91, Yo, fo(x"), f1(x)] . 9

Constraints should be derived for parameters that specify
fo(x") and f;(x"). The pdfs that we propose are depicted on
Fig.1 (a). On Fig. 1 (b) we can see the distribution of the quan-
tized coefficients outside k-th embedding interval as well.
Inside k-th interval the right endpoint for f;(x') and the left
endpoint for f;(x") can be expressed using parameters «, f3,
where 0 < a < f < 1. Hence, according to Fig.1 (a) the pdfs
can be defined as following:

N _ (cx" + 1, if x" €0, A(B — )]
o) = {0, otherwise; ’ (10)
N _ (9, if x" €[AB, A]
A& = {O, otherwise. an

Pdfs IDLy(x") and IDL;(x") are not depicted on Fig.1 (a)
because their form and position is straightforward and only
depends on parameters 14, 9y, ©1, Yo"

Yotdo .. . Ayo
IDLy(x") ={ 2, X E [yowo' 4|
0, otherwise;
P1t1m1 . ' Any
’ € 0;
IDL,(x") ={ Anq if x [ <p1+n1]
0, otherwise;

’
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Fig. 1. Distribution of the quantized coefficients: a) Inside k-th embedding
interval; b) In five consecutive intervals.

In accordance to (7) we will define exact values of g, 7, c
in terms of &, B, ¥, ©1, M1, 0, A; constraints for a, f will be
expressed in terms of y,, @41, 11, 9, after.

Using property of pdf and substituting expressions (10)
and (11) for fy(x") and f;(x") respectively, the following can
be derived:

fo(ﬁ_a)AfO(x’)dx’ = c% +tAB—a)=1, (12)

A ! !
[ AGdx = ga(1— ) = 1. (13)
It is easy to follow from (13) that
9=rap" (14)
According to (4)
1 ¥Yo+d) L N g
X TR <y [ folxydx' (15)

Substituting expression for f;(x") from (10) to (15) and us-
ing the fact x’ = 0, we can derive:
9 !
T> VTTO —c> . (16)
Inequality (16) should be true for all x’ € [0, A(B — )]
which means

Yo+9 x!
T = MaX,icio Ap-a)] ( OAYOO - c?) : (17)

In the paper we describe implementation where ¢ > 0,
therefore
< Yotdo 1
T2 (18)
We set 7 = (yy +99)/(Ayp) in our method. Substituting
this expression for 7 in (12), the following can be derived:



Yo—(ro+90)(B-a)
c=2 NTESTTCRRE (19)
Constraints for @ and  can now be expressed using para-
meters Yo, 91,1, 9y In our realization we set ¢ = 0; from (19)
it is obvious that the denominator of the right part of the equa-
tion is never negative, consequently, the numerator as well.
Hence, it follows that

g <Y
B—a< R (20)
Substituting expression for f; (x") from (11) into (5), we find
2 < gy @1
Then, using (14) we conclude
>_M
ﬁ Rz (22)

During brute force optimization, constrained parameters
need to be set first: vy, ¢41,711, Y, are chosen, then a and £ that
satisfy (20) and (22) are selected. Lastly, exact values g,t,c
need to be calculated.

C. Quantization equations

Expression for F2 contains predicates Uxx’' and Vxx'.
However, according to (4) and (5), it is not technically possi-
ble to enforce existential quantifier 3 on x' for Uxx’ and Vxx'
as there is no evidence that such x’ exists. In order to make F2
verifiably true, quantizer QX[-] should utilize models where x’
is expressed explicitly. We call these models quantization
equations and denote them x’ = ey(x) and x' = e, (x), where
eo(+), e1(+) denote some functions. Further, for convenience
we use formulas F2, and F2,, where F2 = F2,&F2;:

F2, = (Vx)((x < Ly) o (3x)Uxx"), (23)
F2, = (Vx)((x = L,) > (3x")Vxx') . (24)

The following argument is valid and all its premises (25-
26) and the conclusion refer to the process of embedding “0”:

(Vx)(vx") ((x’ =e(x)) = Uxx’), (25)
o) (<L) > @D =e)). 6
“F2,.

The next argument is also valid and refers to the process of
embedding “1”

(Vx)(vx") ((x’ =e(x))= Vxx’) , 27
(Vx) ((x >L,)> (Elx’)(x’ = el(x))) , (28)
@ F2,.

The goal of this subsection is to define ey (x) and e; (x) so
that the both mentioned arguments are sound.

In order to satisfy (25), we derive expression x' = ey(x)
for Uxx' from (4), e.g:

{x% =70 fox fo(x"dx', (29)
x=x'.
Using expression for 7, the equation from (29) can be re-
written as
0.5cx"? +1x' = 1x . (30)
Solving (30) for x" we define function x' = ey (x):

eo(x) = YT (31)

which obviously satisfies the inequality in (29). Condition (26)
is also easy to enforce as function ey(x) exists on [0, L,].
Therefore, the first argument is sound.

With the aim to satisfy (27), we derive expression x' =
e;(x) for Vxx' from (5), e.g:

{(A_x)(plT-Hh= —¢P1 fo fl(x,)dx’: (32)
x <x'.
Solving equation in (32) for x’ we define function x’ = e; (x):

e, (x) = (1—3)(<ﬂ1+771)x + (P1—(1—B)(<P1+Tl1)A . (33)
P1 P1
which obviously satisfies the inequality in (32). Condition (28)
is also easy to enforce as function e;(x) exists on [L,,A].
Hence, the second argument is also sound.

III. ROBUSTNESS UNDER AWGN

The main characteristic for any watermarking scheme is
robustness. In the case of AWGN attack, robustness depends
on the attack severity, which is represented by o. In addition
to that, robustness of our scheme depends on the values of the
parameters used during watermark embedding, e.g. A and set
0 = {yo, 91,11, Y9, @, B}. Hence, information about ¢, A and
is enough to estimate robustness. In this section, we derive a
stronger statement that information about A/a, 0 is sufficient
to perform analytic estimation of error rates for our water-
marking scheme. Finally, we will demonstrate how error rates
can be expressed using WNR and 0.

A. Estimation of error rates

Parameter Th will denote the distance between the left
endpoint of k-th embedding interval and the position of the
threshold (dashed lines on Fig.1 (b)) that separates “0” from
“1”. For any coefficient that is labeled “0”, an error occurs if it
is being shifted by noise to one of the intervals that are inter-
preted as “1”. We will enumerate with index j € Z intervals
that interpret bit values “0” and “1”. Index j is positive for
those intervals that are to the right from the k-th embedding
interval and is negative to the left. For instance, the j-th inter-
val of “ones” is [If + 2jA + Th, I} + (2j + 1)A — Th]. There
are IDL and non-IDL coefficients with label “0”. In order to
calculate error rates we introduce functions Hg(-), HZ(-),
Co (), G5(), HL (), HE(), Ci(+), CE(). For the k-th embed-
ding interval, the expected fraction of non-IDL coefficients
with label “0” that remain after attack in interval [—00, l’A‘ +
2jA+ Th] is 0.5+ 0.5%3(0,A,Th,j,0). Expected fraction
that remains in [—00, l’A‘ + (2j+ 1A - Th] is 0.5+
0.5HZ(0,A,Th,j,0). The fraction that enters to the j-th inter-
val of “ones” is 0.5(7—[02 (0,A,Th,j,0) — H}(o,ATh,j, 9))
The expected fraction of IDL coefficients with label “0” that
enters to the j-th interval of “ones” is O.S(Cﬁ (0,A,Th,j,0) —
Ctl)(a, A, Th,j, B)) For “0” samples, fraction of non-IDL is

. .9
Yo and fraction of IDL is —%—.
Yo+90 Yo+90

“0” samples is:

BERy =239 (33(0,A,Th,j,0) — H3(0,A,Th,j,0)) +

YotYo

The expression for BER for




yo ii" Z]=_w(C%(o, A,Th,j,0) — C5(o,A,Th,j, a)) . (3%

Functions HE (+), HZ(-), C5(-), C3(-) can be expressed using
error function erf (+):

73 (0,8,Th,j,0) = [; ¥ foerf (2 ax,  (35)

H2(0,0,Th,j,0) = [P fyxyerf (M) dx', (36)

Cy(a,0,Th, j,0) = fm IDLy(x")er f(w)d Y @37)

Ci(a,A,Th, j,0) _fm IDLo(x)er f(MfT’”")d " (38)
Yot 0

The j-th interval of “zeros” is [ZA + 2jA —Th,I¥ + 2jA +
Th]. The fraction of the quantized coefficients in k-th embed-
ding interval that are labeled “1” and enter into j-th interval of
“zeros” is 0.5(7—[12 (0,A4,Th,j,0) — Hi(a,ATh,j, 9)) for
non-IDL samples. For IDL samples the fraction is
0.5(C3(0,A,Th, j,8) — Ci(0,A,Th, },0)). Hence,

BER, = 220-3% (#3(0,4,Th,},0) — 7 (0,4,Th,},0) ) +
0.5 . ‘
+ oy (0,0, Th,j,0) ~ Gi(0,ATh,j,8)) . (39)

Functions Hi (+), HE(), Ci(-), C4(-) can be expressed as
following:

31(0,0,Th,j,0) = [y fi(erf (Fo2=) dx', - (40)
HE(0,8,Th,j,0) = [y fi(erf (L2 "’)d' (41)

Ang

Ci(0,A,Th,j,0) = [ IDLy (x)erf (“f;j_”")d X', (42)

Ay

C2(0,0,Th,j,60) = [ IDLy (erf (B2 dx' . (43)

For the rest of this section we assume that optimal water-
mark extraction using a threshold Th requires only informa-
tion about O and Th = u(0)A, where ¢(0) is a ratio that de-
pends on 0. For example, for the most of the known QIM-
based watermarking schemes p is 0.5, [7], [9]. It is possible to
demonstrate that error rates depend only on A/o, 0. It is
enough to show that this is true for each expression (35-38)
and (40-43). For further elimination of A and o we introduce
new variables ¢ = cA? and £ = A, where term A cancels out.
For example, (35) can be rewritten:

Hi(o,ATh,j,0) = fA(B 2 (CAXZ' +§) erf (Thtf—jé_x') dx' =

= O (X ) ery (ML o'y} (a4

Now, we denote x'/A as £’ and continue:
Hi(o,A,Th,j,0) = f(ﬁ a)(M’ + erf (A —“(B)T/;Hx )da?’ =
=H3(4/0,j,6) . (45)
Further we will express A/o in terms of WNR and 0 so that it
is possible to define some A} (WNR, j,0) and use it instead of
H3(8/a,),0).

B. Estimation of AJ o

Measure WNR is widely used in watermarking. It ex-
presses relation between watermark and noise energies and in
AWGN case is

WNR = 101logy, (). (46)

where D is the energy of the watermark. Plot of watermark
capacity in respect to WNR is one of the characteristics that
are the most meaningful for practical implementation [3], [9].
Therefore it is important to be able to express error rates using
WNR and the set of embedding parameters 0. For this purpose
we express A/o using WNR and 0.

Parameter D in (46) can be seen as a distortion of a host
signal, caused by the quantization. We will define D and fac-
tor it in a form A2Q, where Q depends only on @. Distortion D
is caused by quantization of non-IDL samples and is a sum of
distortions D, and D, caused by quantization of samples with
label “0” and “1” respectively. The first distortion component
Dy is defined as

’ 2
Do =70 foA(B_a)fo(x') (x,_%f(f fo(x')dx') dx'. (47)

According to (10) we can derive that

Dy =70 f e x'
Using variables ¢ and 7 it is possible to factor Dy in the form
Dy = A?Qq , (48)

where

Q=ro(m(B- +o(B-a)). ()

207
The second distortion component D; is defined as

N1t

2
Dy = @1 [, fix") <x - "’1A1f;‘Af1(x’)dx’ + ﬁ)) dx'. (50)
Substituting (11), (14) and integrating in (50) we obtain

D, = A*Q, , (51
(e a-p-e1)
Q1= 3(1+01)2 : (52)

Now, factorization in the form D = A2Q can be performed
using Q = Qy + Q. Hence, according to (46) A/o can be
expressed in the following way:

100.LsWNR

Ao =
/ Qo+Q1

(53)

IV. EXPERIMENTAL RESULTS

Conditions and results of two different kinds of experi-
ments are described in this section. Analytic estimations of
capacity were used in experiments assuming AWGN attack.
Simulations on a set of real images were used during experi-
ments assuming GA. In the first case, the obtained results are
compared with the results of QIM and DC-QIM. In the second
case the results are compared with the results of RDM.

A. Watermarking Performance under AWGN

In addition to (20) and (22) parameters a, 3,11, Yo, 90, @1
are subjects to constraints, 7, + ¥y, = 0.5, 9y + ¢; = 0.5 dur-
ing the experiment. Two variants of the proposed quantization
scheme with adjustable parameters are used: Non-Symmetric
QIM (NS-QIM) and Non-Symmetric QIM with IDL (NS-
QIM-IDL). Here, NS-QIM is a subject to additional con-
straints 17, = 0, 9, = 0 (in some cases IDL is not acceptable
on practice).

The plots for channel capacity toward WNR are shown on
Fig. 2 for NS-QIM, NS-QIM-IDL, DC-QIM and QIM [6]. The
kind of thresholding applied to NS-QIM and NS-QIM-IDL is



u(@) =B —0.5a. As a reference, Costa Theoretical Limit
(CTL) [4] is plotted on Fig. 2:

CTL = %logz(l + 100-1WNR) | (54)

Capacity is calculated analytically according to the de-
scription provided in the literature for DC-QIM and QIM (by
QIM we refer to the simplest realization e.g. [5]). Only the
integers from [—100, 100] were used as a set for j in (34) and
(39) instead of the whole set Z. Such a choice is a compromise
between computational complexity and the fidelity of the re-
sult.

10"
—2 .
g10 -
1S
2
=
Qo
S —CTL
107 -~ NS-QIM-IDLH
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WNR, dB
Fig. 2. Analytic-based estimation of capacity under AWGN

From Fig. 2 it can be seen that the both variants of the pro-
posed method perform better than DC-QIM for WNR values
less than -2dB. From the comparison of NS-QIM-IDL and
NS-QIM it is clear that the first mentioned method is much
more beneficial under low WNRs. Obviously, the demonstrat-
ed superiority is due to IDL only.

B. Watermarking performance under GA

The superiority of NS-QIM over DC-QIM under AWGN
attack has been demonstrated. In this subsection we explore
performance of NS-QIM under GA. For comparison, RDM is
chosen instead of DC-QIM as it is known to be vulnerable to
GA. First, for NS-QIM we introduce procedure that aims to
recover a watermark after GA. Second, we describe conditions
and the results of the simulations based on real images and
assuming watermark embedding followed by GA.

1) Procedure for GA recovery

The original length of embedding interval A is altered by
unknown gain factor A and the resulting length is A= 1A. Ad-
ditionally, AWGN attack is applied. We propose the proce-
dure for GA recovery that is based on a criterion which tends
to have higher values for the right length A of embedding in-
terval. Two different criteria C;, C, are introduced and exploit
the unique feature of the distribution of the samples quantized
according to NS-QIM. The procedure itself represents a brute
force approach that substitutes guessed values A’ of the length
of embedding interval into a criterion and selects the one that
maximizes it:

A" = arg maxz Cy,(A"), (55)

where A" is the final estimate.

In order to calculate criteria for each particular value A’,
noisy quantized samples ¢, are being projected on a single
embedding interval:

r

~ 1k
¢nmod ', if [an’lAJ mod 2 =0,

(56)
A" — (¢, mod A'), otherwise .

We propose two criteria that can be applied to the random
variable X;, € [0,A']:

¢, (&)=

~ E([x4]"
CZ(A ) = ([E’]W )

The values of the both criteria are low if the assumption
about A is wrong because in that case the distribution of X;, is
very close to uniform (subscript “n” means affected by noise).
However, in case A’ is close to A the distribution of X,, de-
monstrates asymmetry. This is because the distribution of
quantized samples inside embedding interval (before GA is
introduced) is indeed asymmetric. Despite the procedure ap-
plies brute force, it is simple and the computational demand is
low. For example, 103 values from the interval [&nin, E;nax]
are enough for recovery with high accuracy.

2) Simulation results

First singular values of Singular Value Decomposition
(SVD) of 4x4 blocks from 87 grayscale images with resolution
512x512 were used as coefficients for watermark embedding
[17], Yo = @1 = 0.5. During quantization, DWR = 28 dB
(Document to Watermark Ratio) was satisfied, where

DWR = 10logy, (%)

median(Xy,)
A’

- 0.5|, (57)

,2w=2m+1meN. (58)

and o3 is the variance of the host. For the proposed method,
original value of A was not known during extraction phase
which is equivalent to GA. In case of RDM, the quantized
value of a particular coefficient based on the information
about the last 100 previous coefficients.

For each new value o, a brute force optimization of a and
B has been made in case of NS-QIM. Apart from NS-QIM,
another modification NSC-QIM was introduced with constant
values of parameters @ = 0.05 and S = 0.35. On practice,
actual ¢ might not be known during watermark embedding
and constant version of NS-QIM (NSC-QIM) is addressing
this case.

For NS-QIM, parameters a and 8 are necessary for wa-
termark extraction in case thersholding is defined in a way that
u(0@) = B — 0.5a. Such a requirement for additional informa-
tion can cause a considerable limitation for the scheme on
practice. Median thresholding Th = median(X;,) was used in
order to avoid this.

Criterion C; was used for the estimation of actual A. Dur-
ing watermark extraction, no information except initial guess
interval with A}, = 0.9A, A}, ,,.= 1.1A, was used in NS-QIM
and NSC-QIM cases. In contrast to that, RDM does use the
exact information about quantization step. The resulting ca-
pacity toward AWGN variance is plotted for each method on
Fig. 3.
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Fig. 3. Capacity under GA followed by AWGN

From Fig. 3 it can be seen that the both NS-QIM and NSC-
QIM outperform RDM. For larger variance of the noise the
advantage of the proposed method is more evident.

V. DISCUSSION

Analytical and empirical approaches were used to estimate
capacity of the proposed method under AWGN and GA re-
spectively. According to the results, the proposed method
provides higher capacity compared to the other reference me-
thods and in this section we will discuss in more details the
reasons of its superiority.

In the case when only AWGN is applied, the benefit is
caused by a new form of distribution of quantized samples and
IDL. It is remarkable that in NS-QIM-IDL case the form of
capacity plot does not inherit the steepness demonstrated by
the other methods. Instead, the plot shape is similar to CTL,
but is placed at a lower position. The explanation of such phe-
nomena is in the quantization process. According to IDL we
refuse to modify samples which quantization brings the high-
est embedding distortion. In case these samples are quantized
they are placed closer to the threshold which separates “0” and
“1”. Therefore the information interpreted by these samples is
the most likely to be lost under low WNRs. Predicting the loss
of information we might accept that fact and introduce IDL
instead. It is a kind of “redistribution” of embedding distor-
tions in order to make the rest of embedded information more
robust.

The proposed NS-QIM and its modification NSC-QIM
perform much better than RDM under GA. This is due to the
introduced procedure for estimation of scaling factor. The
proposed estimation approach is more advantageous compared
to other presented in the literature. For instance, a model of a
host is used in [12] to estimate the scaling factor which com-
plicates estimation and reduces its precision.

Another unique feature is the proposed median threshold-
ing which does not require the information about a, § for wa-
termark extraction. Therefore, during embedding these para-
meters can be adjusted to deliver higher capacity even in case
there is no way to communicate new parameters to the receiv-
er. Also, our recovery procedure does not use any additional
information except interval [&nin, E;nax] that can be set

roughly. These improvements imply more efficient retrieval
after GA which in addition requires fewer samples.

VI. CONCLUSIONS

In this paper, the new watermarking method based on sca-
lar QIM has been proposed. Compared to other existing me-
thods, it provides higher capacity under different kinds of
attacks. The advantages of the method are due to its unique
approach to watermark embedding as well as a new procedure
of recovery and extraction.

The introduced watermark embedding approach is based
on a new kind of distribution of quantized samples and IDL.
There is no line of symmetry inside embedding interval for the
new distribution of quantized samples. This feature is used to
recover a watermark after GA. On the other hand, IDL can
reduce embedding distortions introduced to a host signal. This
is done by letting some watermark bits to be interpreted incor-
rectly at the initial phase of embedding and before any attack
occurs. The proposed IDL is extremely beneficial for low
WNRs under AWGN attack.

The non-symmetric distribution of quantized samples is
exploited by the new procedure of recovery after GA. One out
of two different criteria might be chosen to serve as a goal
function for the procedure.

The mentioned advancements implied considerable per-
formance improvement. Under conditions of AWGN the ca-
pacity of the proposed method is at the same or higher level
compared to DC-QIM. Application of NS-QIM-IDL is the
most advantageous under AWGN for WNRs close to -12dB
where it performs up to 10* times better than DC-QIM. The
performance of the proposed method is up to 103 times higher
than that of RDM under GA followed by high level of
AWGN.
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Abstract— We propose a new technique of Distortion
Compensation (DC) for the two dimensional Quincunx Lattice
Quantization that is used in watermarking. The choice of a new
direction of quantization is explained by the form of Voronoi cell
of the lattice elements. Parameter a controls DC and can be
adjusted to maximize the mutual information between embedded
and detected message in a noisy channel. For a special case of
initial distribution of original samples, quantization distortion is
estimated and expressed analytically. Experimental evaluation of
robustness under Additive White Gaussian Noise (AWGN) is
conducted using natural images and compared with several other
known two-dimensional Lattice as well as Scalar Quantization
methods with conventional DC. Criterion of Watermark to Noise
Ratio (WNR) was used for comparison. Among the most
important findings related to the Modified Quincunx are:
manipulating only a half of samples required in contrast to the
other two-dimensional methods; considerably increased mutual
information under low WNR; identical to the conventional
Quincunx procedure of watermark extraction (decoding).

Keywords— watermarking, quantization, lattice, quincunx.

I. INTRODUCTION

In telecommunication networks, ownership rights
protection is one of the most important aspects of multimedia
usage. Many approaches applicable to Digital Image
Watermarking (DIW) have been developed for the last several
decades [1]. The main characteristic for a method in DIW is a
trade-off between watermarking distortion and robustness to a
specific attack. Image transform and watermark encoding
technique are the most important factors that define the
mentioned trade-off under a specific attack.

The choice of a suitable image transform is dictated by the
definition of watermarking distortion and the kind of attack.
Degradation of image quality can be measured according to
Peak Signal to Noise Ratio (PSNR), Human Visual System
(HVS) etc. [2]. The selection of the measure can rely on the
intended application of the watermarked image, availability of
the original, computational complexity etc. For example,
watermarking in the domain of Singular Value Decomposition
(SVD) 1is considered to have less noticeable impact in
comparison with image spatial domain for the same PSNR
limit [3].

Large variety of possible attacks can be considered in DIW.
Among them there are additive or multiplicative kinds of
noise, lossy compression techniques, gamma-correction,
geometric manipulation, etc. [4] [5]. Some transforms might
be suitable even for cases with multiple attacks scenarios. For
instance, in case of JPEG-compression attack as well as
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additive noise, watermarking in the domain of Discrete Cosine
Transform (DCT) might provide a sufficient robustness [6].

Encoding is another important stage of watermarking which
implementation depends on relative watermark length, kind of
noise, information available to a decoder, computational
sources etc. Quantization Index Modulation (QIM) is a
popular technique that provides sufficient robustness-
distortion rate under AWGN [7]. Distortion Compensated
QIM (DC-QIM) is a generalization of QIM that has an
additional parameter to optimize the rate [8] [9]. For a better
performance, DC-QIM of a higher dimensionality needs to be
used and Nested Lattices (NL) is a suitable framework for that
[10]. One of the main limitations of NL practical realizations
is shape imperfection that implies non-optimal robustness-
distortion rate [11]. Trellis Coded Quantization (TCQ) is
another successful multidimensional approach [12, 13].
However, efficient ways of applying DC in TCQ case are not
known.

In this paper, we propose a new DC technique that
improves robustness-distortion rate of the two-dimensional
Quincunx Lattice [11]. According to our approach,
quantization is allowed only in the direction which is opposite
to Maximum Likelihood Error Scenario (MLES). Therefore
all the shifts are orthogonal to the closest grid of a fine lattice.
Parameter a defines intensity of quantization shifts and its
value can be optimized depending on AWGN level. The
performance of the Modified Quincunx (MQ) is compared
with conventional DC Quincunx as well as with other known
two-dimensional lattice quantization methods.

The paper has the following structure. Detailed description
of conventional Quincunx scheme with DC as well as the
proposed modification is given in Section 2. Section 3
represents the stages of experimental evaluation of the
Modified Quincunx and the results for other methods used for
comparison. Discussion of characteristics of the proposed
method is given in Section 4. The findings are concluded in
Section 5.

II. TWO-DIMENSIONAL QUINCUNX QUANTIZATION

Two-dimensional quantization is considered in this paper
and symbol X € R? will be used to denote a random variable
which domain is the space of pairs of original coefficients of a
host. Using the pair (x;,x,) we will denote a particular
realization of X (random variables x; and x, are assumed to be
independently distributed).
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A. Conventional Quincunx Quantization with DC

One of the most popular 2D-quantization approaches is
based on Quincunx scheme [11]. A bit is embedded by
modifying a pair of samples (x;,x,). Two different coarse
lattices A, o and A, 1 are used for embedding of either “0” or
“1”. For each element of a lattice we consider a square
Voronoi cell and use the name “quantization cell” which size
is controlled by parameter A (Figure 2). Corresponding
(overlapping) grids containing the cells are depicted by solid
and dashed lines, respectively (Figure 1).

X1

Figure 1. Quincunx lattice quantization and extraction cells for

For all paired original samples in a certain quantization cell
the corresponding quantized samples are in the same cell too.
For any point in R? defined by the pair (x;,x,) and labeled
with bit b, the center (e.g. lattice element) of the quantization
cell that the point belongs to is denoted as (x{, x5):

X6 =F +F,, (1)
xzc =F-F, 2
where
F,=A ([%4r O.SbJ —0.5b + 0.5) , 3)
F,=A ([% + O.SbJ —0.5b + 0.5) . @)

The process of quantization according to DC-QIM is
represented on Figure 2. Particular realization of quantized
random variable X' € R? is denoted as (x,x3). DC-QIM
defines (x1, x3) in the following way:

x; = axf + (1 — a)x, ,

®)
(6)

xp =axs + (1 —a)x,,

where a € [0,1].

Then, watermarked image should be transmitted and the
watermark need to be extracted. A grid of fine lattice A is
constructed by smaller square Voronoi cells. The grid is used
with the aim to extract information (Figure 1). Here, a half of
the cells interpret “0” and the other half interpret “1” (Voronoi
regions are filled with green and blue, respectively). For a cell
with a particular bit label, we use name “extracting cell” and
consider that it is inside the corresponding quantization cell.

An attack (or distortion) may occur during transmission.
Therefore, for an extracted bit we use notation b instead of
notation b that was used for embedding. Therefore, the hard
decision detector that we use is given as:

b=1—nwdq%—03h{%—osyﬁ. %)
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A
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Figure 2. Conventional DC Quantization

The optimality (under AWGN) of the detector defined in (7)
depends on the distribution of original samples inside
quantization cell [8]. However it is the simplest one among
known in the literature and provides reasonably good
performance under an assumption that the distribution is close
to uniform.

Even in case of no attack, in order to assure absolutely
correct extraction of a watermark, all the elements (x,X;)
need to be placed inside the corresponding extraction cell.
However, from Figure 2 it is clear that the quantization shift in
general is not orthogonal to the closest boundary of the
extraction cell.

B. Modified Quincunx Quantization with DC

The proposed idea of modification of 2D Quincunx can be
explained using MLES concept. Under AWGN, a possible bit

error is the result of the shift (x;, x5) o (%1, x5) that can be
directed randomly. Nevertheless, the smallest shift required to
produce an error is the one directed normally to the nearest
grid of Af. According to AWGN model, the smallest possible
shift has the highest probability and we use definition of
MLES for that particular error case. Hence, for each particular
pair of (x;,x,), quantization in the direction opposite to
MLES reduces probability of MLES with the minimal
quantization distortion (Figure 3).

(e, x5)
dl

«\%&@f
(%1, xzﬂﬂ""G)
(s, <)
U
Ac,U i
Ay

Figure 3. New MLES-based DC

As it can be seen from Figure 3, the shift is orthogonal to
the nearest boundary of extraction cell and in case ¢ =1
element (x7, x3) reaches diagonal of the cell (not the center as
the contrast to conventional DC-QIM). Elements that reach a
diagonal can not be moved further. Otherwise, in order to
counteract MLES efficiently, those elements would need to be
moved along the diagonal toward the center. The quantization
shift is denoted as G:

G =x; —xf| = |x, — x51.

(®)
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Coordinates of a quantized element are defined as

(x1,%3), if G =0;
(et x5) =4 (x1,Q,(x2)),  if G<O; )
(Q1(x1),x3), otherwise;
where
Q:(xy) = x, — alsign(y — x0G (10)
Q) = x; + alsign(x, —xIG. (1)
al
A
L
al
Aco 7 i
As R
P
Ay

Figure 4. Distribution of quantized samples for MQ (top) and
Conventional Quincunx (bottom)

Forms of distribution of samples quantized according to MQ
and Conventional Quincunx can be compared on Figure 4 top
and bottom quantization cells, respectively.

C. Watermarking Properties of Modified Quincunx

The steps of watermarking procedure are:

- apply a transform to the original image I and obtain a
sequence of coefficients x;

- choose (and synchronize with the receiver) a watermarking
key K;

- using K, select pairs {(x;,x,)%, (x1,%2)?%, ..., (x1, %)V} of
coefficients;

- obtain pairs of quantized coefficients
{Cxp, )Y, (x1, )2, ..., (x1, x5)N} according to (9);

- replace original coefficients by corresponding coefficients
from {(x1,x3)%, (x1,x5)?% ..., (x1,x3)V} in accordance to K
and obtain x';

- apply the reverse transform to x' which will result in a
watermarked image I'.

One of the most important characteristics for any
watermarking method is embedding distortions. For the
estimation of the distortions induced by the proposed
quantization we assume that A is small enough to consider that
the distribution of X inside any quantization cell is uniform.
Important difference of the proposed approach compared to
DC-QIM is that only one sample out of (x;,x,) is being
modified. The estimate of quantization distortions is denoted
as D and according to (10-11) should be expressed as

D=E ((x1 - Q1(x1))2) =E ((Xz - Qz(xz))z) = a’E(G?). (12)

Referring to (8), the term E (G?) can be rewritten as
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E(G?) = E((x; —x{)*) + E((x; — x§)?) = 2E(|(x, —
xf) (e, — x50 - (13)

The form of quantization cell is symmetric and therefore

E(Cey — %)) = E((x2 — x5)?) . (14)

Also, appealing to the symmetry we can calculate all the
estimates from, for example, the first quadrant of the
quantization cell. Quantization distortion in II, IIT and IV
quadrants are the same. The following holds in the I-st
quadrant

E(IGey — x0) (= x9)) = E(Cey — x{) (x2 = x7)). (15)

Now, let us calculate (14) and (15). For simplicity we
replace x; — x{ with €; (also, x, — x5 = €, ). Because we
consider only the first quadrant, parameters €,, €, expressing
quantization noise are positive there. We derive that marginal
pdf

A—
fle) = fo Elf(fl. €2)déy, (16)
where constant joint pdf f (€;, €,) is defined as
1 A A- A%
flve) =2 p=fydefy Mde =5 (7)
Hence,
A 1 A A- A*
E(e)) = [y eif(e)dey = 2 [ efder [, " dey = 7. (18)
Next,
A rA—€q
E(e€;) = fo fo €16,f (€1, €;2)derde; =
L% ede, [M " epde =4 (19)
5 Jo €18€1 ), 2062 = -

And, finally we calculate D according to (13) and substitute
the estimate for p:
202

D =2a?[E(e?) —E(e16)] = a - (20)

Calculated distortion D for the proposed quantization
method can be compared with other known scalar and 2D
quantization methods mentioned in [9, 11] (Table 1). From
Table 1 it can be seen that for the same pair (a,A) the
proposed approach provides the smallest embedding distortion.

TABLE 1. QUANTIZATION DISTORTION ESTIMATES. DISTRIBUTION OF

ORIGINAL SAMPLES IS UNIFORM

Quantization Method Distortion
DC-QIM Scalar (1 bit/1 sample) 2
DC-QIM Qincunx (1 bit/2 samples) a? A_32
Modified Quincunx (1 bit/2 samples) a? A_sz
DC-QIM Hexagonal #1 (1 trit/2 samples) 2 %
DC-QIM Hexagonal #2 (2 bit/2 samples) o> 51A22

The watermarked image I’ should be transmitted via some
channel where an attack might occur. Therefore, the receiver
has access to possibly distorted watermarked image I’ that
he/she needs to extract the watermark from. The steps of
extracting procedure are:

- apply a transform to the distorted image I’ and obtain a
sequence of coefficients x';
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- using K, select pairs {(x1,%3)", (%1, %3)?%, ..., (&1, %)V} of
coefficients; .

- from each pair (%1, ;)" extract a watermark bit b’ according
to (7).

It is important that the procedure of watermark extraction
for the proposed MQ scheme is the same as in the case with
conventional DC-QIM Quincunx. Hence, any of the Quincunx
embedding schemes can be used (without notifying the
receiver) which increases the efficiency of watermarking
under different types of distortions.

III. EXPERIMENTAL EVALUATION OF THE METHOD

In this section we experimentally evaluate robustness of the
proposed quantization scheme. Further in the text, the term
“extracted information” means maximized (over a) mutual
information between messages that are embedded and
detected using a pair of samples. We use the hard decision
detector that is described by equation (7). The robustness is
estimated under consideration that AWGN attack is applied to
the watermarked data.

The severity of AWGN attack is measured by WNR:

WNR = 101logy, () . Q1)
where g2 is the variance of AWGN. Substituting the
expression for D for the MQ we derive that WNR =
20log,o(al/o) — 7.782 The related question of
watermarking performance was examined in details in [14].
Simplified settings assuming uniform distribution of original
samples inside quantization interval are discussed in [15]. It
was shown there that, in scalar quantization case the extracted
information depends only on parameters a and A/o .
Therefore, during the experiment, for a given pair (WNR, )
the required A/ o is calculated as:

w)

Ao = %10( 20 (22)

For the purpose of the experiment, 72 natural grayscale
images of different resolution were selected. For each image,
8x8 blocks were formed from adjacent pixels and passed to
Singular Value Decomposition (SVD) transform. The choice
of SVD is due to its popularity and quite moderate visual
impact [16]. First singular values were chosen as the
coefficients that form x. A key K was used to select pairs
(g, )Y, (g, %)%, 0, (0, %)V} from  x . After
corresponding grids with quantization cells are formed,
uniform and independent 2D distribution inside cells has been
confirmed according to the goodness of fit criterion. Therefore,
previously derived analytical estimate for quantization
distortion D can be considered as precise in the case with
natural signal as well.

In order to index WNR correctly, in the domain where the
quantization takes place, AWGN attack was applied directly
to the set x' of quantized coefficients (not the composed
image I' ). Bit Error Rate (BER) was calculated upon
extraction of watermark data from x'. The diagram of the
experimental approbation of the MQ is given on Figure 5.

On the diagram, original pairs of coefficients, quantized,
and corrupted by AWGN are denoted as X, X', X' respectively.
Original and extracted watermark data is denoted as Dt and
Dt. Procedure of embedding is denoted as Em and requires
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X,Dt, A, a as arguments. Attack is denoted as AWGN and

extraction is Ex.

q
v E' -
Cwwra — BER(Dt, D) m

X « (X, Dt A a)
a interval
exceeded

AWGN:
X' « (X',WNR,D)

I

Ex:
Dt « (X',4)

L 7
10 ~WNR interval ~J**
exceeded
plot {WNR, Cyyr}
plot {WNR, ayyg}

END

!
yes

Cwnr = max Cwir.a

Qwng = argmax Cyng.a

Figure 5. Diagram of the experiment

The final result of all iterations with the same WNR index
is ayng that maximizes extracted information under attack
with that WNR value. The whole a-diapason is searched in
order to find ay g for each WNR. The final result of the
entire experimental approbation is the plot of the best ay g
values drawn toward WNR (Figure 6).

0.8

0.75

-15 -10 -5 5 10 15

WNR, dB
Figure 6. Optimal values for

It can be seen that optimal a values are increasing with the
increase of WNR. It might be not clear on the stage of
watermark embedding if the attack will occur in the channel
during transmission. Therefore the settings of the experiment
were so that in case of no distortion the extracted watermark
does not contain errors. For that purpose it is required that
a = 0.5 (Figure 6).

The extracted information plot toward WNR is shown on
Figure 7. Extracted information index C has been calculated
during the experiment using BER between Dt and Dt:

C =1+ BERlog, BER + (1 — BER) log,(1 — BER). (23)

Information plots for other popular two-dimensional
quantization methods are depicted on Figure 7. Comparing the
performance of the MQ with the other known techniques we
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can witness considerable advantage of the proposed technique
under WNR < —3dB.

—o&— Modified Quincunx |}
—— Quincunx

— Hexagonal #1
Hexagonal #2

extracted information, bit/(2 samples)

L L
-15 -10 -5 5 10 15

0
WNR, dB
Figure 7. Performance for different Quantization Methods

IV.DISCUSSION

We will discuss in this section some of the most important
watermarking characteristics of the Modified Quincunx.

Well-known Quincunx lattice was used which cell form is
far from being hyperspherical and, therefore can not be
considered optimal for Dither Modulation embedding.
Nevertheless new DC technique improves watermarking
properties. One of the most vivid advantages of the proposed
method can be seen from Figure 7 for low WNRs. On the
other hand it is clear that for higher WNRs the method’s
performance is the worst among the selected methods.
Obviously, the explanation to this phenomenon can be found
in the form of the distribution of the quantized samples. For
instance, in case a = 0.5 the distribution of the quantized
samples is uniform and is inside extraction cell. Consistency
and low quantization distortion make the method efficient
under low WNRs. Higher WNRs require larger a. In case
a =1, the quantized samples are located only on the
diagonals of the extraction cell. The distribution is spread far
away from the center which is the main reason for poor
performance in contrast to other methods. Luckily, the
extraction procedures for the MQ and conventional Quincunx
are the same and the advantages of the both methods can be
combined. For instance, the solution might be to use MQ for
WNR < —3dB and to use Conventional Quincunx for
WNR > —3dB.

In some cases, quantization distortion might have a crucial
impact on a watermarked image. Fine Art Photography or
medical imaging are good examples. In the latter case, a
patient might want to assure protection for his/her personal
data and limit its misuse or uncontrolled copying and
distribution. However, an impact of watermarking can cause
quality deterioration which results in incorrect diagnosis and
subsequent treatment. In order to avoid this, watermarking
energy should be low.

Unfortunately, low-energy watermarking faces some
complications in digital images. One of such complications is
due to discretization of pixel values of watermarked images
[17]. It might cause significant BER for low-energy
watermarking even prior any attack in the transmission
channel. An evident advantage of the proposed in this paper
quantization scheme is that only one sample out of (xq,x;)
needs to be modified during watermark embedding. Therefore,
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only one sample might suffer from discretization. Additionally,
the estimate for D for MQ is the lowest in Table 1 which
means that there is higher capability to increase A compared to
other DC-QIM based approaches. The developed technique
has been tested in collaboration with medical experts. An
image of prostate cancer case (Figure 8) was watermarked
with Document to Watermark Ratio (DWR) equal 30dB.
According to the final assessment, as a result of a double-blind
review, made by medical expert group, the interpreted
diagnostic information for original and watermarked images is
identical. Hence, the fidelity of the watermarked images can
be considered as acceptable for that particular medical
application.

Figure 8. Prostate cancer case: a) Original diagnostic image;
b) Watermarked image

For the both MQ and Scalar DC-QIM (SDC-QIM) only one
sample needs to be modified to embed 1 bit. We compared the
efficiency of the methods SDC-QIM, Quincunx and MQ.
With the aim to make comparison more versatile we consider
three possible settings for AWGN attack on SDC-QIM.
Nevertheless, settings for Quincunx and MQ are the same in
each of the comparing scenarios: N -bit watermark is
embedded in 2N samples and AWGN is applied to the
quantized 2N samples.

Scenario 1 for SDC-QIM is: N samples are used for
watermark embedding and AWGN attack energy is spread on
N quantized samples. Scenario 2: N samples are used for
watermark embedding but AWGN attack energy is spread on
all the 2N samples. Scenario 3: the same N-bit watermark is
embedded two times in 2N samples and AWGN attack energy
is spread on all the 2N quantized samples. Extracted
information vs. WNR plots for all the mentioned cases are
shown on Figure 9.

Scenario 2 can be seen as the most beneficial for scalar
quantization as in that case SDC-QIM outperforms Quincunx
and MQ on all the WNR diapason. However, according to
Scenario 2 fraudulent tampering (as a result of an attack) of
only N quantized samples out of total 2N samples can
potentially be detected. As a contrast to that, Quincunx and
MQ have potential to detect fraudulent tampering in all the 2N
samples. This feature can be especially valuable for a number
of semi-fragile and fragile watermarking applications where
image integrity is important [18] [19] [20].

According to Scenario 3, tampering of all the 2N samples
can potentially be detected using SDC-QIM. From Figure 9 it
can be seen that SDC-QIM outperforms Quincunx on almost
all the WNR diapason but performs worse than MQ for
WNR < —4dB. Finally, SDC-QIM demonstrates the worst
performance under Scenario 1 (except WNR = 5dB where it
slightly outperforms MQ).
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Figure 9. Information plots for Scalar and two-dimensional
Quantization Methods

V. CONCLUSIONS

A modified two-dimensional Quincunx-based quantization
approach is proposed in this paper. Even though well-known
lattice is used, a new Distortion Compensated technique
results in a sufficient improvement of watermarking
characteristics. In comparison to other two-dimensional
approaches Modified Quincunx provides higher extracted
information under intense AWGN. The demonstrated
improvement is mainly due to using MLES concept that offers
a new form for the distribution of quantized samples.

For a given pair of original samples, the direction of the
most probable error-causing disturbance is defined according
to MLES concept. The proposed DC quantization is
performed in the opposite direction in order to reduce
probability of MLES. Due to Quincunx-form cells, diagonals
serve the natural limit for the quantization which results in a
new form of the distribution of quantized samples.
Quantization distortion and the form of the distribution
depend on parameter « that value has been optimized for
different levels of WNR. The procedure of watermark
extraction for the Modified and conventional Quincunx is the
same that allows interchangeable utilization of the methods
without informing the receiver.

The efficiency of the Modified Quincunx has been
estimated using natural grayscale images. According to the
experimental data, the modification considerably increases
extracted information (up to 10? times) compared to other 2D
quantization methods under low WNRs. Low quantization
distortion reduces a negative impact on the perceptual quality
which may contribute to a number of possible practical
implementations of the method. Additionally, some properties
of the method have been discussed and compared with scalar
DC-QIM under several possible attack scenarios. Notably, in
most cases the modified method is more advantageous than
the scalar one.

Our further efforts will be to put forward an improved
MLES-based DC quantization technique as well as to increase
its dimensionality by utilizing, for instance, the structure of
some well-known codes.
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