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Abstract 

The aim of the thesis was to iteratively develop and experimentally test a 
new kind of Face Interface prototype for human-computer interaction 
(HCI). Face Interface combined the use of two modalities: voluntarily-
controlled gaze direction and voluntarily-controlled facial muscle 
activations for pointing and selecting objects in a graphical user interface 
(GUI), respectively. The measurement technologies were embedded in 
wearable, eyeglass-like frames that housed both an eye tracker to measure 
the gaze direction and capacitive sensor(s) to measure the level(s) of facial 
activations. 

The work for this doctoral thesis consisted of two closely connected tasks 
as follows: First, Face Interface was rigorously tested. In these studies, 
simple point-and-select tasks were used in which the pointing distances 
and object sizes were varied. Especially the speed and accuracy of the Face 
Interface prototype was tested in a series of experimental studies. Second, 
Face Interface was used for entering text on an on-screen keyboard. For 
that, three on-screen keyboard layouts were designed. Then, they were 
experimentally tested so that the places of the characters were randomized 
after every typed word. This was done in order to exclude the effect of any 
previously learned layouts. The use of Face Interface was then compared 
against the use of a computer mouse. 

In this thesis, three different versions of Face Interface have been used. 
The first one was wired and had one capacitive sensor placed in the bridge 
of the nose of the prototype so that it was able to monitor only the 
frowning related movements. Also, a chin rest was used in order to 
prevent head movements. The second version was wireless and it was 
able to monitor either frowning or eyebrow-related movements, 
depending on a person. The eye tracker was also improved so that the 
pupil detection algorithm was improved and the corneal reflection 
detection was added. Moreover, a scene camera was added so that head 
movements could be compensated using a head-movement-compensation 
algorithm. The third version was further improved by using five 
capacitive sensors to detect different facial activations: frowning, raising 
the eyebrows, and smiling. 

The results showed that Face Interface functioned promisingly as a 
pointing and selection technique. From the iterations, significant 
improvements have been achieved in the pointing task times (i.e., from 2.5 
seconds with the first prototype to 1.3 seconds with the third prototype). 
The subjective ratings showed that users felt positive about using the Face 
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Interface. The text entry rates for first-time users were encouraging (i.e., 
four words per minute on average).  

To conclude, this thesis introduced a novel, multimodal, and wearable 
Face Interface device for pointing and selecting objects on a computer 
screen. It seems that the use of facial behaviors to interact with technology 
has great potential. The research has shown, for example, that it is easy to 
learn the use of these two different modalities together, and the use of it 
does not require much practice. These are clear indications for the use of 
facial information in human-computer interaction. 
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1 Introduction 

The computer mouse has been the most common pointing and selecting 
technique in graphical user interfaces (GUIs) since it was developed about 
50 years ago (English et al., 1967). Almost for an equally long time, the 
search for alternative interaction techniques has been going on in human-
computer interaction (HCI) research. In HCI, it has been an important goal 
to try to take into account natural human behavior when creating new 
interaction techniques. It is envisioned that this eventually leads to a HCI 
that would be intuitive and versatile. One special area of development has 
been the utilization of human eye movements when interacting with 
computers. The eyes move naturally according to one’s visual attention, so 
pointing and selecting objects with eye movements should be convenient. 
Further, it can be argued that eye movements serve important functions in 
human to human interaction. In addition to the direction of visual 
attention while working, eye behavior serves for communicative 
purposes—which is another argument for the use of gaze in HCI.  

While eyes are centrally a perceptual organ and as such are intended for 
perceiving visual information, it is known that they can be voluntarily-
controlled (Ware & Mikaelian, 1987; Surakka et al., 2003; Zhai, 2003). 
People can, for example, gaze at their interaction partner or any object of 
interest. Using eye trackers, eye movements can be converted to computer 
cursor movements in order to be able to control computers. Gaze-based 
interaction uses only one modality (i.e., unimodal interaction). Simple 
functions—such as pointing and selecting objects—require special 
arrangements in order to differentiate these two different functions from 
one modality. The solution for this has been the use of a dwell time. Dwell 
time means that in order to select an object, the gaze needs to be held 
above the object for a certain predefined time period in order for the object 
to be selected. Without this solution, or with short dwell times, it becomes 
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difficult to make a distinction between glances when the user is just 
looking around and fixations with the intention to start a selection 
function. This leads to a so-called Midas touch problem in which 
everything that user gazes at becomes selected (Jacob, 1991). Another 
disadvantage could be that video-based eye tracking requires expensive 
equipment, and not everyone that needs an eye tracker is able to afford 
one. The development of HCI, however, has taken such an approach that 
low-cost eye trackers do exist (Rantanen et al., 2012b; San Agustin et al., 
2009a). 

Another (behavioral) modality that centrally is used for human 
communicative purposes—and is under both spontaneous and voluntary 
control—is human facial movements. It is known that many facial actions 
and expressions are activated spontaneously, but they can also be 
activated voluntarily in human to human communication (Dimberg, 1990; 
Fridlund, 1991; Surakka & Hietanen, 1998). Although the suitability of 
facial behaviors for pointing and selecting objects in a GUI has been 
studied, there is evidence that using facial behavior alone may result in 
relatively slow interaction (e.g., Barreto et al., 2000). As a unimodal 
interaction technique, the use of facial expression is arguably a promising 
technique. However, pointing to objects can be quite cumbersome in 
contrast to eye movements because there is no direct route in applying the 
facial expression in controlling computers. This is because people need to 
twist and turn their faces in order to be able to move the cursor on a 
computer screen. Although the cursor movement might be challenging, 
the object selection could easily be done by, for example, frowning or 
raising one’s eyebrows. Thus, combining the use of eye movements and 
facial behaviors would offer a potentially new means for interaction with 
computers. There are several arguments in support of this. To mention 
some, both modalities serve communicative purposes; they are well under 
voluntary control; and both function relatively fast. 

The idea of combining voluntarily-directed eye movements and 
voluntarily-controlled facial muscles as a new multimodal HCI technique 
has been introduced quite recently (Chin et al., 2008, 2009; San Agustin et 
al., 2009a, 2009b; Surakka et al., 2004, 2005). In these techniques, two 
different measurement techniques have been used: an eye tracker for 
measuring the gaze direction and an electromyography (EMG) device for 
measuring the facial activations. The simple starting point of these studies 
has been to model the functionalities that the computer mouse has (i.e., 
pointing and selecting objects on a computer display). This multimodal 
technique has proved to be functional, although more research is needed 
in order to find out which facial muscles would be most usable in the case 
of selecting objects on a computer screen.  
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This thesis introduces a series of studies investigating the potential of 
combining gaze and face behaviors for multimodal HCI. A central 
technological innovation used for these studies has been a prototype 
called Face Interface. Thus, the thesis at hand also deals centrally with an 
iterative development of the prototype technology. Face Interface 
combines the use of two above-mentioned modalities: voluntarily-
controlled gaze direction and voluntarily-controlled facial muscle 
activations for pointing and selecting objects in a GUI, respectively. The 
measurement technologies were embedded in wearable, eyeglass-like 
frames that house both an eye tracker and capacitive sensor(s) to measure 
the levels of facial activations. In the course of this thesis work, three 
different facial actions were used as the selection technique: frowning, 
raising the eyebrows, and smiling. The development of Face Interface has 
been iterative so that its limitations as well as its potential functionality 
could be understood. This thesis introduces five original publications in 
which different versions of Face Interface for pointing and selecting has 
been used. 

In the course of the thesis work, the functionality of Face Interface was 
improved iteratively. The number channels for measuring the facial 
activity was increased from one to five. Also the eye tracker was improved, 
first by improving the pupil detection algorithm and then by adding a 
scene camera in order to compensate the head movements. In each state, 
the functionality of the multimodal interaction was experimentally tested. 
The results were used in order to find out the requirements for 
developmental changes for the functionality of the prototype from the 
technological point-of-view. In each state, the functionality of the Face 
Interface prototype was experimentally tested in order to find out the 
feasibility of the changes. This was done by using simple pointing and 
selecting tasks where the pointing distances and target sizes were varied. 
The new interaction method was used for entering text with an on-screen 
keyboard.  

It seems that combining the use of facial behaviors to interact with 
technology has great potential. The research has shown, for example, that 
it is easy to learn the use of these two different modalities together—and 
the use of it does not require much practice. These are clear indications for 
the use of facial information in human technology interaction. 
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2 Facial Information for HCI 

This chapter provides an overview about the functioning of two different 
modalities—the gaze and facial system—and their use in HCI. Both of 
these systems can be used independently or complementary to each other 
in order to create multimodal HCI. Thus, they are first introduced 
separately, and then their functioning in combination is discussed. 

2.1 GAZE-BASED INTERACTION 

Background Information 

Gaze can be used for different purposes (e.g., as a perceptual organ and in 
social interaction). In social interaction, people naturally look at the person 
that they are interacting with (Jacob, 1991; Vertegaal, 1999). It is known 
that gaze direction can reveal the direction of one’s attention whether it is 
another person or object on a computer screen. For these reasons, 
researchers have been interested in studying eye movements since 1950s-
1960s (Gibson, 1950; Klein & Ettinger, 2008; Stark et al., 1962; Wade & 
Tatler, 2009). By studying the eye movements, information on the 
cognitive processes such as reading behavior can be produced (e.g., 
Hautala et al., 2010; Hyönä, 2009; Hyönä & Niemi, 1990; Sharmin et al., 
2012). A newer application area for eye movement research is to use gaze 
as the input modality for controlling computers (Ware & Mikaelian, 1987; 
Jacob, 1991; Sibert & Jacob, 2000; Duchowski, 2002; 2003; Majaranta & 
Räihä, 2002; 2007). Before going into details on how the gaze direction can 
be tracked, some general background information on the eye is provided. 
As can be seen from the Figure 1, the eye is a complex organ.  



…
…

…
…

…
 

 6 

 

Figure 1. Structure of the eye. Picture adapted from public domain: 
http://www.sciencekids.co.nz/pictures/humanbody/eyediagram.html 

From the perspective of eye tracking, it is important to understand how 
the eyes move. Eye movements can be divided in three different categories: 
fixations, saccades, and smooth pursuits. People have the ability to hold the 
eyes on some object of interest for a short time period, which is called a 
fixation. All of the visual information is gained during fixations. They last 
for a brief duration, approximately 100-200 ms (Jacob & Karn, 2003). Of 
course, the length of the fixation depends on the task at hand. For example, 
while reading, the fixation duration could be as long as 1000 ms (Just & 
Carpenter, 1980). Generally, it could be argued that the more cognitively 
demanding the task, the longer the fixation is. Because of the fact that the 
visual perception occurs in the brain, the fixations need to be long enough 
so that there is enough time to formulate the perception.  

Eyes move from one fixation to another with ballistic movements called 
saccades. Once a saccade is started, it cannot be stopped nor can its 
direction of movement be changed. The length of the saccade varies, but 
usually it lasts approximately 30-120 ms (Jacob, 1995). During saccades, 
people do not gain any visual information. Thus, eyes move so that they 
are a combination of fixations and saccades and the eye movements can be 
described as quite ‘jumpy’. The eyes move smoothly only when they are 
following a moving target, such as a moving car in a distance. This 
movement is known as a smooth pursuit.  

In order to create an accurate view of the world, eyes need to move 
actively. This is because the accurate field of vision is approximately one 
to two degrees. An often used example to describe the accurate field of 
vision is that a thumbnail at an arm length is approximately 1.5-2° of field 
of vision (e.g., Duchowski, 2003; Holmqvist et al., 2011) which 



…
…

…
…

…
 

  7 

corresponds to the accurate field of vision. This narrow field of accurate 
vision is due to the fact that only a small part of the eye—the fovea—is 
responsible for accurate viewing (see Figure 1). Because of this, eyes need 
to actively move in order to gain a broader sense of the world.  

For obtaining and understanding (visual) sensations, cognitive processes 
are imperative. It has been suggested that (visual) attention acts as a 
spotlight or a zoom-able lens that is directed to any object of interest 
(Posner et al., 1980; Eriksen & St. James, 1986), which means that attention 
should be directed at the object of interest in order to create the experience 
of perception from the visual sensations. If attention is not directed to the 
object of interest (e.g., attention can be directed at thoughts), the visual 
information is not perceived—and, thus, it is not remembered. 

There are many pros for using gaze direction as the input modality for 
controlling computers. For one, gaze functions fast when compared to 
other modalities (Ware & Mikaelian, 1987). Other pros include the fact that 
the gaze is natural, and it can be directed at will. Because people may 
control gaze, the possibility to interact with computers by gaze has 
emerged.  

Eye Movements in HCI 

In order to be able to use gaze direction as an input method for controlling 
computers, the gaze direction needs to be transformed to cursor 
movements. For that, eye trackers are used. Early eye trackers used a lens 
that was placed in the eye—similar to contact lenses. This made the eye 
tracking invasive because the contact lens was placed directly in the eye. 
Since then, eye trackers have evolved and are non-invasive. Modern eye 
trackers are based on the technique that was developed in 1960s, known as 
video-oculography (i.e., a video-based eye tracker is used). It usually 
consists of a video camera that images the user’s eye(s), and, with different 
algorithms, finds the pupil and/or corneal reflection from that video. 
From this information, the eye movements can be calculated and the gaze 
direction can be transformed to cursor movements on a computer screen.  

Two types of techniques for detecting the pupil from video exist: light 
pupil method and dark pupil method. In the light pupil technique, the eye 
is illuminated with a light source (e.g., infrared light) that is placed close 
to the optimal axis of the imaging device. Thus, the light goes through the 
lens and pupil to the retina and reflects back. This in turn causes the pupil 
to appear brighter in the image than the iris that surrounds it. In the dark 
pupil method, the light source is placed so that the pupil appears to be 
darker than the iris, and the darkest part of the image is then searched and 
recognized as the pupil.  

In addition to finding the pupil, corneal reflection is used for eye tracking 
as a reference. It is achieved by using an infrared light source to create an 
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illumination on the eye (i.e., inside an iris area) which is called a Purkinje 
image. The corneal reflection can be used as a reference point because it 
stays static while the eye moves (i.e., the gaze direction can be calculated 
in relation to the corneal reflection). The corneal reflection stays still in the 
video image of the eye and the position of the pupil changes in relation to 
the corneal reflection when eye(s) move (e.g., Duchowski, 2003).  

In order to use the eye tracker, a calibration procedure is needed so that 
correct position of the gaze on the computer screen can be identified for 
every user. It is necessary for finding the correct point of the gaze on a 
computer screen (or in environment). Usually calibration is done using a 3 
× 3 grid so that user follows a moving dot with his or her gaze. The dot 
starts to move and stops in nine places on the screen. While stopped, the 
gaze data is collected for calibration. Then, after calibration, users can 
begin to interact with a computer. While calibration is needed in order to 
be able to use eye trackers, users see it as a tedious process (Villanueva et 
al., 2004). Another weak feature is the calibration drift. This means that 
after a while, the calibration weakens (i.e., drifts from the correct position) 
and therefore there is a need for re-calibration (Ashmore et al., 2005).  

Eye trackers can be roughly divided into two different categories: remote 
and wearable (e.g., head-mounted). For remote eye trackers, the camera 
can be placed in a remote location like a computer screen. This makes it 
necessary for the user to stay in front of the computer in a quite static 
position in order for the eye tracker to find the eye(s). It is often stated that 
remote eye trackers are so-called state-of-the-art eye trackers. In the 
wearable eye trackers, the eye camera(s) is placed in front of the user’s 
eye(s) using, for example, special eye glasses. Interestingly, the head-
mounted eye trackers have been mainly research prototypes with low-cost 
parts (e.g., Babcock & Pelz, 2004; Franchak et al., 2012; Li et al., 2006; Noris 
et al., 2011; Rantanen et al., 2012b; Ryan et al., 2008). Quite recently, 
however, the large eye tracking manufacturers—like Tobii Technology or 
SensoMotoric Instruments (SMI)—have developed their own head-
mounted eye trackers because they are seen as promising solutions for the 
future of eye tracking research. The advantage of the head-mounted eye 
tracker over the remote one is that user is able to move more freely with 
the device because the eye(s) are visible to the camera regardless of the 
user’s (head) position.  

While eye tracking might sound easy to use and develop, there are many 
challenges to overcome before eye trackers can be widely implemented. 
For example, the accuracy of the eye tracker can still be problematic. In 
general, the accuracy of the eye tracking is approximately 0.5-1° (Ashmore 
et al., 2005; Duchowski, 2003). This means that the accuracy of the eye 
pointing on a computer screen is approximately 16-33 pixels, if the 
monitor is a 17″display with a resolution of 1280 × 1024 and the viewing 
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distance is 50 cm. This means that the objects on a computer screen need 
to be large enough so that users are able to easily point to them.  

Of course, eyes are mainly a perceptual organ and are not intended for 
cursor control (Zhai, 2003). This knowledge offer challenges for the eye 
tracking technology because—while eye movements can be controlled at 
will—they also move compulsively. There are several reasons for 
involuntary eye movements (Ashmore et al., 2005). First, fixation jitter 
means that eyes never stay still; there are always small (involuntary) 
movements. Second, peripheral vision (i.e., the vision outside the accurate 
field of vision) is sensitive to the changes in the environment that if 
something happens in the background, it “catches the eye;” eyes move 
towards that distraction. 

Another possibility to measure gaze direction (i.e., the point of gaze) is to 
use an electro-oculography (EOG)-based technique (Bulling et al., 2012). 
The EOG technique measures the resting potential of the retina. When the 
eyes move, that causes changes to the resting potential. The EOG sensors 
are attached around the eye—usually two in both sides and/or two above 
and below the eye to detect the changes in the resting potential. The 
calibration for EOG signal detection is done so that the baseline signal is 
calculated for each user. And, from the baseline, it is possible to detect the 
changes in the resting potential (Bulling et al., 2012). With EOG, it is not 
possible to detect the accurate point of gaze; and, for that reason, it is a 
more suitable technique for detecting gaze gestures (e.g., Bulling & 
Gellersen, 2010). As an example, Bulling et al. (2009) developed wearable 
EOG glasses so that they placed EOG sensors to the frames of the eye 
glasses, with the sensors attached to the skin around eyes. They tested the 
use of their EOG eye tracker with a simple experimental setting where the 
task of the participants was to produce different gaze gestures as fast and 
as accurate as possible. Their results showed that EOG glasses suited them 
well for recognizing gaze gestures but there might be restrictions in using 
them in tasks that need more accurate eye tracking (e.g., a certain button 
needs to be hit). The advantage that the EOG-based eye tracker has over 
the video-based techniques is that it requires much less computing 
power—making it easier to use it with mobile devices. 

If we take into account the involuntary eye movements (i.e., jitter), we can 
conclude that eye tracking might never be as accurate to use as a computer 
mouse (e.g., Zhai, 2003). This is the case especially when eye trackers are 
self-built from low-cost parts. The low-cost parts will make the eye 
trackers affordable, but there might be trade-off in accuracy as compared 
to commercial eye trackers (Johansen et al., 2011). For example, if the 
object to be selected in user interface is too small, it might not be possible 
to select by gaze—and, for that reason, the design of the user interface 
becomes an important factor for the functionality of the eye trackers.  
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Selection Techniques for Gaze-Based HCI 

The most commonly used selection technique in the case of gaze pointing 
has been the use of dwell time, which means that the user needs to fixate 
his or her gaze on the object for a certain predefined time period to select it. 
Different dwell times have been used, quite often they vary somewhere 
from 400 ms to 1000 ms (Majaranta & Räihä, 2002; Ware & Mikaelian, 
1987). The use of a longer dwell time may slow down the interaction, 
causing difficulty or frustration for some people. On the other hand, with 
shorter dwell times, it may become difficult to differentiate whether the 
user is looking around or indicating a selection. This introduces a so-called 
Midas touch problem (Jacob, 1991)—meaning everything that the user 
gazes at becomes selected, even though the user might only be looking 
around.  

Alternatives for the dwell time have been developed. One possibility is to 
use gaze gestures, which can be defined as patterns of eye movements. 
Gaze gestures can be issued as commands similar to mouse clicks (e.g., by 
first gazing at the object to be selected and then performing the 
corresponding gaze gestures) (Heikkilä & Räihä, 2012). Different types of 
sets for gaze gestures have been created from simple one directional eye 
movement (Heikkilä & Räihä, 2012; Møllenbach et al., 2010) to more 
complex sets of eye movements (Heikkilä & Räihä, 2009; Porta & Turina, 
2008; Wobbrock et al., 2008). The use of complex gaze gestures may 
require that they need to be memorized before they can be used, which 
may make the use of gaze gestures unnatural. Other possibilities for 
selection techniques with eye pointing include winking, blinking, and eye 
closure (Ashtiani & MacKenzie, 2010; Heikkilä & Räihä, 2012; Królak & 
Strumiłło, 2011). Blinking and gaze gestures can be measured by an eye 
tracker but they can also be measured using EOG measurements too (e.g., 
Vehkaoja et al., 2005).  

Gaze in Pointing and Selecting 

The most direct route in using the gaze for HCI is to use it as a pointing 
and selection technique, similar to the computer mouse. The experimental 
studies on pure gaze pointing are rare. One of the earliest studies of using 
the gaze for HCI is a study by Ware and Mikaelian (1987). They used the 
gaze for pointing at objects. For selection, a dwell time of 400 ms, a screen 
button (i.e., a large area of the screen was designated as a button), or a 
physical hardware button was used. The task of the participants (N = 4) 
was to point to an object by gaze and to make the selection with one of the 
three aforementioned selection techniques. The results showed that, 
overall, the mean task time for the dwell time technique was 
approximately 0.8 seconds, and was approximately the same for the 
hardware button technique. For the screen button, however, the task time 
was slightly slower at approximately 0.9 seconds. The error percentages 
were 12% for the dwell time technique, 22% for the screen button 



…
…

…
…

…
 

  11 

technique, and 8.5% for the hardware button technique. Thus, it seems 
that adding another modality for object selection decreases the error 
percentage—although, differences between the error percentages were not 
statistically significant.  

Sibert and Jacob (2000) performed a point-and-select experiment where 
they compared the use of gaze to the computer mouse as an input method. 
The task of the participants (N = 16) was to select a circle from a 3 × 4 grid 
so that the target circle was highlighted, indicating that it was to be 
selected. After the selection of the highlighted circle, another circle was 
highlighted and participants pointed and selected that. For the gaze 
interface, a dwell time of 150 ms was used. Each circle had a diameter of 
1.12", and the distance from the neighbor circles was 2.3". The results 
showed that the overall task completion time was 0.5 seconds for the gaze 
pointing, and 0.9 seconds for the mouse pointing. On the other hand, they 
did not report error percentages. The error percentages would have given 
more detailed information on the difference between the eye tracker and 
the mouse. However, they reported momentary equipment problems that 
happened for 11% of all eye tracking trials and only 3% for mouse trials. 
These percentages indicate some problems that eye trackers have. Mainly 
these issues are due to the fact that they do not find the pupil all the time, 
or they might find the pupil from a place where there is no pupil.  

Text Entry 

Today, gaze as an input method has been used for entering text for over 30 
years (Majaranta & Räihä, 2002; 2007). The most direct route to apply eye 
tracking for text entry is to use on-screen keyboards, which can be 
modeled after the physical keyboards or after alternative keyboard 
solutions (Majaranta et al., 2006, 2009; Räihä & Ovaska, 2012). The 
characters have mainly been selected using a predefined dwell time and 
the length of that dwell time differs from one study to another. The text 
entry speed (in every text entry experiment, not just gaze-based) is 
measured as characters per minute (cpm) or as words per minute (wpm). 
Wpm is a reproduction from cpm, and they can be measured with the 
same quantity. In wpm, one word is defined to be 5 characters, including 
space and punctuation (Wobbrock, 2007). Thus, in the case of wpm, the 
time to write a sentence is divided with 5. To measure the errors in text 
entry tasks, usually two quantifications are used: minimum string distance 
(MSD) error rate, and keystrokes per character (KSPC). The MSD error 
rate compares the transcribed text (i.e., the text that was written by the 
participant) with the presented text, using a minimum string distance 
(Soukoreff & MacKenzie, 2003). The MSD error rate does not take into 
account how the text was produced—just the main result. KSPC, on the 
other hand, is used to give descriptive measures of the writing process 
itself, which means that the KSPC value indicates how often the 
participants corrected already typed characters (Soukoreff & MacKenzie, 



…
…

…
…

…
 

 12 

2003). Ideally, KSPC value is 1.00, which indicates that each individual key 
press has produced a correct character. However, if a participant makes a 
correction during text entry process (i.e., presses the delete key and 
chooses another letter), the value of KSPC is larger than one.  

Helmert et al. (2008) compared the use of three different dwell times (i.e., 
350, 500, and 700 ms) while typing text on an on-screen keyboard. The task 
of the participants was to enter 12 words with each of the dwell times. 
Each participant started with 700 ms dwell time, then moved to 500 ms 
dwell time, and finally used the 350 ms dwell time. The results showed 
that the pointing task time was fastest with the shortest dwell time (59.5 
cpm) and slowest for the longest dwell time (40.1 cpm). The pointing task 
time for the medium dwell time was 49.2 cpm. 

Majaranta et al. (2006) studied the effect of feedback to text entry. They 
compared four different types of feedback for indicating that a key had 
been pressed on an on-screen keyboard. The used feedbacks were as 
follows: visual only, visual and auditory, speech and visual, and speech 
only. In the visual feedback, the key that was focused on was highlighted. 
It started shrinking, and when the key was selected (i.e., pressed down), 
the letter was colored as red. In the auditory feedback, a ‘click’ sound was 
played when the key was pressed down. For the speech feedback, the 
letter was spoken out loud when the key was pressed down. In a 
combination feedback, both of the mentioned feedbacks were used (e.g., in 
visual and auditory feedback both were used simultaneously). Thirteen 
participants took part in the experiment where the task was to enter five 
short phrases of text utilizing four feedback modes in four blocks, using a 
predefined dwell time of 700 ms. The results revealed that the feedback 
mode influenced the text entry rate. Typing with visual-auditory feedback 
was the fastest one. To conclude, by adding a simple ‘click’ sound when 
the key is pressed, a typing speed can be significantly improved when 
dwell time is used as the selection technique. On a longitudinal eye typing 
study, where participants were allowed to adjust themselves the length of 
the dwell time, results showed that it is possible to be quite fast with eye 
typing (Majaranta et al., 2009).  

When an on-screen keyboard is used, some examples of different layouts 
of the places of the characters exist. For example, Špakov and Majaranta 
(2009) designed an alternative character layout to QWERTY. They used 
scrollable keyboards so that one, two, or three lines were visible of the 
keyboard. They designed an optimized keyboard arrangement so that 
they placed the most frequently used (in Finnish language) letters in the 
top row, the less frequently used letters in the second row, and the least 
used letters in the third row. The participants were able to scroll the rows 
using the buttons on the left or right-hand side of the keyboard. The 
designed letter placement was compared against the traditional QWERTY 
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layout. The results were encouraging, as the participants wrote slightly 
faster with the optimized layout than with the QWERTY layout. Their 
results showed that the mean writing speeds were 11.1 wpm for QWERTY 
and 12.18 wpm for the optimized letter placement. Similar results on 
keyboard design have been shown in other text-entry studies, where the 
QWERTY layout had been replaced (Bi et al., 2010; MacKenzie & Zhang, 
1999). For gaze-based text entry, the QWERTY layout might not be the 
most convenient alternative because the accuracy of eye tracking varies 
depending on gaze direction. Gazing with the eye closer to the extremities 
of its rotational range makes the tracking less accurate because the eyelid(s) 
may cover the eye(s) and, thus, the pupil would not be visible to the 
camera. In the QWERTY layout, for example, the most frequently used 
characters are placed on the edge of the keyboard (e.g., the character ‘a’), 
which may result in difficulties to the selection of the character when 
using gaze tracking (Räihä & Ovaska, 2012). 

In most eye typing studies, the layout design (e.g., key size and placement) 
of the keyboard was not explicitly considered. One example of a different 
layout is called GazeTalk (Aoki et al., 2008; Hansen et al., 2003; 2004). 
GazeTalk consists of a 3 × 4 table that is divided in 11 cells that include a 
(1 × 2) text field and 10 (1 × 1) buttons. The size of the buttons was 
approximately 8 × 8 cm and the size of the text field was approximately 16 
× 8 cm. Out of the 10 buttons, six were reserved for single characters that 
changed dynamically based on the written text; one button was reserved 
for selecting characters from an alphabetic listing; one button was for the 
eight most likely used words based on what the user had typed; and the 
last two was for the spacebar and backspace. The buttons were selected by 
dwelling on them. The results of a longitudinal study showed that the 
maximum text entry speed after one thousand typed sentences was 
approximately 9.4 wpm for Danish text and 29.9 cpm for Japanese text. 
The results are reported in two different metrics because Japanese text is 
different in its style as compared to Western text. And, thus, it is 
comparative to cpm value. 

Dasher is another example of a type of text-entry software. It is a dynamic 
keyboard that adapts itself according to the entered text. Dasher uses one 
modality (i.e., mouse, gaze) for entering text (Ward & MacKay, 2002). It is 
a zooming interface in which a user operates with continuous pointing 
gestures. In its initial state, the letters are placed on the right-hand side of 
a computer screen. When the user enters text, the characters start to zoom 
out in the direction of where the cursor is (i.e., the area surrounding the 
cursor grows in size to display the most probable characters). The 
character is selected once it crosses a vertical line in the middle of the 
screen. The user navigates through the characters simply by looking at 
them. At first glance, the characters may seem to be unorganized and may 
cause initial difficulties to a novice. However, after about one hour of 
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practice, most users learn the logic of Dasher and are able to use it quite 
fluently. In a longitudinal study where 12 participants used gaze-
controlled Dasher for ten fifteen-minute long sessions, the overall mean 
text-entry rate was approximately 17 wpm after the last session (Tuisku et 
al., 2008). However, after the first session, the mean text-entry rate was 
only approximately 2.5 wpm.  

It is noteworthy to mention that, for the most part, these GUIs are rarely, if 
ever, modeled to compensate for the technical weaknesses of pointing 
techniques. It is important to take into account the challenges of the new 
pointing techniques into the design of the GUI to improve functionality. 
As a general example of this type of adaption is a keyboard layout that 
Oulasvirta et al. (2013) have designed to be used with touchscreen devices 
(e.g., a tablet computer). The software—called KALQ—consists of two, 
rectangular 4 × 4 key grids placed in the regions that are within reach of a 
user’s thumbs. Oulasvirta et al. (2013) tested the KALQ layout against the 
traditional QWERTY layout. KALQ led to a faster text-entry rate than 
QWERTY (i.e., 37.1 wpm for KALQ and 27.7 wpm for QWERTY). This is 
once again proof that QWERTY might not be the best solution for entering 
text with alternative pointing techniques, despite its familiarity for users. 
Based on these findings, it could be concluded that it is important to 
design the keyboard layout according to the features of the used pointing 
device.  

2.2 FACE-BASED INTERACTION 

Background Information 

In contrast to vision as a perceptual system, facial behavior system is 
mainly an expressive system. Facial expressions result from the 
contraction of facial muscles, which in turn, causes the facial skin to move 
accordingly (Rinn, 1984). The human facial muscle system is well 
advanced (as Figure 2 demonstrates). There are over 40 muscles that are 
used in generating facial expressions by contracting one or more of them 
(Rinn, 1984). Thus, faces are capable of producing versatile expressions 
(Mehrabian, 1981).The face area is well represented in the primary motor 
cortex. Facial muscles are, in this way, under good control.  
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Figure 2.Representation of facial muscles. (The important ones for the scope of this thesis are: frontalis (A), 
corrugator supercilii (B), zygomaticus major (G) (Picture adapted from Wikimedia Commons, public domain).  

In addition to spontaneous facial behavior (e.g., spontaneous emotional 
behavior), people are able to control their facial muscles voluntarily. It is 
known that people easily and frequently use their facial behavior on a 
voluntary basis in social interaction (Ekman, 1992; Ekman & Davidson, 
1993; Hietanen et al., 1998; Surakka & Hietanen, 1998). The knowledge 
that the facial muscles can be controlled at will has made it possible to 
utilize the facial system in controlled tasks, such as pointing and selecting 
objects on a computer screen. The facial information can be used in simple 
pointing and selecting tasks that are modeled after the use of a mouse or 
perhaps in more advanced tasks like entering text (that can still involve 
pointing and selecting). 

Measurement Techniques 

For utilizing facial behavior (i.e., facial expressions) for interacting with 
computers, different measurement techniques can be used to track facial 
behavior. The activity of facial muscles can be measured with EMG, which 
is one method for transferring facial signals for the HCI purposes. EMG 
measures the levels of electrical activity in the facial muscles (Davidson et 
al., 2000; Fridlund & Cacioppo, 1987). EMG measurements can be so 
accurate that it measures the activity that is not visible in the face. With 
facial EMG most often electrical activity of corrugator supercilii (i.e., 
activated when frowning) and/or zygomaticus major (i.e., activated when 
smiling) muscles have been measured (Fridlund & Cacioppo, 1986). With 
frowning and smiling actions, for example, objects can be selected on a 
computer screen (Barreto et al., 2000; Surakka et al., 2004, 2005). In 
addition to the face area, EMG has been used for measuring the activity of 
other muscles in the human body such as muscles in the hand have been 
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used for controlling computers (Chen et al., 2007; Kim et al., 2004; Xion et 
al., 2011). 

EMG has the downside that electrodes need to be attached to the skin. 
Plus, the skin needs to be prepared for the electrodes by being cleansed 
with ethanol, scrubbed with cotton sticks, and applied with abrasive paste 
need to remove the dead skin cells. All of these measures ensure a lower 
impedance of the EMG electrode. It is easy to realize that it might be quite 
cumbersome to use EMG on a daily basis. Further, there might be artifacts 
in EMG signals (e.g., because of body movement, teeth grinding, or 
extensive blinking) which has caused the signal to be unreliable 
(Rymarczyk et al., 2011).  

Another possibility to measure facial activations is to use a capacitive 
sensing method (Rantanen et al., 2010; 2012a)—first introduced by Russian 
Léon Theremin in 1919 as a music player named after him. The theremin 
consisted of two metal antennas that sensed the position of the hands of 
the musician. One hand controlled the frequency of the sound, and the 
other controlled the volume. By moving the hands closer and farther away 
from the theremin, sound was created. Since then, applications of the 
capacitive sensors vary from sensitive clothes (Holleis et al., 2008) and 
posture recognition (Valtonen et al., 2011) to guitar strings (Wimmer & 
Baudisch, 2011), and much more. The capacitive measurement has the 
same principle as capacitive push buttons (e.g., traffic light buttons) and 
touchpads (e.g., a touchpad on a laptop) have. The principle for the 
capacitive measurement is simple. Only a single electrode that produces 
an electric field is needed for one measurement channel. Thus, the 
capacitive method is based on the proximity of the object to the electrodes. 
When an object nears the device, the electric field alters. Then, this change 
can be interpreted by signal processing algorithms (e.g., to create a mouse 
click using proper signal processing algorithms). In short, the capacitive 
measurement uses the distance between the electrode and the target (see 
Figure 3 for an illustration of the capacitive measurement). To use a 
capacitive sensing method for measuring facial behavior is a recent 
application area in HCI (Rantanen et al., 2010). 

 

Figure 3. Left: Target is further away from the measurement electrode, and thus, the capacitance is larger. 
Right: The target is closer to the electrode, thus, decreasing the capacitance. Arrows represents the electric 

field between the electrode and the target. 
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Rantanen et al. (2010) studied the feasibility of the capacitive sensing 
method for HCI. They placed the sensor on a bridge of the nose of eye 
glasses so that it was able to detect both: raising the eyebrows and 
lowering the eyebrows (i.e., frowning). A short test was run to find out the 
feasibility of the capacitive measurements. The task of the participants (N 
= 10) was to move their eyebrows (i.e., to frown or to raise them) 
according to a corresponding sound clip. The signal collected from the 
capacitive sensor was recorded and analyzed offline with an algorithm 
that was designed for detecting the eyebrow movements from the signal. 
Even though the capacitive sensor was not used for real-time interaction 
tasks, the results showed that the capacitive sensing method detected 
facial movements.  

To continue the study of a capacitive sensing technique, Rantanen et al. 
(2012a) investigated the use of it for more complex facial activity than 
basic frowning and raising of the eyebrows. For that, they built a wearable 
measurement prototype device in which the capacitive sensors were 
attached to a headset with six whiskers-like extensions (see Figure 4). 
There were three extensions in each side of the prototype so that the top 
extensions were placed above the eyebrows; the middle extensions were 
placed on the top of each cheek; and the bottom extensions were placed in 
the mouth and the jaw area. The task of the participants (N = 10) was to 
produce six facial actions that were: lowering the eyebrows, raising the 
eyebrows, closing the eyes, opening the mouth, raising the mouth corners, 
and lowering the mouth corners. They were told to perform these actions 
so that other parts of the faces—that were not involved on the current 
action—would stay still during the activations. It was found that even 
with these predefined facial actions, some facial movements activated 
parts of the face that were not meant to be activated. This indicates that 
the addition of measurement channels might introduce a potential 
problem when different facial muscles could be used at the same time. 
Further, results revealed that, with capacitive sensors, it might be possible 
to detect more complex facial activity than simple frowning and raising 
the eyebrows such as a combination of them.  
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Figure 4. The measurement prototype device (Figure printed by permission of Ville Rantanen). 

Rantanen et al. (2013) continued their work with the above measurement 
device and found out that, with the capacitive sensing method, it is 
possible to detect the intensity of facial movement. 

The Use of Facial Information in HCI 

In HCI, studies that have monitored signals of the human neuromuscular 
system, as an alternative interaction method, have emerged. In 
psychophysiological research, human physiological signals have been 
used for quite a long time. However, the idea of using the signals 
measured from human body as a HCI method is more recent. Both 
spontaneous and voluntarily produced changes in the electrical activity of 
the human body have been utilized both for controlling computers 
(Kübler et al., 1999; Surakka et al., 2004; Wolpaw, 2007) and also for social-
emotional HCI purposes (Baxter & Sommerville, 2011; Picard, 1997; 
Surakka & Vanhala, 2011; Vanhala & Surakka, 2008). 

Most studies involving facial EMG have been conducted so that facial 
EMG has been used to record the facial muscle activity to find out the 
reactions that participants have on the phenomena that is under 
investigation. Mostly the activation of zygomaticus major (activated when 
smiling) and corrugator supercilii (activated when frowning) is measured to 
find out the reactions to different stimulations (Partala et al., 2006; 
Rymarczyk et al., 2011; Surakka & Hietanen, 1998; Vanhala et al., 2010; 
2012).  

Barreto et al. (2000) were among the first ones who used facial EMG for 
controlling computers. They measured the activity of frontalis (activated 
when raising the eyebrows) and left and right temporalis (activated when 
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moving the jaws) using three EMG electrodes. The facial muscle 
activations controlled the cursor on a computer screen. The action of 
raising the eyebrows resulted in moving the cursor upwards; the lowering 
of the eyebrows action moved the cursor downwards; left jaw movement 
moved the cursor left; right jaw movement moved the cursor right; and, 
finally, full jaw movement resulted in a mouse click (left mouse click). 
They tested their EMG system using simple pointing and selecting tasks. 
The tasks of the participants were to first point and select the start button 
and then point and select the stop button. The start button’s diameter 
stayed static throughout the experiment and was 8.5 mm. For the target 
buttons, three diameters were used (8.5, 12.5, 17.0, and 22.0 mm). The start 
button was placed in the middle of the display, and the location of the 
stop button was varied so that it was placed in every corner of the display. 
The overall mean task time was 16.4 seconds.   

Chin and Barreto (2006) continued the research on using facial EMG as a 
pointing and selecting technique. They measured the activity of right 
frontalis, left and right temporalis, and procerus (which is activated when 
lowering the eyebrows). Otherwise, the procedure was the same as earlier 
(Barreto et al., 2000). They reported an overall mean pointing task time of 
13.2 seconds. In a follow up study, Chin et al. (2006) measured the 
activations of right frontalis, and left and right temporalis similar to Barreto 
et al. (2000)—and the activations of frontalis, left and right temporalis, and 
procerus similar to Chin and Barreto (2006)—for measuring the facial 
activity. Again, the procedure was the same as before (Barreto et al., 2000). 
The results showed an overall mean task time of 16.4 seconds for the first 
system and 13.2 seconds for the second system.  

The problem with facial EMG method as a unimodal interaction technique 
is the fact that it might be difficult and even slow to point to objects using 
only facial EMG (Barreto et al., 2000; Chin & Barreto, 2006; Chin et al., 
2006). This probably results from the fact that there was no direct route to 
move the cursor diagonally. This means that, for diagonal movement, two 
different facial muscles needed to be activated one after the other. 

Text Entry 

Text-entry studies are rare for techniques that measure information from 
human face. One example was presented by Gizatdinova et al. (2012). 
They used a computer vision technique, in which the cursor was moved 
by moving the head and characters were selected either by opening the 
mouth or raising the eyebrows. These actions were detected by using a 
simple web camera. A regular QWERTY on-screen keyboard was used for 
entering the text. The results showed an overall mean text-entry rate of 3 
wpm. Based on these results, it seems that—while using computer vision 
for entering text is a promising approach—there is still room for 
improvement.  
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Dasher has been used for computer vision-based text entry (De Silva et al., 
2003). In this case, Dasher was controlled by head movements (i.e., 
moving the head to the right caused Dasher to move right), which was 
detected using a web camera. The average text-entry rate was reported 
being 38 cpm (i.e., 7.3 wpm) for two users.  

2.3 MULTIMODAL INTERACTION 
When using synchronously two or more different modalities—in this case 
the facial system and visual system—it is called multimodality. 
Multimodal interaction can be divided into two parts: input, and input 
and output research. This thesis introduces only the multimodal input as 
measured from the face area. Multimodal input in HCI can be defined as 
“a system that responds to inputs in more than one communication channel” 
(Jaimes & Sebe, 2007). In the current thesis, multimodality refers to the use 
of facial input (i.e., face-based multimodality) by the means of combining 
eye movements (i.e., gaze direction) and facial behavior (i.e., behavior or 
signals measured from face area) input in HCI. Research on face-based 
multimodality has emerged quite recently in HCI (Chin et al., 2008; 
D’Mello & Kory, 2012; San Agustin et al., 2009b; Surakka et al., 2004).  

The advantage of the multimodal interaction, as compared to unimodal 
interaction, comes from the fact that the most functional or most 
convenient parts of both modalities can be utilized. That is, with gaze it is 
easy to look at any place, but making the selection does not come naturally. 
Further, with the facial muscles pointing, it might be slow and somewhat 
unnatural. The object selection by activating facial muscles, however, 
comes quite naturally for people.  

Background Information 

People naturally use these two rather complex systems (i.e., gaze and face) 
so that they do not need to actively think about the use of them. They are 
used to generating facial expressions and directing their gaze to any object 
of interest—without giving it much thought. This type of behavior 
happens every day and is natural for people—even automatic. However, 
when discussing about the voluntary use of these two systems in 
combination in HCI, it becomes more complex.  

If a task of the user is to point and select some predefined objects using 
gaze direction and facial muscle activations for point and select objects, 
however, there are many processes needed. First, the user needs to gaze at 
the object to be selected and then actively keep the eyes focused on the 
target. Next, the user needs to create a conscious perception and 
understanding about the fact that the gaze is on the object. Only after that 
can the facial system be activated for object selection. It is virtually 
impossible to make the decision to activate facial muscles properly in 
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respect to the task before the visual information is received (and 
understood). When the user understands that the gaze is on the object 
she/he can activate the facial muscle(s) in order to select the object. After a 
successful activation of facial muscles, the user needs to understand that 
the object was selected (e.g., to see that the object disappeared after a 
successful selection). Following this, a new task may begin. 

Based on the above example, it is easy to realize that multimodality can be 
seen as a cognitive process in a sense that one needs to always actively 
process and decide when to activate the first modality and when to 
activate the second modality. Thus, face-based interaction requires 
perception, memory, and thinking (Atkinson & Shiffrin, 1968; Baddeley & 
Hitch, 1974; Baddeley, 2000; Matlin, 2009; Whitman, 2011). These 
processes are not in the scope of the current thesis and, therefore, are not 
further discussed. 

Pointing and Selecting 

The most direct route in using gaze and facial information for multimodal 
interaction is to imitate the same functions that the mouse has (i.e., 
pointing and selecting). The work on this area is quite recent, and mainly 
eye trackers and EMG have been used. 

Partala et al. (2001) tested an idea that used gaze direction for pointing 
and facial muscle activations for selecting objects. The idea was that a 
remote eye tracker could be used for measuring gaze direction for 
pointing and facial EMG from above the corrugator supercilii (i.e., activated 
when frowning) facial muscles for object selection. The system was an 
offline one, so that the data from these two systems were combined and 
analyzed offline. The new technique was compared to a regular computer 
mouse. The task was to first point and select a home square and then to 
point and select a target circle. They used three pointing distances (50, 100, 
and 150 pixels) and one target size (32 pixels). The target circle appeared 
in each of the eight angles in relation to the home square. Seven people 
participated in the experiment. The results showed an overall mean 
pointing task time of approximately 0.6 seconds. For the mouse, the 
overall mean task time was approximately 0.8 seconds.  

Later, Surakka et al. (2004) introduced a real time system where gaze was 
used for pointing, and frowning was used for object selection. They used 
three pointing distances (60, 120, and 180 mm) and three diameters for 
target circle (25, 30, and 40 mm). Again, the target circle appeared in each 
of the eight angles in relation to the home square. The new technique was 
again compared to the computer mouse. Fourteen people participated in 
the experiment. The results showed an overall mean task time of 0.7 
seconds for the new technique and 0.6 seconds for the mouse. In a follow-
up study, Surakka et al. (2005) compared the use of frowning and smiling 
as the selection technique with gaze. They used the same task, as in the 
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earlier study, with eight participants. The results showed that smiling 
outperformed frowning as the selection technique, because the overall 
mean task times were 0.9 seconds for the frowning technique and 0.5 
seconds for the smiling technique.  

San Agustin et al. (2009a) used a self-built eye tracker for pointing and a 
commercial CyberLink™ headband for EMG measurements for object 
selection. They ran the experiment (N = 6) in a static condition (i.e., sitting 
in front of a desktop computer screen) and in a mobile condition (i.e., 
walking in a treadmill wearing a head-mounted display) for comparing 
the use four pointing and selection techniques. The pointing techniques 
were gaze and mouse, and the selection techniques were EMG and a 
mouse. These two pointing techniques—and two selection techniques—
were then combined in to total of four pointing and selection techniques. 
The results showed that the overall mean task time for the static condition 
was 0.8 seconds, and—for the mobile condition—it was approximately 
one second.  

Mateo et al. (2008) and San Agustin et al. (2009b) tested two pointing 
techniques (i.e., gaze and mouse) and two selection techniques (i.e., EMG 
selection and mouse click selection) in  an experiment where each of the 
four combined pointing and selection techniques. With the EMG selection, 
the selection was indicated either by frowning or by tightening the jaws. 
The task of the participants (N = 5) was to point and select targets. Three 
target sizes (100, 125, and 150 pixels) and three pointing distances (200, 250, 
and 300 pixels) were used. The results showed that the overall mean task 
time was 0.4 seconds when all the pointing and selection techniques were 
taken into account. The fastest technique was gaze-pointing combined 
with EMG-selection, with a mean task time of 0.35 seconds.  

Navallas et al. (2011) used the activation of frontalis facial muscle for object 
selection when pointing was done by gaze. They had three different 
groups of eight people performing the pointing and selecting tasks. One 
group tested the system with no communication protocols between the 
EMG and eye tracker (i.e., offline analysis); the second group tested the 
system with communication between the EMG and eye tracker (i.e., real 
time interaction); and the third group tested the system with 
communication between the EMG, eye tracker, and fixation delay (i.e., the 
participant needed to fixate on the target long enough before the selection 
could be made). They used three different noise levels for the signals. The 
used experimental setup was the same as in San Agustin et al. (2009b). 
They reported an overall mean task times of approximately 0.7 to 1.4 
seconds, depending on the setup.  

Lyons et al. (2001) used gaze direction and facial muscle activations 
differently than the above studies. That is, they used facial EMG for 
correcting the inaccuracies of the eye tracker and for selecting objects. The 
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method functioned so that participants first pointed to an object by gaze. 
If—after a gaze pointing—the cursor was not inside the object, the cursor 
was moved inside the object using facial muscle activations. Left and right 
yaw clenches caused the cursor to move left and right, respectively. 
Similarly, up and down movements of the eyebrows caused the cursor to 
move up and down, respectively. The object was selected with a full jaw 
clench. They also compared the use of the combined method to a 
computer mouse and unimodal EMG method (Barreto et al., 2000). They 
used the same task as Barreto et al. (2000) and compared the use of the 
combined system of the EMG-only system and the use of a mouse. The 
overall mean task time for the combined system was 6.8 seconds; for EMG, 
only it was 16.4 seconds; and for the mouse, it was one second.  

Chin et al. (2008) improved the combined system introduced by Lyons et 
al. (2001) and reported an overall mean task time was 4.7 seconds. Chin et 
al. (2009) further improved the combined system. They compared the use 
of it to the use of a regular computer mouse and to the use of a purely 
gaze-based system (with a dwell time of 100 ms). They had 10 participants 
for each of the input methods. The results showed that the overall mean 
completion time was 0.98 s for the mouse, 4.68 s for the combined system, 
and 3.07 s for the eye tracking system. In these studies (Chin et al., 2008, 
2009; Lyons et al., 2001), the object sizes were quite small—which can 
certainly affect the pointing task times when eye tracking is used for 
pointing because there could be a calibration error that makes it difficult 
(or even impossible) to hit the smallest targets.  

Although, in this thesis, brain-computer interfaces (BCIs) are not in the 
focus, one interesting multimodal example of BCIs are introduced. 
Vilimek and Zander (2009) and Zander et al. (2010) have used BCI for 
indicating the selections when gaze direction was used for pointing. They 
called their multimodal system “BC (eye).” The task of the participants (N 
= 10) was to perform a search-and-select task using BC (eye). Participants 
were presented with reference stimuli in the middle of the screen. Around 
it—in a circular arrangement—were 12 stimuli, of which one was the 
target stimulus. The task of the participant was to find the target stimulus 
that was the same as the reference stimulus. The stimuli consisted of either 
four characters in an easy condition or seven characters in a difficult 
condition. The time that it took to find and select the target stimulus was 
measured as the task time. Three different selection techniques were used 
with eye tracker: short dwell time (1000 ms), long dwell time (which was 
either 1300 ms in Zander et al., 2010 or 1500 ms in Vilimek & Zander, 2009), 
and BCI (i.e., by thinking the activation). The overall mean task time for 
short dwell time was 4.68 seconds, for long dwell time, 6.08 seconds, and 
for BCI, 7.37 seconds.  
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Zhai et al. (1999) proposed an alternative pointing technique for gaze 
called Manual and Gaze Input Cascade (MAGIC) pointing. MAGIC 
pointing combined the use of gaze pointing to manual selection in two 
different methods. In conservative MAGIC pointing, the cursor appeared 
where the user was gazing at after the user moved the pointing device 
slightly, and the selection was made using a manual pointing device (e.g., 
by mouse button). In liberal MAGIC pointing, the cursor appears next to 
every object that the user is gazing at, without the need to physically move 
the cursor. The use of the two MAGIC techniques was compared to mouse 
pointing. The task of the participants (N = 9) was to point and select 
targets using two target sizes (20 and 60 pixels) and three pointing 
distances (200, 500, and 800 pixels) were used. The completion time for the 
mouse technique was 1.4 seconds, 1.52 seconds for conservative MAGIC 
technique, and 1.33 seconds for the liberal MAGIC pointing technique. 
This MAGIC technique shows that the multimodal technique where the 
hand is used for indicating the selection as compared to facial muscle 
activation, the speed of the operation is comparable to the face-based 
techniques. 

Text Entry 

The above described multimodal techniques have been proven functional 
in simple pointing and selecting tasks. They show such a promise that 
they could very well be used in more advanced tasks that still involve 
pointing and selecting. Even though text entry would be a valuable 
application, the studies on text entry with multimodal (face-based) 
techniques are virtually non-existing. Examples can be found only on 
gaze-based systems and from such a system where BCI is used for 
selecting objects. 

Ashtiani and MacKenzie (2010) introduced text entry software, named as 
BlinkWrite2, which uses an ambiguous scanning method (SAK). 
BlinkWrite2 consists of two regions: one is for selecting letters, and the 
other is for the word selection region. The letter selection consists of four 
keys so that letters (26, according to English alphabet) are divided in 
alphabetical order to three keys, and the fourth key includes the spacebar. 
The letters are scanned, and the letters are selected by blinking once the 
scanning is on the desired key. After each character selection, the word list 
was updated according to the selections that were made. They ran an 
experiment where the task of the participants was to enter five phrases, 
using three different scanning intervals. The results revealed an overall 
mean text entry rate of 4.71 wpm. 

Yong et al. (2011) ran an experiment (N = 7) where the eye tracker was 
used as a pointing device, and BCI was used as a selection device. Their 
study was offline once, so that the data from eye tracker and BCI was 
combined offline and not in the real-time. The task of the participants was 
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to enter text so that the character was pointed by gaze and when the gaze 
had been on the object for an amount of dwell time (i.e., 0.75 and 1.00 
seconds), the user could select the character by thinking of a hand 
extension movement. The results showed that the text entry rate was 9.1 
cpm on average.  
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3 Evaluation of Pointing Devices 

Evaluation of different pointing devices is important in order to gain 
knowledge on how they are functioning and how they can be improved. 
Pointing devices need to be developed further—and, in a sense, they are 
never ready. The mouse, as an example, has changed in its design and 
functionalities throughout the years so that it would be easier and perhaps 
more natural to use.  

Different methods exist on how the pointing devices can be objectively 
and subjectively evaluated and compared with each other. The most 
commonly used objective method is called as Fitts’ law (Fitts, 1954). While 
objective metrics are important, equally important is the measurement of 
subjective metrics. That is because—even if the pointing device would be 
very effective to use—if the potential users do not appreciate it, they will 
not use it.  

3.1 FITTS’ LAW 
The underlying model for Fitts’ law comes from human behavioral 
research—mainly from studies concerning the functioning of the motor 
system. Fitts’ law can describe the information capacity of the human 
motor system by measuring the consistent movement from among several 
movement types. Fitts’ law is a mathematical model, which measures the 
relationship between the difficulty of the pointing task and the pointing 
task time (Fitts, 1954; MacKenzie, 1992). The difficulty of the pointing task 
can be varied by using different pointing distances and the width of the 
targets.  

The task difficulty is defined as an index of difficulty (ID), which is 
calculated through the equation ID = log2(A/W + 1)—where A is the 



…
…

…
…

…
 

 28 

moved distance (amplitude) and W is the width of the target area. The tasks 
that involve Fitts’ law analysis are usually relatively simple pointing and 
selection tasks, where the pointing distance and size of the target are 
varied in order to gain different ID values. The ID has a linear relationship 
to pointing time, and, thus, it can be described by the linear regression 
equation of the movement time (MT). MT = a + b ID, where a and b are the 
regression coefficients. Different pointing techniques can be compared 
with each other using an index of performance value (later called as 
throughput), that can be retrieved from the equation of the MT. 
Throughput is calculated by taking the inverse of b; that is, throughput = 
1/b (Zhai, 2004).  

Originally, Fitts (1954) studied only one-dimensional movement with a 
stylus tapping. He used two physical discs with a height of 6 inches that 
the participants tapped with a stylus. The pointing distances (2, 4, 8, and 
16 inches) and the width of the targets (0.25, 0.5, 1, and 2 inches) were 
varied, so that the tasks were at a different level as measured with task 
difficulty. The task of the participants (N = 16) was to hit these discs with a 
stylus as many time as possible in 15 seconds. Two styluses were used: 
one was lighter (1 ounce) than the other (1 pound). The results showed 
that the movement time increased when the distance grew. The error 
percentages grew when the width of the target was small as compared to 
larger target widths. The average error rate with a lighter stylus was 1.2% 
and 1.3% with the heavier stylus. The throughput varied from 10.3 bits/s 
to 11.5 bits/s with the lighter stylus and from 7.5 bits/s to 10.4 bits/s with 
the heavier stylus. Fitts (1954) concluded that the measured performance 
describes quite well the capacity of the human motor system because the 
throughput values stayed consistent throughout the experiment.  

Since the 1950s, when the first article about the Fitts’ law was published, it 
has widely been used by other researchers in evaluating different types of 
pointing devices (e.g., Card et al., 1978; MacKenzie & Buxton, 1992; 
MacKenzie & Isokoski, 2008; Surakka et al., 2004; Whisenand & Emurian, 
1996; Zhai, 2004). In HCI, the first study that has exploited the Fitts’ law in 
evaluating a performance of pointing device was a study by Card et al. 
(1978). They compared the use of a mouse, joystick, and two sets of keys 
on a keyboard (i.e., step keys, or arrows, and text keys) for object selection. 
The keys were selected so that they were standard ones in the 1970s to be 
used with cathode ray tube (CRT) displays. In the experiment, the 
participants (N = 5) were shown a page of text. The task was to point and 
select a target word or phrase that was marked by highlighting it. Five 
distances from starting position (1, 2, 4, 8, and 16 cm) and four target sizes 
(1, 2, 4, 10 characters) were used. The results showed that the mouse was 
the fastest and most efficient on the tested pointing devices, whereas the 
key-based techniques were much slower. Card et al. (1978) did not report 
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the throughput values in such a way that is almost a standard today, but 
their study has been an important starting point on using Fitts’ law in HCI.  

The Fitts’ law was first introduced only for one-dimensional pointing 
(Fitts, 1954). It has later been extended for taking into account the angle of 
the movement. For example, Whisenand and Emurian (1996) studied the 
angle of the movement for the mouse. They used  four target widths (0.25, 
0.5., 1.0, and 1.5 cm), five pointing distances (1, 2, 4, 8, and 10 cm), and 
eight pointing angles (0°, 45°, 90°, 135°, 180°, 225°, 270°, and 315°). The 
results showed the following: First, the movement time increased when 
the target size decreased; and, secondly, it was shown that horizontal and 
vertical angles resulted in faster pointing task times than diagonal angles. 
The throughput values were not calculated. 

The growth in the display sizes has allowed the use of more variety in ID 
values because longer pointing distances are possible to be used in 
analyzing the pointing device employing Fitts’ law. The longer pointing 
distances could give more reliable results on pointing task times, since 
nowadays people tend to use increasingly bigger displays when 
interacting with computers (Tan et al., 2006). Of course, the limits of the 
pointing method need to be taken into account. Finger tapping, for 
example, is not possible in too large displays if a person is not able to 
reach everywhere on the screen. 

The Fitts’ law has been seen to be theoretical, and it has been criticized for 
the fact that it does not take into account the actual movement that the 
users do while performing these tasks. Thus, Fitts’ law has been extended 
to take into account the movement that user performs by calculating the 
effective target width, or We (MacKenzie & Soukoreff, 2003). We is 
calculated so that We = 4.1333sx, where sx is the standard deviation of the 
selection coordinates in the place that user has selected the object. With 
this method, more reliable values for Fitts’ law can be calculated because 
they are based on the actual movement that users perform. Thus, in the 
function for ID, the value of W is replaced with the value of We. 

Quite naturally, the throughput values depend on the experimental setup 
(i.e., on the used target sizes and pointing distances). For that reason, one 
needs to be cautious when comparing different studies with each other. 
When taking this point into account, the following comparison can be 
made: The mouse is the most commonly used pointing device in HCI and 
has thus been often evaluated using Fitts’ law. The throughput value has 
been reported in many studies of being approximately 5 bits/s (Isokoski & 
Raisamo, 2004; Surakka et al., 2004). It is a good value for reference and to 
compare other alternative pointing devices to it.  

For the techniques that utilize voluntary gaze direction and facial muscle 
activations, only a few publications have calculated the throughput values. 
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Surakka et al. (2004) calculated the Fitts’ law and found that the new 
technique was more efficient than the computer mouse in terms of 
throughput. The throughput value for the new technique was 12.7 bits/s. 
San Agustin et al. (2009b) reported a throughput value of 3.03 bits/s. Chin 
et al. (2009) did not report a throughput value; they only mentioned a poor 
match to the Fitts’ law model.  

3.2 SUBJECTIVE RATINGS 
While Fitts’ law analysis compares the performance of the pointing 
devices objectively, it is equally important to collect the ratings of the 
subjective experience as well. However, there are almost as many 
possibilities to measure the subjective ratings as there are researchers. It is 
necessary to take a look on what kind of scales there are that are intended 
for evaluating the subjective experience.  

A profound theory and method that is presented for collecting subjective 
rating is called semantic differential (Osgood, 1952). The semantic 
differential method uses the combination of associational and scaling 
procedures. When this method was originally used, the subjective 
experience was rated along seven-point continuous scales. Both ends of 
the scale had opposite adjective pairs (e.g., good and bad) and task of the 
evaluator was to rate his or her experience using the scale. The method is 
independent on what the object is evaluated as. That is, it can be used to 
evaluate a wide variety of objects, including user interfaces, buildings, 
persons, ad infinitum.  

Based on the semantic differential method, Bradley and Lang (1994) 
introduced three nine-point bipolar scales for measuring emotion-related 
experiences. The scales were: valence, arousal, and dominance. The 
bipolar scales varied from -4 to +4, so that 0 represented the neutral 
evaluation. These scales have been used in many HCI studies (Anttonen & 
Surakka, 2005; Ilves & Surakka, 2013; Salminen et al., 2008). However, 
these scales are not well suitable for evaluating pointing devices because 
they focus more on evaluating stimulus that the participant is affected to, 
rather than on the used device.  

That is why Surakka et al. (2004) created a set of six bipolar rating scales 
that adopted the use of both above theories. The scales were general 
evaluation (i.e., varies from bad to good), difficulty (from difficult to easy), 
speed (from slow to fast), accuracy (from inaccurate to accurate), 
enjoyableness (from not enjoyable to enjoyable), and efficiency (from 
inefficient to efficient). These scales have been successfully used in studies 
that new pointing devices have been evaluated (Surakka et al. 2004; 2005). 
For example, Surakka et al. (2004) reported that the new technique was 
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rated as more difficult and less accurate to use than the mouse. On the 
other hand, the new technique was rated as faster than the mouse. 

Another possibility is to use independent rating scales that ISO 9241-9 
standard (ISO 9241-9 standard, 2000) provides. It is a 7-point Likert scale 
and is meant for evaluating non-keyboard input devices. The scales 
include an evaluation of the speed of the operation and mental and 
physical effort that is required for operation (ISO 9241-9 standard, 2000). 
The idea behind these scales is to gain some more information on the used 
pointing device, other than merely objective metrics. 

3.3 INTERVIEWS 
Interviews can provide more in-depth answers than subjective rating 
scales. In interviews, participants are able to explain their visions in more 
detail than is possible when using simple rating scales (Vilkko-Riihelä, 
1999). 

For interviews, there are different possibilities on how to conduct the 
interview. The questions, of course, need to be created separately for every 
topic, but the method for conducting the actual interview might change. 
For a really strict interview, a structured method may be used (DiCicco-
Bloom & Crabtree, 2006). A participant is presented only the predefined 
set of questions, and other questions are not asked.   

A freer interview is called a semi-structured interview (DiCicco-Bloom & 
Crabtree, 2006). This is a type of interview where a predefined set of 
questions is created similarly as in structured interview. However, the 
interviewer is allowed to ask clarifying questions or continuations to the 
questions as she/he thinks are needed in order for the interviewee to 
explain his/her thoughts on a deeper level. The freest interview is called 
as unstructured or a freeform interview, in which there are only themes 
that the participant is presented with.  

There are pros and cons for each of these methods. For example, in a 
structured interview, the answers can easily be analyzed against each 
other. On the other hand, the information gained from a freeform 
interview may be more diversified than in a structured interview. On the 
analysis side, it is of course easier to analyze the answers from a 
structured interview than from the freeform interview. 
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4 Introduction to Face Interface 
and publications 

Developing the Face Interface prototype has been iterative. During the 
process of this thesis work, altogether three versions of the Face Interface 
prototype have been iteratively developed and experimentally tested. This 
chapter introduces the development of Face Interface and its publications. 
The thesis consists of five original publications where the Face Interface 
prototype has been used as the pointing and selecting device for HCI. 
Different versions of the Face Interface prototype are introduced, and the 
five different publications are summarized below: 

4.1 PROTOTYPE 1 
The first version of Face Interface prototype is shown in Figure 5. The 
prototype device was built on the frames of protective glasses. The device 
consisted of a web camera for imaging the eye, an infrared (IR) light 
source for illumination of the eye, and a capacitive sensor for detecting 
facial movements resulting from the activation of the corrugator supercilii. 
The eye tracker was especially build for the Face Interface prototype using 
a commercial, low-cost USB web camera (Creative Live! Cam Notebook) at 
approximately 30 frames per second. It was slightly modified to operate in 
the IR wavelengths. 
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Figure 5. A close‐up of the Face Interface prototype (a) and person wearing the prototype (b) (Tuisku et al., 
2011 © 2011 IEEE). 

The sensor unit (shown in Figure 5) consisted of a programmable 
controller for capacitive sensors and the electrodes that were on the 
bottom side of the sensor circuit board. The capacitance was measured at a 
sampling rate of approximately 90 Hz. Electronics for sending the 
measurement data to a computer were hidden in the frames of the device 
on top of the user’s right ear. The electronics had a microcontroller that 
gathered the data from the sensor unit and an RS232 transceiver that 
provided the connection to a serial port of a computer (Rantanen et al., 
2010). 

The pupil detection algorithm was implemented to extract the location of 
the center of the pupil from the camera image in order to calculate the 
point of gaze on the computer screen from the measured center of the 
pupil. The use of infrared light ensured that the pupil was represented as 
the darkest and biggest region in the image. A simple, yet effective, 
procedure of intensity thresholding was used to find the position of the 
pupil in the image. First, the image of the eye was thresholded using a 
pixel grid of size 4 × 4, which was found to be optimal for a given 
resolution of the video frame (320 × 240 pixels). The output of the 
thresholding procedure was a binary image, containing areas in which the 
pixel values were above the threshold. The biggest region—which was 
located close to the center of the image and corresponded to a number of 
rules, defining an elliptic shape of the pupil—was selected as a pupil 
candidate.  

The calibration of the eye tracker was done similar to what was proposed 
by Li et al. (2005) in the OpenEyes project. In particular, the program code 
from the OpenEyes project was utilized to calculate the approximation 
coefficients, which defined the matrix of correspondence between the 
found pupil center and the point of gaze on the screen. 

Movement of the eyebrow was detected by finding increasing or 
decreasing slopes from the capacitive signal. First, the absolute value of 
the signal derivative was calculated. Then, if the current value of the 
signal exceeded an adaptive threshold (i.e., 5.0 times the mean of 500 
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previous samples), a mouse click or, in other words, an object selection 
was generated. 

Publication I: Gazing and Frowning to Computers Can Be Enjoyable 

In Publication I, the first version of the Face Interface prototype was 
introduced and experimentally tested. Because the prototype did not take 
into account the head movements, a chin-rest was used for preventing 
involuntary head movements in order to improve the reliability of eye 
tracking. The chin rest was used to evaluate the possible potential future 
of the device. Two experiments were ran to investigate the functionality of 
the Face Interface prototype. In Experiment 1, the participants (N = 10) 
used only the Face Interface. In Experiment 2 (N = 10), the eye tracker of 
the prototype was replaced with a commercial Tobii 1750 eye tracker for 
pointing, and the same sensor as in the Experiment 1 was used as the 
selection device. This was done to find out the full potential of the Face 
Interface technique. 

The task of the participants was to perform a simple Fitts’ law style 
pointing and selection task. First, the participant pointed a home square 
by gaze, and selected it by frowning—and then did the same for target 
circle. The targets were highlighted when the gaze was inside it; and, after 
a successful selection of the target, it disappeared. When both targets were 
successfully selected, there was a pause of 2 seconds, and then the home 
square and the target circle appeared again in different locations. The 
target circle appeared in eight directions in relation to the home square. 
Three pointing distances (60, 120, and 180 mm) and three target circle 
diameters (25, 30, and 40 mm) were used. Thus, in total, one participant 
performed 72 (8 × 3 × 3) trials.  

The results showed a mean task completion time of 2.5 seconds in 
Experiment 1 and 1.2 seconds in Experiment 2. The overall mean error rate 
was 28.5% in Experiment 1 and 9.6% in Experiment 2. Results from Fitts’ 
law showed that the throughput value was 1.4 bits/s for Experiment 1 and 
6.3 bits/s for Experiment 2. 

These results clearly indicated that, by improving the eye tracker of the 
prototype significantly, better results could be achieved; because the 
device that was used to detect the frowning action was the same in both of 
the experiments. Interestingly, however, the subjective ratings were in a 
much better level in Experiment 1 than in Experiment 2. Participants of 
Experiment 1 seemed to clearly like the use of the prototype and rated it 
on a positive level. There could be many reasons for this, but it was 
suggested that people might prefer using only one device for interaction. 
Further, it seems that when the new interaction method functions on a 
good level, then the ratings might be on a lower level because people start 
to expect more. 
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The first experiment on using this type of prototype included both a 
wearable eye tracker for pointing to objects and a capacitive sensor for 
selecting objects.  

A proof of concept in developing an interaction device that combines eye 
tracking and capacitive measurement of facial behavior was achieved. The 
results were encouraging in respect to further development of the device. 

4.2 PROTOTYPE 2 
A new prototype version was developed on the basis of the results from 
Publication I. Figure 6 shows the second generation of the Face Interface 
device. The pupil detection algorithm was improved so that it took into 
account the corneal reflection as well. A scene camera was added in order 
to be able to compensate for the head movements so that the chin rest 
would not be needed as with Prototype 1. The prototype was also made 
wireless, so that it would allow the freedom of movement to the 
participants. 

 

Figure 6. Face Interface prototype and person wearing it. Figure adapted from Publication III. 

At this stage, the device included two cameras: one for imaging the eye 
and the other for imaging the computer screen—an infrared light emitting 
diode for illumination of the eye and to provide the corneal reflection. It 
also included a sensor device for detecting facial movements using a 
capacitive method and a shoulder bag, which contained radio frequency 
devices for wireless operation. The used cameras were commercial low-
cost complementary metal oxide semiconductor (CMOS) cameras. The eye 
camera was a greyscale camera that was modified to image IR 
wavelengths, and the resolution was 352 × 288 pixels. The scene camera 
was a color camera with a resolution of 597 × 537 pixels. The frame rate for 
both of the cameras was 25 frames per second. The eye camera was placed 
near the user’s left eye and the IR light source was placed next to it. The 
sensor that was used in the capacitance measurement was a 
programmable capacitance touch sensor (AD7142 by Analog Devices). The 
sampling frequency for the capacitive sensor was approximately 90 Hz. 
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The capacitive sensor in the glasses was placed on the bridge of the nose 
and the scene camera was placed above it. It was able to detect the facial 
movement resulting either from the activation of the corrugator supercilii 
(activated when frowning) or the frontalis (activated when raising the 
eyebrows) facial muscles for selecting the objects.  

The shoulder bag contained a power supply unit for the prototype, two 
wireless analogue video transmitters, a wireless (serial) transmitter for the 
capacitance measurement, and four AA batteries. A separate receiving 
station consisted of two video receivers with a power supply, a radio 
receiver for the capacitive sensor signal, and two frame-grabbers for the 
video signals. The radios for both the capacitive measurement and 
wireless video transmission used the common free frequencies at 2.4 GHz.  

For eye tracking, the pupil detection and corneal reflection method was 
used (Duchowski, 2003). The pupil was detected using the dark pupil 
method which, in short, detects the darkest ellipse inside the iris as the 
pupil (Li et al., 2005).  Calibration of the eye tracker was again done in a 
similar manner as in the OpenEyes project (Li et al., 2005).  

The scene camera was used to compensate for head movements 
throughout the experiment. Computer vision library, OpenCV version 2.0 
(Bradski & Kaehler, 2008), was utilized to extract features from the image 
streams of both eye and scene cameras. For the head movement, 
compensation of the location of six physical markers attached to the 
computer screen was extracted from the scene in order to track the head 
orientation in relation to the computer display (see Figure 7 for the 
placement of the markers). Movement of the eyebrow (i.e., as the selection 
technique) was again detected by finding increasing or decreasing slopes 
from the signal of the capacitive sensor (Rantanen et al., 2010). 

 

Figure 7. Markers on the screen. Figure adapted from Publication III, reprinted with permission. 
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Publication II: A Wearable, Wireless Gaze Tracker with Integrated Selection 
Command Source for Human-Computer Interaction 

In this study, the aim was to perform a technical analysis on functioning of 
this prototype in two conditions: in an electromagnetically shielded 
laboratory and in a regular office environment. In the laboratory, the 
lighting was kept constant—and, in the office conditions, the lighting was 
kept as constant as possible. In office, there was a window with Venetian 
blinds that were closed if needed—depending on a sun light. In the 
laboratory, a 15 inch display with a resolution of 1024 × 768 was used and, 
in the office, a 24 inch widescreen display with a resolution of 1920 × 1200 
was used.  

Ten participants took part in this study. They performed a same set of 
pointing and selecting tasks as in Publication I in the office and the 
laboratory. During the experiments, such eye camera frames—where the 
corneal reflection was not found—were saved as well as the same frame 
from the scene camera in order to analyze the percentage on the found 
corneal reflections. The frame pairs from the eye camera and scene camera 
were also saved periodically.  

The results showed that the Face Interface functioned about equally well 
in the office conditions as in the laboratory conditions as measured with 
the accuracy of the eye tracker. The accuracies were 0.67° in the laboratory 
and 0.79° in the office conditions. Further, it was found that the corneal 
reflection was found on average with an accuracy of 92% in the office and 
with an accuracy of 98% in the laboratory. It was discovered that the 
prototype itself was functional even in the office condition—but, of course, 
functioned even better when the environment was more stable than the 
office was.  

Publication III: Wireless Face Interface: Using Voluntary Gaze Direction and 
Facial Muscle Activations for Human-Computer Interaction 

The task of the participants was to perform simple pointing and selecting 
tasks similar to Publication I. In this study, however, seven pointing 
distances (60, 120, 180, 240, 260, 450, and 520 mm) and three target sizes 
(25, 30, and 40 mm) were used. These distances were chosen because of 
the radical growth in display sizes in recent years. For that reason, the 
distances 260, 450, and 520 were selected so that all eight pointing 
directions could be used in the edges of the display as well. The 
participants used either frowning or raising of the eyebrows as the 
selection technique, according to their own preference. 

The results revealed that the most functional area for pointing and 
selecting with Face Interface was from 60 mm to 260 mm. The results 
showed that the task completion time was 2.4 seconds on average for the 
frowning technique; and, in the case of the raising technique, the task 
completion time was 1.6 seconds on average. Throughput values were 1.9 
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bits/s for the frowning technique and 5.4 bits/s for the raising of the 
eyebrows technique.  

The error rate was the same 22.8% for both selection techniques. These 
were clearly improved from the values achieved in Publication I. Thus, an 
improved pupil detector and the use of a scene camera for head-
movement compensation proved to be valuable. The subjective ratings did 
not reveal any statistically significant differences in between the two 
selection techniques. The ratings were on a positive level for both 
techniques, which indicated that the participants were positive about the 
Face Interface technique. Especially, they rated the use of the Face 
Interface as interesting and fun. As mentioned, these ratings did not 
depend on the used selection technique.  

4.3 PROTOTYPE 3 
The third version of the Face Interface prototype (see Figure 8) was 
created based on the results from Publications II and III. The amount of 
sensors to monitor the facial activity was added. This was done in order so 
that it was possible to investigate the use of different facial activations as 
the selection technique (i.e., frowning, raising the eyebrows, and smiling). 
Further, because Publications II and III showed that participants were not 
able to use both of the facial activations (i.e., frowning and raising the 
eyebrows), it was clear that the places of the capacitive sensors should be 
changed. As a result, the places of the capacitive sensors were designed 
according to the guidelines for EMG studies that were introduced by 
Fridlund and Cacioppo (1986). That is, the sensors were placed so that 
they were supported in front of the corresponding facial tissue.  

 

Figure 8. Face Interface prototype: On the left the wearable part and on the right the unit for the wireless 
functionality. Figure adapted from Publication IV. 
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The head-worn device included two cameras: one for imaging the eye and 
the other for imaging the computer screen—an IR light emitting diode for 
illuminating the eye and providing a corneal reflection, sensors and 
electronics for detecting facial movements using a capacitive method, and 
a Class 2 Bluetooth radio (RN-42 by Roving Networks) for serial 
transmission of the measured capacitance signal. The used cameras were 
the same ones that were used in Prototype 2. The facial movement sensors 
were based on capacitance measurement with a programmable controller 
for capacitance touch sensors (AD7147 by Analog Devices). The capacitive 
sensors in the frames were placed in front of both eyebrows and cheeks, 
and one was placed in front of the forehead. 

In addition to the head-worn device, a separate carry-on unit to house 
some components responsible for the wireless operation was included. 
The unit included a power supply, four AA batteries, and two wireless 
analogue video transmitters that used the common free frequencies at 2.4 
GHz. The PC computer was connected to a receiving station that consisted 
of two video receivers with a power supply and two frame-grabbers for 
the video signals. The capacitive signal was received with computer’s 
Bluetooth functionality.  

Computer vision library OpenCV version 2.1 (Bradski & Kaehler, 2008) 
was utilized to extract features from the image streams of both eyes and 
scene cameras. Pupil detection was based on the corneal reflection method. 
The algorithm that was used for pupil detection and corneal reflection 
detection was the same that was thoroughly introduced in Publication II. 
Calibration of the eye tracker was again done in a similar manner as in the 
OpenEyes project (Li et al., 2005).  

The screen detection algorithm was further improved so that there would 
be no need to use the physical markers anymore. Head movements in 
relation to the computer screen were compensated using this screen 
detection algorithm. The screen detection algorithm aimed to find the 
frames of a dark rimmed computer display from the scene camera video. 
The algorithm was based on three observations: First, there were one or 
two highly contrasted edges that separated the display surface from the 
surrounding background. The screen is typically brightly illuminated and, 
thus, lighter than the surroundings. Many monitors have a black frame 
that surrounds the display surface. Thus, there is a sharp contrast between 
the illumination of the display surface and the surrounding space (e.g., the 
monitor frame or background), and there may also be another edge with 
high contrast between the dark monitor edge and the background. Second, 
both the display surface and the monitor frame are typically rectangular, 
which means that they have four straight corners. Third, the corners of the 
outer border of the monitor frame are relatively close to the corners of the 
display surface. These three features were used to rank potential screen 
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candidates to select a best one. For example, a candidate with a dark 
rimmed border was preferred to one without. 

Publication IV: Pointing and Selecting with Facial Activity 

The aim of this study was to compare three different facial actions (i.e., 
frowning, raising the eyebrows, and smiling) as the selection technique 
when the gaze was used for pointing. In addition, because the dwell time 
is the most commonly used selection technique when the gaze is used for 
pointing, a dwell time of 400 ms was used as a reference selection 
technique. Interestingly, while these selection techniques have been used 
in pointing and selection tasks, their use has not been compared with each 
other. While dwell time differs from the facial selection techniques, it is as 
important to compare the use of it to the facial selection techniques to gain 
an even deeper insight on how users evaluate it.  

The task of the participants was again to perform simple pointing and 
selecting tasks using three pointing distances (60, 120, and 240 mm) and 
three target circle diameters (25, 30, and 40 mm). Participants completed 
two different subjective ratings forms of each of the selection techniques. 
The first one was the same bipolar rating used in Publications I, III, and V. 
The second scale was introduced in ISO 9421-9 standard (ISO 9241-9 
standard, 2000), and it aimed at giving more perspective on the used 
prototype. 

The results revealed an overall mean pointing task time of 1.4 seconds in 
the case of frowning, raising the eyebrows, and smiling. In case of the 
dwell time, the overall mean task time was 1.3 seconds. The error 
percentages revealed for frowning technique was 22%; for raising 
technique, 21%; for smiling technique, 16%; and for dwell time technique, 
16%.  

The overall mean error distances for the frowning technique was 14.9 mm; 
for the raising technique, 13.8 mm; for the smiling technique, 12.9 mm; 
and for the dwell time technique, 19.5 mm. The statistical analysis of error 
distance revealed that the facial selection techniques were significantly 
more accurate to use than the dwell time selection technique.  

Subjective ratings showed that the use of dwell time was rated as 
significantly easier to use than the frowning technique and the raising 
technique. Further, the use of the smiling technique was rated as more 
accurate than the use of the frowning technique and the use of the raising 
technique. The ISO 9421-9 (ISO 9241-9 standard, 2000) rating scales 
showed that the ratings were on average above the medium value so that 
participants generally liked the use of Face Interface. Ratings revealed 
interesting points, such as the experienced eye fatigue was higher with the 
dwell time technique than it was with the face-based techniques.  
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Publication V: Text Entry by Gazing and Smiling 

The Publication V aimed at extending the use of Face Interface. For that, 
text entry with an on-screen keyboard was one reasonable option, because 
it involves pointing and selecting objects on a computer screen. Most gaze-
based text-entry studies are mainly done though on-screen keyboards 
modeled after the regular QWERTY keyboard layout. Based on the 
findings on the functionality of Face Interface, there were several 
considerations in respect to why QWERTY might not be a good solution 
for text entry with Face Interface. As Publication III revealed, there are 
some parts in a computer screen—mainly near the edges of the screen—
that are difficult to point and select objects with Face Interface. For that 
reason, a regular on-screen keyboard may not be functional with Face 
Interface because, for example, it has frequently used characters near the 
edges such as character “a.” This is a problem also with high-end 
commercial eye trackers (Räihä & Ovaska, 2012).  

The aim of this study was two-fold. First, the aim was to design and 
experimentally test different on-screen keyboard layouts that would be 
most functional with Face Interface. Another important factor was also the 
user acceptance of the layouts so that potential users would evaluate the 
use of them. For that, three different on-screen keyboard layouts were 
designed. The designed layouts are presented in Figure 9. In all layouts, it 
was taken into account that it is easier to select objects in the middle than 
in the edges of the screen. Second, the aim was to compare the use of the 
Face Interface to the use of a regular computer mouse in entering text on a 
computer screen. A special feature that was used in both of the 
experiments was a randomization of the characters on keyboard. That is, 
the places of characters were randomized after every typed word. The 
randomization was chosen because it allows the possibility that the 
participants would be forced to select characters on every part of the 
keyboard—so that they are able to get a profound opinion on the used 
layouts. Further, it was used to at least partly cancel out previous 
experience of the places of the characters. By using QWERTY layout, it 
would be likely that mouse would outperform any new interaction 
techniques because off its familiarity.  

Figure 9. Three designed on‐screen keyboard layouts: Layouts 1, 2, and 3 from left to right, respectively. 
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In the first experiment (i.e., the Layout Selection Experiment), the 
designed layouts were tested with ten participants so that each of the 
participant entered a word “aurinko” (i.e., “sun” in English) ten times 
with each of the layout. The order of the layouts was counterbalanced so 
that every participant did not start with Layout 1, for example. The word 
“aurinko” was chosen because it is a quite common word and also because 
every character is different from each other. After the participant had 
completed the task with each of the layouts, participants rated the used 
layouts and a short interview was conducted.  

The text entry speed was approximately the same: 15 cpm for each layout. 
Further, the participants rated Layout 2 as clearly the most enjoyable, 
clearest, and most functional out of the three designed layouts. Also, the 
results on KSPC metrics supported the subjective ratings, as they showed 
that the participants were significantly more accurate with Layout 2 than 
with Layout 1 or Layout 3 (i.e., they needed the least amount of key 
strokes in order to write the word). 

In the second experiment (i.e., the Text Entry Experiment), Layout 2 was 
used based on the results of the first experiment. The task of the 
participants (N = 12) was to enter the word “aurinko” 20 times with both 
Face Interface and mouse. The order of the input devices was 
counterbalanced. After the participant had finished the task with the first 
input device, subjective ratings were collected. Finally, the participant was 
shortly interviewed at the end of the experiment.  

The results showed that the mouse was significantly faster in terms of text 
entry rate (i.e., 19.4 cpm for Face Interface and 27.1 cpm for the mouse). 
Participants were significantly more accurate with the mouse than with 
Face Interface in terms of KSPC, because the KSPC value was 1.1 for Face 
Interface and 1.0 for in the case of the mouse. The MSD error rate revealed 
a similar result: it was 0.12 for Face Interface and 0.0 for the mouse. 

Publication V was the first experiment using gaze direction in conjunction 
with facial actions for text entry.  
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5 Discussion 

The aim of this thesis has been to iteratively develop and experimentally 
test the use of the new Face Interface prototype and also to investigate the 
use of two different modalities for interacting with computers. The 
concept of Face Interface was investigated in Publication I. The results 
revealed that the Face Interface prototype was functional. The mean task 
completion time was 2.5 seconds. And, when the wearable eye tracker was 
replaced with Tobii 1750 eye tracker, the task completion time was 
reduced to 1.2 seconds. The error rates were reduced when Tobii 1750 eye 
tracker was used. The subjective ratings showed that participants clearly 
liked to use the prototype regardless of its slowness and inaccuracies, as 
they rated it as easy and fast to use. Thus, it was concluded that the 
prototype was worth developing further.  

For Publications II and III, a new version of the prototype was created in 
order to further study the Face Interface technique. The results achieved 
from Publication I was taken into account, and the prototype was 
improved accordingly. That is, it was imperative that the accuracy of eye 
tracking needed improvements. In order to do that, a solution for head-
movement compensation was needed. A scene camera was chosen for the 
task, because it had previously been used in wearable eye trackers (Ryan 
et al., 2008)—although, it had not been used earlier for head-movement 
compensation. Earlier objects had been identified using a scene camera, 
but—to identify the screen that user is looking at and for calculating the 
head-movement compensation—was new idea. The use of the scene 
camera proved to be functional, as the results in Publications II and III 
were clearly better than in Publication I. The need to recalibrate the eye 
tracker was reduced as compared to Publication I.  
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To add more features to the Face Interface, a third version of the Face 
Interface prototype introduced the use of smiling as an additional 
selection technique. Thus, Publication IV aimed at comparing the three 
different facial selection techniques with each other. Publication V took a 
more application-oriented approach and, in that, participants entered text 
by gazing and smiling. All these iterations have led to more functional 
Face Interface prototypes than the first stage of this thesis.  

If we look at the results of Publications I-V, clear improvements in the 
functioning of the prototype were achieved. The most obvious result is 
that the overall mean pointing task times reduced gradually from 
Publication I to Publication IV. The overall completion time reported in 
Publication I was 2.5 seconds. This was admittedly quite slow, although 
the participants were all able to accomplish the trials. In Publication III, 
the reported overall mean completion times were 2.4 seconds for frowning 
technique and 1.6 seconds for the raising technique. The improvements in 
the pointing task times resulted from a new pupil detection algorithm that 
used corneal reflection, and the addition of the head movement 
compensation algorithm. It was identified that the placement of the 
capacitive sensor, however, was not the most convenient. Thus, third 
generation of the prototype able to detect frowning, raising the eyebrows, 
and smiling related facial movements was created. The task completion 
times were again improved, as they were 1.4 seconds for each of the facial 
selection techniques. Thus, the replacement of the capacitive sensors was 
efficient. Of course, the pointing distances have somewhat varied in 
between these studies—but, regardless of that, the reduction in pointing 
task times has been an important achievement in the prototype 
development. 

The achieved task completion times from Publications I, II, and IV 
compares well with the pointing task times of other similar techniques. 
For example, Surakka et al. (2004) reported a task completion time of 0.7 
seconds. In a follow up study, Surakka et al. (2005) reported a task 
completion time of 0.5 seconds for the smiling technique and 0.9 seconds 
for the frowning technique. San Agustin et al. (2009b) reported a task 
completion time of 0.3 seconds. On the other hand, Chin et al. (2008) 
reported a task completion time of 4.7 seconds when they used EMG for 
correcting the inaccuracies that the eye tracker might have. Thus, it seems 
that the pointing task times achieved from current studies are comparable 
to other similar studies. Further, when BCI was used as the indication for 
selection with eye tracker, the task time was reported on being 7.37 
seconds on average (Vilimek & Zander, 2009). Based on these pointing 
task times, it is clear that Face Interface prototype is not yet as fast as those 
techniques that use EMG, but it is—at this stage—much faster than BCI 
techniques.  
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The error percentages got gradually smaller throughout this thesis work. 
That is, Publication I resulted in an error percentage of 28.5%; Publication 
III resulted in 22.8%; and, finally, Publication IV resulted in 18.8%, on 
average. Similar error rates have been reported in studies with the same 
approach as in the current thesis. The error rates in studies, in which the 
gaze pointing was combined with EMG selection, has varied between 12% 
and 27.1% (Mateo et al., 2008; Navallas et al., 2011; San Agustin et al., 2009; 
Surakka et al., 2004, 2005). While these error rates might seem to be rather 
high, it must be taken into account that these types of experimental studies 
are bound to have a quite high error rate. Mainly this is because of the 
strict definition of an error (i.e., if the first click on the target was not 
successful, a trial was marked as an erroneous one). In these studies, 
however, all participants were able to perform all tasks successfully 
because the trials would not have proceeded before a successful click on 
the second target. These pointing and selecting studies have been carefully 
controlled experimental studies; and, as such, there might be a speed-
accuracy trade-off. This means that, while these studies investigate the 
functionality of the pointing and selecting techniques, they are not the 
types of tasks that people usually/naturally perform while interacting 
with a computer. Participants might try to perform the tasks fast and not 
think about the errors. And, of course, from the participants’ perspective, 
they do not see that they are making errors. Thus, it is important to keep 
in mind that the seemingly high error rates in strictly controlled 
experimental studies might not reflect the actual use of the pointing device. 
For example, when Face Interface was used for entering text in Publication 
V, participants did not make as many errors as measured with MSD error 
rate and KSPC values as compared to other gaze-based text entry studies 
(Majaranta et al., 2009; Tuisku et al., 2008).  

The collected subjective ratings have been on a same level throughout the 
course of this thesis work—although, they were on the highest level in 
Publication I. In Publication I, it was shown that participant rated the use 
of prototype in all six scales (i.e., general evaluation, difficulty, speed, 
accuracy, enjoyableness, and efficiency) to the positive end of the scale. In 
Publications III, IV, and V, however, the bipolar ratings were in a quite 
neutral level. This is an interesting finding and might indicate that, when 
the pointing device improves, more is expected from it—and, thus, they 
are rated on a more neutral level. Differences in ratings were found when 
four different selection techniques were used in Publication IV, which 
showed that the smiling was rated as more accurate and faster than the 
use of frowning or raising the eyebrows. In Publication V, where the use 
of Face Interface was compared against computer mouse, the mouse was 
rated as significantly easier, faster, and more accurate than the use of the 
Face Interface. Quite similar results have been achieved on other similar 
studies. For example, Surakka et al. (2004) reported that their gazing and 
frowning technique was rated as faster than the use of the mouse. They 
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also reported that the mouse was rated as significantly easier and more 
accurate to use than the facial technique. San Agustin et al. (2009b) 
reported similarly that the gaze pointing was evaluated as less accurate 
than mouse pointing. Thus, there is a clear coherence in the subjective 
ratings in studies where gaze has been used for pointing and facial muscle 
activation for object selection (regardless of the used activation). This 
suggests that all the facial activations as a selection technique could be 
considered to function equally well from participants’ standing point.  

Similarly as the pointing task times have improved, the Fitts’ law based 
throughput values have improved as well. Publication I showed a 
throughput value of 1.4 bits/s. Publication III showed throughput values 
of 1.9 bits/s for the frowning technique and 5.4 bits/s for raising the 
eyebrows technique. Finally, in Publication IV, the throughput values of 
9.13 bits/s for the frowning technique, 8.38 bits/s for the raising technique, 
15.33 bits/s for the smiling technique, and 10.24 bits/s for the dwell time 
technique were found. To compare these to other results, Surakka et al. 
(2004) reported a throughput value of 12.7 bits/s and San Agustin et al. 
(2009b) reported an overall value of 3.03 bits/s. However, it is important 
to realize that the correlation to Fitts’ law is an important factor to take 
into account. This means, that in some gaze-based studies, the correlation 
to the Fitts’ law is found to be quite low. When the correlation to the Fitts’ 
law model is high, the throughput value might be low (and the other way 
around). This indicates that the gaze-based interaction techniques function 
the other way around as compared to the traditional pointing devices. It is 
known that mouse (i.e., hand movements) is faster with short pointing 
distances than with longer pointing distances. In the case of gaze, for 
example, Heikkilä and Räihä (2012) have recently shown that longer eye 
movements are faster than shorter eye movements. A similar effect was 
also found in Publication I, when the wearable eye tracker was replaced 
with the commercial one. The computer mouse is a traditional pointing 
device in a sense that it is faster to point with it at shorter distances than is 
at longer distances. For these reasons, there have been discussions as to 
whether the Fitts’ law suits (at all) the gaze-based systems and for face-
based multimodal systems (Chin et al., 2009). Based on Publications I, III, 
and IV, it could be argued that the better the gaze-based pointing and 
selection device (or technique) is, the worse is the correlation to the Fitts’ 
law model.  

Table 1 presents each of the key studies that has used gaze for pointing 
objects and facial activation for object selection together with all three 
versions of Face Interface. 
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Table  1.  The  used  devices  and  mean  pointing  task  times  and  throughput  values  for  main  face‐based 
multimodal studies,  including Face  Interface. Values  that were not reported are marked as not applicable 
(n/a). 

Authors Eye tracker 
Facial 
measurement  
device 

Selection  
technique 

Mean 
task  
time (s) 

Through-
put 
(bits/s) 

Surakka et 
al. 2004 

Applied 
Science 
Laboratories 
(ASL) 4000 

EMG 
(electrodes) 

frowning 0.7 12.7 

Surakka et 
al. 2005 

Tobii 1750 
EMG 
(electrodes) 

frowning 0.9 n/a 

smiling 0.5 n/a 

San 
Agustin et 
al. 2009a 

self-built by 
Public 
University  
of Navalla 

EMG 
(Cyberlink™  
Headband) 

frowning/ 
jaw 
tightening 

0.3 3.3 

Chin et al. 
2008* 

ASL R6-HS 
EMG 
(electrodes) 

jaw clench 4.7 n/a 

Tuisku et 
al. 2011 

Face Interface 1  
Capacitive 
sensor 

frowning 
2.5 1.4 

Tobii 1750 1.2 6.3 

Tuisku et 
al. 2012 

Face Interface 2 
Capacitive 
sensor 

frowning 2.5 1.9 

raising the 
eyebrows 

1.6 5.4 

Tuisku et 
al. 
Submitted 

Face Interface 3  
Capacitive 
sensor 

frowning 1.4 9.13 

raising the 
eyebrows 

1.4 8.38 

smiling 1.4 15.33 

dwell time of 
400 ms 

1.3 10.24 

* Used facial movements to correct inaccuracies of the eye tracker 
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In this thesis work, the use of three different facial actions as the selection 
technique was investigated. At first, modeled after the experiment of 
Surakka et al. (2004), only frowning technique was used as the selection 
technique. Then, as the Face Interface prototype technique was found to 
be functional, it was improved according to the results that were attained. 
The second version of Face Interface made it possible to use either 
frowning or raising the eyebrows as the selection technique. The raising of 
the eyebrows technique especially proved to be a well-chosen technique 
because it was faster than frowning technique in terms of task completion 
time (i.e., 1.6 seconds vs. 2.4 seconds). In the third prototype version, the 
amount of capacitive sensors was added so that it was possible to detect 
the facial movements related to frowning, raising the eyebrows, and 
smiling.  

The facial activations that were used with the Face Interface prototype 
were short-term and strict movements which are therefore easy to perform. 
The used movements (i.e., frowning, raising the eyebrows, and smiling) 
are natural for people to perform involuntarily because they are closely 
connected to the human emotion system. It is also known that they are 
easy to perform at will (Surakka & Hietanen, 1998). The present result 
shows that even for novice users, it is quite fast to learn to produce these 
simple facial actions that are needed for the Face Interface. Further, 
Publication IV and Surakka et al. (2005) showed that smiling fits especially 
well for this type of multimodal task, where only a short activation of the 
zygomaticus major facial muscle is needed. In Publication IV, the 
participants rated the use of smiling as more accurate to use than the 
frowning or the raising techniques. Interestingly, it seems that the use of 
the smiling movement depends on the length of the required movement. 
That is, there is evidence that keeping a voluntary smile on for longer time 
period becomes tedious and might be difficult to hold on. For example, 
Vanhala and Surakka (2007) investigated the intensity of facial muscle 
activations. The task of the participants was to activate corrugator supercilii 
and zygomaticus major facial muscles separately from each other for 30 
seconds, using three different intensity levels (low, medium, and high). 
The results showed that the higher the intensity, the less the participants 
liked to perform the facial activation. The subjective rating showed that 
the more intensive the smiling movement, the less enjoyable it was to 
perform. Thus, in comparison to the tasks where the required activation is 
short-lasting and less intensive, it seems that the smiling is easier to 
perform than when the required activation is longer-lasting (Vanhala & 
Surakka, 2007; Rantanen et al., 2013). 

For eye tracking studies, dwell time is and has been the most used 
selection technique (Jacob, 1991; Ware & Mikaelian, 1987). Mainly the 
reason might be that it is simple to measure dwell time with an eye tracker, 
and that there is no other natural selection technique to use when only 
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gaze is used for pointing. The use of dwell time requires that one needs to 
hold his or her gaze still on the object to be selected for a certain time 
period, which might be tedious for some users. Evidence for this was 
revealed in Publication IV because it was shown that the dwell time was 
not as accurate to use as were the facial selection techniques in terms of 
error distance. The error distance analysis showed that the dwell time was 
the least accurate selection technique as compared to the facial selection 
technique. This means that with dwell time selection there was 
significantly more variation in the point where the selection was indicated 
than with the facial selection techniques. Further, Publication IV showed 
that the experienced eye fatigue was not as high when using facial 
activations as the selection technique as compared to the use of dwell time. 
It was found by Zhang and MacKenzie (2007) that when using only an eye 
tracker for interacting with computers, eye fatigue becomes a disturbing 
factor. Thus, for longer use of the gaze-based techniques, the use of the 
facial selection technique might offer a potential solution against the 
fatigue. 

During this thesis work, it has been shown that the accuracy of the 
wearable eye tracker is not compromised when using the facial muscle 
activations for selection technique as compared to the use of dwell time 
(Publication II, IV). The angular accuracy of the wearable/head-mounted 
eye tracking was studied on Publication II. The study showed that there 
could be limitations on the accuracy on the eye tracking when the eye is 
directed to the extremities on the gaze direction. That is, when the gaze is 
at its extremities, the pupil is covered by eye lids which makes it virtually 
impossible to find the pupil and thus, eye tracking is not possible. This 
was also confirmed in Publication III where the targets at the edges of the 
display were more difficult to point and select than the targets in the 
middle of the display. In addition to Publications II and IV, Rantanen et al. 
(2012b) studied the effect that the selection made by smiling has on the 
accuracy of the head-mounted eye tracker. Their results showed that by 
adding an additional modality for the selection does not compromise the 
accuracy of the eye tracker. 

There are several interesting features in combining gaze and face behavior 
into a multimodal interaction technique. First, eye is primarily a 
perceptual organ (Zhai, 2003), which means that people are not used to 
use gaze as an interaction technique. Second, while people actively use 
their facial muscles when discussing with other people, it is still a rather 
strange function to use facial muscle activation as a selection technique 
when interacting with computers (e.g., Barreto et al., 2000; Surakka et al., 
2004). Because of these reasons, when using these modalities together for 
controlling computers, it would intuitively indicate slow functioning. 
However, as Publications I-V has shown, participants needed only five 
minutes of practice prior the experiment to learn to use it. This indicates 
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that learning to use two different modalities together was easy. After a 
longer practice, it is expected that the use of these two modalities becomes 
automatic. Each part of the face has its own representation in the motor 
cortex. For example, lips have a quite large representation on the motor 
cortex (Penfield & Boldrey, 1937; Penfield & Rasmussen, 1950). Penfield 
and Boldrey (1937) suggested that the larger the representation, the easier 
it is to control that part of the face voluntarily. It is likely that, by practice, 
the muscle representation in brain will gradually evolve—and people are 
able to more easily to control their muscles. 

Two different techniques have been used in the face-based multimodal 
studies to detect the facial activity: the capacitive sensing (Rantanen et al., 
2012b; Publications I-V) and EMG (San Agustin et al., 2009a, 2009b; 
Surakka et al., 2004, 2005). While these two measurement techniques can 
be used for the same task, they are profoundly different from each other. 
EMG measures the electrical activation of facial muscles and can detect 
even slight changes in the muscles. The capacitive sensor detects the 
movement of the facial skin that results from the facial muscle activation 
(Rantanen et al., 2010). Thus, as compared to EMG, there could be a small 
delay as in indicating the selection because the skin movement that is 
resulting from the activation of facial muscles is detected as contrast to the 
electrical activity of the facial muscles. In this dissertation, sampling 
frequencies of 70-90 Hz has been used for the capacitive method. When 
this is compared to EMG, in which the sampling frequency can be up to at 
least 400 Hz (Fridlund & Cacioppo, 1986), it is easy to realize that to same 
accuracy and speed than with EMG might be difficult to achieve.  

The design for the user interface for new interaction techniques needs to 
take into account the possible difficulties that the pointing technique 
might have. For example, Publication III showed the most functional area 
in the computer screen when Face Interface was used as the pointing 
device. This area was in the center of the screen, for pointing distances 
from 60 mm to 260 mm. It was shown that the participants had difficulties 
in hitting the objects in the edges of the display. This means that the most 
functioning area of the computer display needs to be taken into account 
when designing UIs for Face Interface. For these reasons, different types of 
keyboard layouts where designed in order to adapt the functioning of the 
prototype and UI. 

The results of Publication V showed that the three designed layouts 
proved to be all functional. In a sense, this was not surprising because they 
all took into account the functionality and limitations that the Face 
Interface technique has (Publication III). A most functional layout was 
found among the three layouts. The layout that had larger keys around the 
edges and smaller keys in the middle of the keyboard (Layout 2 in Figure 
9) was evaluated as most enjoyable, clearest, and most functional among 
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the three layouts. Further, participants needed to use significantly smaller 
amount of keystrokes when they used this layout, as compared to other 
layouts. For these reasons, it was selected to be used with Face Interface in 
the second study. The results of the text-entry experiment showed an 
overall mean text entry rate of 20 cpm (approximately 4 wpm) for Face 
Interface and 27 cpm (approximately 5 wpm) for the mouse. This is a 
relatively nice result when considering the participants had years of 
experience in using the mouse. The text-entry rate of Face Interface 
compares well to other gaze-based text-entry tasks, where the layout has 
been different from the regular QWERTY layout. For example, with 
Dasher, the first-time users have achieved a text-entry rate of 2.5 wpm. 
With GazeTalk, the mean text entry rate was reported being 6.22 wpm for 
Danish text and 11.71 cpm for Japanese text (Hansen et al., 2004). For face-
based text entry, Gizatdinova et al. (2012) reported a mean text-entry rate 
of 3 wpm. For the multimodal text entry, where gaze for pointing and 
selection was made utilizing BCIs, Yong et al. (2011) reported a text-entry 
rate of 9.1 cpm. Thus, it can be seen that the results on Publication V 
compare well with other similar text entry techniques. 

To summarize, this thesis has introduced a novel, multimodal pointing 
and selecting technique for HCI. The achieved results suggest that face-
based HCI methods can be competitive future technologies, because they 
rely on actions that humans use naturally when interacting with other 
people. In the course of this thesis work, it has been shown that the use of 
Face Interface is easy to learn—it takes practically only five minutes of 
practice before it is possible to use Face Interface. As compared to other 
face-based techniques, Face Interface functions well. Even when compared 
to techniques where selection is made by hand, Face Interface functions 
slightly faster (Zhai et al., 1999).  

There are many possibilities to use Face Interface in the future. For 
example, the use of Google Glass (Google Glass, 2013) has become more 
popular. The design of Google Glass is similar to Face Interface, as it is 
worn like eyeglasses. By wearing Google Glasses, the user is able, for 
example, to take a picture of an object she/he is looking at or to find 
information on an object. Thus, it is easy to realize that Face Interface 
could add more functionality to the Google Glass so that with Google 
Glass could detect facial expressions.  

Facial muscle actions for selection (i.e., frowning, raising the eyebrows, 
and smiling)—which were introduced in this thesis—have been short 
lasting, and thus, relatively easy to perform. These could add value, for 
example, to videogames. That is, they could be used in games with a 
different meaning (e.g., raising the eyebrows could mean that information 
is needed, and frowning could indicate that assistance is needed). With the 
Face Interface, however, even more functionalities could be offered in 
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gaming—as the gaze direction could add much functionality in gaming. 
Thus, it is expected that Face Interface could replace a joystick as a 
controlling device when playing computer games. It is expected that face-
based interaction technique offers many possibilities for future HCI.  
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6 Conclusions 

The current thesis has iteratively studied a new wearable prototype called 
Face Interface. It is an eyeglass like device that houses both wearable 
video-based eye tracker for eye pointing and capacitive sensor(s) to 
measure facial activity for selecting objects. The facial activations that has 
been used for selecting objects were: frowning (Publications I, II, III, and 
IV), raising the eyebrows (Publications II, III, and IV), and smiling 
(Publications IV and V). 

The results of the five original publications have shown that the Face 
Interface prototype was functional. Three iterations on the Face Interface 
prototype were introduced and experimentally tested using simple 
pointing and selecting tasks. Improvements were achieved to the speed 
and accuracy of the prototype in terms of pointing task time (i.e., from 2.5 
seconds in Publication I to 1.3 seconds in Publication V) and in terms of 
error rates (i.e., from 28.5% in Publication I to 19.7% in Publication IV).  

In Publication V, the Face Interface was used for entering text using a 
specially designed on-screen keyboard. Entering text with Face Interface 
was compared to entering text with a regular computer mouse. The results 
showed that, even with a randomized keyboard, first time Face Interface 
users achieved a text-entry speed of 4 wpm. For the mouse, the text-entry 
speed was 5 wpm.  

The results from five original publications suggest that face-based human-
technology interaction methods can be competitive future technologies, 
because they rely on actions that humans use naturally when interacting 
with other people. The results indicate that Face Interface is a promising 
real multimodal technique for future HCI. 
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