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ABSTRACT

Accurate histopathological diagnosis is an esskepta of clinical cancer patient
treatment, and is used, for example, to deterntiagatient’s eligibility for surgical
and adjuvant therapies, such as chemotherapy. IBgi$ts reach the diagnosis by
inspecting stained tumor section slides with atligiicroscope or, increasingly, by
digitizing the specimens and inspecting them wittomputer display. The digitiza-
tion of an entire microscope specimen at a diagraist adequate resolution and
the subsequent data processing are collectivebrresf to as virtual microscopy.
Similarly, the digitized specimen slides are reddrto as virtual slides. Although
currently available technology enables routine asag virtual microscopy, the
amount of data generated with high-throughput airglide scanning is enormous—
up to hundreds of gigabytes of uncompressed datalige. Processing the data re-
quires specialized information technology methadsich differ considerably from
other medical imaging disciplines. Automated sp&cinscanning, processing, im-
age analysis, archival, linkage to clinical infotioa systems, and distribution to
the end-users all present their own unique chadlerig the software and hardware
development. The aim of the present thesis study identify these problems and
solve them by designing and implementing an opeh sdandards-based software
platform, which will facilitate the large-scale g®aof virtual microscopy in clinical
pathology, research, and education.

The sample material of the study consisted primanil histological tumor sec-
tion slides and secondarily of radiological imageFiie slides were digitized using
various commercial and in-house scanning systeansywhich an automated slide
acquisition controller (DirObserver) and a stitahisoftware application (Large-
Montage) were developed. The suitability of JPEGRDOage compression stand-
ard for virtual microscopy, its compression effiwg, performance, and the optimal
code-stream parameterization were studied, andilmaséhese results, two software
packages were designed and implemented. The fudtgge allows the utilization

of JPEG2000 in virtual microscopy and consistshoéé applications: a virtual slide



viewer (JVSview), a slide server (JVSserv), andigesconverter (JVScomp). The
second package provides proof-of-concept softwardirfiking virtual slides with
clinical information systems and Picture Archiviagd Communication System
(PACS) -based image databases, which follow thé&&igmaging and Communica-
tions in Medicine (DICOM) standard in image datalenge. The package consists
of three applications: a DICOM PACS client (JVSaicdVorkstation), a DICOM
PACS server (JVSdicom Server), and a DICOM imageveder (JVSdicom Com-
pressor). For the automated image analysis of inmmigtochemical (IHC) samples
stained for the breast cancer biomarkers estrogmaptor (ER), progesterone recep-
tor (PR), Ki-67, and Human Epidermal growth fadiaceptor 2 (HER2), two web-
based image analysis applications were developetm@hoRatio and Im-
munoMembrane), which were calibrated to match tiseal assessment of expert
pathologists. The software development for the garestudy was done using vari-
ous programming languages, libraries, frameworkd,development environments.
All the executable binaries, web applications, anddoftware source code have
been released for free and public use on our researoup website

http://jvsmicroscope.uta.fi/

The virtual microscopy software platform we haveealeped is currently being
used in several academic and clinical institutitmsughout Finland, and there has
been significant interest from abroad as well. Vdgehshown that JPEG2000 is a
viable solution as the universal virtual slide fatmreadily linkable with clinical
information systems. By using the image analysfsssoe we have described, rou-
tine clinical diagnostics of ER, PR, Ki-67, and HERIC can be made in shorter
overall analysis time, while improving the reprotiidy and repeatability of the
analysis. We anticipate that virtual microscopyl wdntinue to gain momentum in

the clinical pathology diagnostics, research, afhtation in the near future.



THVISTELMA

Tasmallinen histopatologinen diagnoosi on olennaioga syopapotilaiden Kliinista
hoitoa. Diagnoosia hyddynnetaan valittaessa pdelampivia hoitomuotoja, kuten
esimerkiksi solunsalpaajalaékitystd. Tavanomaisegblogit muodostavat diagnoo-
sin tutkimalla sy6pakudosta sisaltavia naytelasgj@mikroskoopin avulla, mutta
nykyisin yha enenevissd maarin myos digitoimallgtedateriaalin ja tarkastele-
malla sita tietokonenaytdlta. Mikroskooppinaytteiddigitointia riittdvan korkealla
tarkkuudella ja muodostuvan informaation tietokaretaista kasittelyd kutsutaan
virtuaalimikroskopiaksi. Vastaavasti fyysisen ndgsen digitaalista vastinetta kut-
sutaan virtuaalinaytelasiksi. Vaikka nykyiset kutzamistekniikat ja tietojenkasitte-
lymenetelméat mahdollistavatkin virtuaalimikroskapiautiinikdyton, néaytelasien
digitoimisesta muodostuva tietomaara on valtavapajuseita satoja gigatavuja
pakkaamatonta tietoa per naytelasi. Nain suuréonti&iran automaattinen kasittely
vaatii teknisié erityisratkaisuja, jotka poikkeavatomattavasti muilla l1adketieteelli-
sen kuvantamisen alueilla kaytettavista menetetmibtitomaattinen nayteskanna-
us, prosessointi, analysointi, arkistointi seké]akoppukayttajille asettavat kaikki
oman erityishaasteensa. Taman vaitoskirjatutkimukagoitteena on tunnistaa na-
ma ongelmakohdat ja ratkaista ne kehittdmalla katié&ketieteellisten tietoko-
neohjelmistojen kokonaisuus, joka mahdollistaauaiaimikroskopian laajan kayt-
téonoton seka patologian kliinisessa tytssa etédiusp ja tutkimuskaytossa.
Tutkimuksessa kaytettava aineisto koostui padositolbgisista sydpanaytteista
seka radiologista kuvamateriaalista. Histologineatanaali kuvannettiin usealla eri
mikroskooppikameralla sek& automatisoiduilla skastatteilla, joita varten kehi-
timme kuvantamisohjausohjelmiston (DirObserver)asakytelasien osittaiskuvan-
tamiseen suunnatun sovelluksen (LargeMontage). ifmate JPEG2000-
kuvanpakkausstandardin soveltuvuutta virtuaalingkopiaan, sen pakkaustehok-
kuutta, suorituskykya ja optimaalista koodivirtagraetrisointia, joiden perusteella
suunnittelimme ja toteutimme kaksi erillistd ohjedtopakettia. Ensimmaéinen oh-

jelmistopaketti mahdollistaa JPEG2000-standardifdgptéamisen virtuaalimikro-



skopiassa ja se koostuu kolmesta sovelluksestselldahjelmisto (JVSview), palve-
linohjelmisto (JVSserv) ja konvertointiohjelmist®MScomp). Toinen ohjelmistopa-
ketti mahdollistaa virtuaalinaytelasien integromrerveydenhuollon tietojarjestel-
miin ja Picture Archiving and Communication Syst@PACS) -kuvatietokantoihin,
joiden kuvatiedonsiirto perustuu Digital Imagingda@ommunications in Medicine
(DICOM) -standardiin. Ohjelmistopaketti koostuu k@sta sovelluksesta: DICOM-
PACS-tydasemaohjelmisto (JVSdicom Workstation), OM-PACS-
palvelinohjelmisto (JVSdicom Server) ja DICOM-kueakersio-ohjelmisto
(JVSdicom Compressor). Rintasydopabiomarkkereidetrogsenireseptori (ER),
progesteronireseptori (PR), Ki-67 sekd Human Epi@emgrowth factor Receptor 2
(HER2) automatisoitua immunohistokemiallista kuverlgtysia varten kehitimme
kaksi web-pohjaista ohjelmistoa (ImmunoRatio ja lomoMembrane), jotka kalib-
roitiin vastaamaan ammattipatologien visuaalistaoattia ja tulkintaa. Tutkimuk-
sen ohjelmistokehityksessa hytdynnettiin lukuisiaobjelmointikielid, sovelluskir-
jastoja, ohjelmistokehyksia ja -ymparistoja. Kagkiohjelmistojen suorituskelpoi-
set binaaritiedostot, web-ohjelmistot ja/tai laholed#i on asetettu vapaasti saataville

tutkimusryhméamme web-sivuillettp://jvsmicroscope.uta.fi/

Julkaisemamme avoin virtuaalimikroskopiaohjelmistojperhe on laajalti kay-
tosséd useissa suomalaisissa Kliinisissa ja akasesai yksikoissa, jonka liséksi
olemme saaneet myds merkittdvaa ulkomaista huomiOGlamme osoittaneet
JPEG2000-standardin olevan hyvin soveltuva virinagtelasien universaaliksi
kuvaformaatiksi, jonka avulla virtuaalimikroskopi@idaan integroida osaksi ter-
veydenhuollon tietojarjestelmid. Rintasyovan diapotiin kohdennetut kuva-
analyysiohjelmistomme mahdollistavat naytetulkiatojekemisen sekd nopeammin
ettd paremmalla luotettavuudella ja toistettavuiadélskomme, etta virtuaalimikro-
skopia tulee lahitulevaisuudessa saamaan merkdttilansijaa patologian kliini-
sessa diagnostiikassa, opetuksessa ja tutkimuksessa
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1. INTRODUCTION

One of the central scientific instruments in lifdesices is arguably the optical mi-
croscopeOptical microscopes are extensively used in clinaoratory medicine,
biomedical research, and education. The most conmoptical microscope variant is
the light microscope, which is especially suitafle medical disciplines involving
tissue morphology-based disease diagnosis, sugataslogy. By studying histo-
logical tumor sections with a light microscope,hmbgists can identify structural
and molecular alterations in order to perform f@badisease diagnoses. Accurate
and reliable histopathological diagnosis is pivamainumerous disease treatments
and is used to determine the patient’s eligibildy surgical and adjuvant therapies
(e.g., cancer chemotherapy).

Typical histological microscope specimens are thlague slices (1-10 pum) with
sizes up to 20 x 30 mm, which are mounted on &paent glass slide. For inspect-
ing the specimens at cellular level, the light msmope is fitted with an optical lens
system, which magnifies the image several hundtediyhen using magnifications
this high, the microscope’s field of view coverdyoa small area of the whole spec-
imen, and conversely, when using low magnificatjiahg field of view captures
larger areas, but with inadequate resolution. Risrreason, the use of digital imag-
ing methods in light microscopy has been limitecatguiring single snapshot mi-
crographs from representative specimen areas. Howescent advancements in
information technology and imaging equipment, sastthe introduction of charge-
coupled devices (CCD), have made it possible tatiziegthe entire microscope
specimen area at high resolutions.

The process of imaging the entire microscope spatiat a diagnostically ade-
quate resolution, and handling the digitized infation, is collectively known as
virtual microscopy(also as whole-slide imaging). The specimen digiton is per-
formed automatically using a microscope scanneichvban be either a conven-
tional light microscope with an attached motorizgecimen stage and a robotic

slide loader, or a dedicated laboratory instrumeith an embedded slide loading

15



mechanism and stripped-down microscope functionalihe scanned image is a
digital representation of the physical specimedesknd is referred to asvatual
slide Owing to the large size of the virtual slidesp-ta hundreds of gigabytes of
uncompressed data per slide — they have to be essgut in order to be distributed
and archived efficiently. However, conventional gaacompression algorithms and
file formats, such as JPEG, are not suitable fis; thecause of their various size re-
strictions in the standard specifications. Thereforearly all scanner manufacturers
have developed their own proprietary, closed imémenats, which are non-
compatible with each other. Furthermore, thereoigmarantee that the manufactur-
ers keep supporting their current formats in theirki This presents a significant
risk to long-term slide archives, which are accuated over years or even decades.
To ensure long-term compatibility and to facilittébe widespread adoption of virtu-
al microscopy, a universally accepted and openafidlide format is needed.

The significance of quantifying biomarkers in diagtic pathology is increasing.
Two commonly used biomarker detection techniquesnasitu hybridization (ISH),
which is used to quantify gene expressions withi@ tellular environment, and
immunohistochemistry (IHC), which is used to lozaliproteins in tissue sections.
Despite the advances in specimen processing tagisiguch as standardized IHC
staining kits, manual (or visual) biomarker quaaéfion is often tedious and time-
consuming. Pathology, in particular, has a longomsin relying on the visual in-
terpretation of the microscope specimen. As a auesece, the subjective assess-
ment of a specimen by different pathologists mdfgdconsiderably (inter-observer
variability) and even the diagnoses made by theespathologist over time may
vary (intra-observer variability). Moreover, sintege human visual perception is
context-dependent, distinguishing the intensity sindcture of identical cellular ob-
jects in different surroundings might be inconsist& herefore, there is a significant
need for objective image measurements. By applgiggal image analysis tech-
niques, the quantification can be made more acelyrand with increased repeata-
bility and reproducibility. In routine large-scatéinical diagnostics, the overall di-
agnosis time can be lowered and made more costegffj thereby resulting in im-
proved patient care.

Although currently available technology enablestiriuse of virtual microsco-
py, the amount of data generated with high-throughprtual slide scanning is

enormous. Processing the data requires speciahfmthation technology methods,
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which differ considerably from other medical imagidisciplines. Automated spec-
imen scanning, processing, image analysis, archauvad distribution to the end-

users all present their own unique challenges ¢ostiftware and hardware devel
opment. Moreover, large-scale clinical adoptiomviofual microscopy requires inte-
gration with hospital and laboratory clinical infioation systems. Most clinical in-
formation systems are based on a central Pictuohiving and Communication
System (PACS), which is interfaced through the faigimaging and Communica-
tions in Medicine (DICOM) image exchange stand&ithough a DICOM PACS
generally supports multi-modal medical imagery, ldrge size of virtual slides pro-
hibits their direct usage with existing server amatkstation architectures.

The central aim of the present thesis study isléntify these problems and solve
them by designing and implementing an open anddatas-based software plat-
form, which will facilitate the large-scale usagewvrtual microscopy in clinical,
research, and educational environments. The stolsists of four original commu-
nications (I-1V) and is structured as follows. Aftee introduction, Chapter 2 of the
document presents an in-depth review to the retensethodology and literature.
The specific aims of the study are presented inp@ne8 and the sample material,
methods, and empirical tests involved are describbé&thapter 4. A summary of the
results of the original communications is giverCihapter 5 and the implications of
these results are discussed in Chapter 6. Fir@igpter 7 contains a short summary

and concluding remarks.
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2. REVIEW OF THE
METHODOLOGY

2.1 Theory of light microscopy

The origins of light microscopy reach back to t16&' and 17" century. Although no
particular founding person can be traced, somehefmost notable figures were
Robert Hooke (1665) as the first person to vieviscahd Anton van Leeuwenhoek
(1673) for the construction and distribution ofnlignicroscopes with robust com-
ponents. Later, the work of Carl Zeiss and ErnaheA(i1887) led to the production
of first high-quality objective lenses, which wdrased on sound optical theory, and
with the illumination technique developed by Auglsthler (1893), full resolving
potential of these lenses could be utilized. Modaint microscopy began to form
in the late 1980s, when the industry largely sHiti@ using infinity-corrected optics
and the market was introduced with first high-grddgtalization equipment (Wal-
ter & Berns 1986, Weisst al. 1989).

2.1.1 Specimen magnification

The optical pathway of a light microscope consddtseveral lenses, of which the
most significant are the objective lens and thestage condenser lens (Goldstein
1999). The condenser lens focuses light from thenihator onto a small area of the
specimen on the stage. The light passes throudligtiteabsorbing specimen, partly
scatters, and is collected by the objective lersclvproduces the magnified image
(Murphy 2001). Most lenses used in contemporaryresitopes are compound
lenses. Compound lenses are constructed from s$enedracting lens elements,

which are sealed together to form a comglagk lens The light ray paths of opti-

cal systems based on a thick lens are tracealiénpuactical to illustrate. Howev-
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er, the principles of a simple system based omg@lesihin lensprovide a good ap-
proximation (Figure 1).

Front Rear
Object focal Lens focal Image
plane plane

Optical
axis

>
>
h’

do df

Figure 1. Magnification by a converging, double-convex thin lens with focal length f. An ob-
ject with height h is at distance d, from the lens, which projects a magnified (in-
verted) image with height h’ at distance d. The lens refracts light rays that are
parallel with the optical axis through the rear focal point F,. Similarly, rays passing
through the front focal point F; are bent in a direction parallel to the optical axis.

Rays passing through the center of the lens are not deviated.

The refraction capabilities of a lens are charadrby its size and shape (Hecht
2002). In the simplest case, the double-convexasad of a thin lens must be spher-
ical in order to converge the entering divergegihtli Based on the curvature of the
surfaces, we can derive the fundamental propertylefs, the focal length. The fo-
cal length is dependent on the radii of the sudaa®d the refractive indices of the
lens material (typically glass) and the surroundmmgdium (typically either air or

immersion oil). For a thin lens, the focal lenf§jth given by

7= G )R @
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wheren, is the refractive index of the lens (for glassy 1.51),n,, is the refractive
index of the medium (for airn = 1.00; for immersion oiln~ 1.51),R; is the radius
of the front surface, ang; is the radius of the rear surface.

The focal length determines the distance at whveb focal planes, front and
rear, reside. The focal planes are parallel tdeghe and perpendicular to the optical
axis. Object located within the front focal plartef@cal pointF; will appear at an
infinite distance on the rear side of the lens. V@osely, an object located at infinite
distance (typically> 30 = f) on the front side of the lens will appear at tqoaint
F. within the rear focal plane. In modern infinityroected microscope systems, the
specimen is placed at the front focal plane, cauBght rays to emerge from the
objective lens parallel to the optical axis intéinity, which are then converged into
an image using another lens called a tube lengd@rg & Bracegirdle 1998). This
architecture allows the manufacturers to add var@ccessory modules within the
“infinity space” between the two lenses. The acoess include fluorescence filter
cubes, differential-interference-contrast prisnmgl polarizers (Abramowitz 1987).

In order to achieve images that are in focus, apsgstems must have precise in-
ter-component distances (Smith 1992). Given the fecal lengthf, the distance
between the object and the leds)(and the distance between the lens and the mag-
nified image ¢), a magnified in-focus image is produced if thiéofeing lens equa-
tion is satisfied:

1 1
= (2)
do di

| =

The inter-component distances are also responfibléhe magnificatiorM of the

optical system, such that

M=-L, 3)

In contemporary light microscoped, corresponds to the mechanical tube length,
which is the distance between the lens mountingniogeand the image plane, and
is nominally set to 160 mm (Inoué & Spring 1997)rtRermore, the distanak is,

in practice, always much greater than the distapce
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Although M is used to specify the magnifying power of an otoyeclens, in tra-
ditional microscope viewing the image is furthergmiied by another lens located
in the ocular (or eyepiece), which conventionalasha 10x magnification power.
Consequently, the total magnification of a lighttroscope is usually given as the
product of the objective lens magnification and dlealar lens magnification. How-
ever, within the scope of the present study, wergihe ocular and concentrate on-

ly on digital imaging detectors, such as CCD (rexgd in Section 2.2).

2.1.2 Optical lens aberrations

Lenses are prone to various optical distortions fandts called aberrations, which
have to be corrected in order to obtain good imquity (Gage & Gage 1914).

The most common aberration types spbericaland chromaticaberration (Figure

2). Spherical aberration occurs due to inadequadpes of the lens surface, which
causes light rays parallel to the optical axis éfract differently depending on

whether they enter the periphery or the centehefléns. Chromatic aberration is
related to the refractive index of the lens mategausing light rays parallel to the
optical axis to bend differently depending on themvelength. Other aberration
types include coma, astigmatism, field curvatuiaydl distortion, and pincushion
distortion (Murphy 2001). The effect of aberratiar@ be reduced or eliminated by
using compound lens structures, which are widegdus contemporary microscope

objectives.

Average Average
Lens focal Lens focal
plane plane

' (red)

: L (green)
v : (blue)
o <

(a) (b)

Figure 2. Common types of lens aberrations, which cause distortion in the image. Spherical
aberration (a) occurs when parallel light rays entering the periphery of the lens re-
fract more strongly than rays entering the lens center. Chromatic aberration (b)

causes parallel light rays of different wavelength to refract non-uniformly.
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2.1.3 Image formation by diffraction

Magnifying the specimen with a light microscopeilisne insufficient for producing
a meaningful image. To discern details and stresttinat exist in the specimen, the
magnified image has to have adequately higage contrastwhich in turn results
from the wave optical phenomenon call@dfraction (Pluta 1988, Hecht 2002).
When light is transmitted through a microscope spen, some of the light passes
through and around undeviated and is referred tlirast light. Some light, howev-
er, passes through the small openings in the specrausing the light to spread
into a series of spherical wavefronts and is reféto as diffracted light (Figure 3).
The objective lens collects both the direct anftatited light and separates the rays
into groups, which are referred to as diffractiodess (0 througm). The 0" order
represents the direct light, whereas tfe2i®, 39, ..., n" orders contain the diffract-
ed rays based on their angle of entry. When usipgradic object, such as a stage
micrometer or similar grating, the diffraction ordere distinguishable as spots in
the rear focal plane of the lens (diffraction plarferom the diffraction plane, the
light continues to propagate into the image plang.(the surface of a digital cam-
era detector).

Upon arrival at the image plane, the diffractedhiigausesnterferencewith co-
incident direct light (Figure 4) (Born & Wolf 2000If diffracted light has the same
phase as the direct light, the light waves expegeonnstructiveinterference, result-
ing in brighter local areas. Similarly, if the twoinciding light waves have shifted
phase, the interference destructive resulting in darker local areas. If the relative
phase shift is one-half the wavelengiff2) and both waves have the same ampli-
tude, the waves eliminate each other. The conbretsteen the alternating patterns
of dark and bright local areas is what we percaiwen image of the specimen and
is the basis of image formation in light microscopy
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Figure 3. Diffraction-based image formation in a light microscope. A planar wavefront of
light with wavelength 1 passes through the specimen in focus, causing the light to
diffract into a series of spherical wavefronts. The objective lens collects the wave-
fronts and projects a diffraction image on the rear focal plane of the lens, separat-
ing undeviated light rays (Oth order) and deviated rays (nth order) into diffraction
groups (P—P,). The light rays are again combined in the image plane, where in-

terference between 0" and n™ order light rays generates image contrast.

(a) (b)

Figure 4. Interference of two coincident light waves (dotted and dashed lines) of same
wavelength. Constructive interference (a) occurs when the two waves have the
same phase, whereas destructive interference (b) occurs when the waves are out
of phase with each other. The resulting wave (solid line) is the arithmetic sum of

the amplitudes of the original waves.
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2.1.4 Spatial resolution

The amount of detail that a microscope is ableetmlve is defined using a charac-
teristic calledspatial resolution(Ash & Nicholls 1972). Formally, the spatial (or
optical) resolution of a light microscope is definas the minimum distance at
which two object points are recognizable as sepatiging contemporary objective
lenses, the theoretical resolution limit of a lighitroscope is approximately 0.2 um
(whereas the human eye is ~70 um), but since resolis dependent on several
factors, such as the quality of the specimen aadllilmination, the practical limit
is always higher. In biomedical context, light neiscopes are capable of resolving
structures that exist in cellular and bacteriaklewhereas smaller objects require
instrumentation with higher resolution, such asigmission electron microscopes
(Figure 5).

le light (--380-740 n

X-ray Ultraviolet I] Infrared Microwave
] ] ] ] ] ] ] ]
0.1 nm 1 nm 10 nm 100 nm 1 pm 10 pm 100 pm 1mm
" - Y (%5 . =a A
“ v S e 4 % = AT T Q%gﬁ
o w & OXF E oY B
o “age T\ W% - iis @i
(#] J ﬁ' Lo &SN e 'é‘}.x'..,
Atom Amino acid Protein Virus Bacteria Animal cell Plant call

Light microscope
{resolution limit ~200 nm)

Figure 5. The resolving power of a light microscope and its relationship to the wavelength A
of electromagnetic radiation (logarithmic scale). The upper part depicts radiation
types and their respective wavelength ranges, whereas the lower part exemplifies
the relative sizes of common biological structures. Text modified from Murphy

(2001); icon imagery public domain.

Spatial resolution is primarily governed by the langt which the objective lens
can collect the entering light. First of all, tooduce any image details whatsoever,
the lens must be able to capture at least twoadifion orders. By capturing only the

0™ order, there will be no interference in the imaene, and thus no image is
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formed. Capturing additional higher orders williease the image fidelity and reso-
lution. Moreover, if the surrounding medium betwélea specimen and the lens has
a higher refractive index than air (such as imneersiil), the objective lens is capa-
ble of capturing light with wider diffraction angléhus increasing the resolution.
Furthermore, since the diffraction angle increageshe wavelength of light in-
creases, using monochromatic blue light resultaarrower diffraction angle and
thus the objective lens is capable of capturingi@ighumber of diffraction orders.
The acceptance angle of an objective lens is dgfuseng a property calletumeri-
cal aperture(NA), which is, along with magnification, the mastportant charac-
teristics of an objective lens. The numerical aerNA of an objective lens is giv-

en by

NA =n *sinf, (4)

wheren is the refractive index of the surrounding mediamnadd is the half angle of
the collected cone of light.

Before defining criteria for the minimum resolvalgeint distance, one has to
take into consideration another manifestation efdfffraction phenomenon. When
the objective lens projects light through the dacuear aperture of the lens, light
waves experience bending around the edges of theua@. As a consequence, a
point in the object is never projected as a poitbdhe image plane, but rather a
spot with circular diffraction rings with gradualtyecreasing intensity (Figure 6).
The central spot is referred to asAdry diskand its size is related to the wavelength
of light and the numerical aperture of the objexlens (Airy 2007).
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Figure 6. The image of a point source of light due to diffraction. The point is projected as a
diffraction pattern (a) with a central spot called an Airy disk and surrounding dif-
fraction rings. The pattern can also be modeled using a three dimensional repre-
sentation (b) as a point spread function. The intensity profile (c) shows the radii of
the diffraction rings and their relationship with the wavelength of light A and the

numerical aperture NA of the objective lens, such thatr = 1/2NA.

Assuming the numerical aperture of the substagelewer lens equals or ex-

ceeds that of the objective lens NA, the radio§the central Airy disk is given as

)] y)
r 1222NA 061NA (5)

According to theRayleigh criterion of resolutigntwo adjacent diffraction spots
with a distance in between can be resolved as separatezifr (Rayleigh 1896).
In practice, however, the maximum resolution carabeieved only if the micro-
scope is properly calibrated by using, for examghe, Kohler illumination tech-
nique, which ensures that all the optical companhentthe microscope are aligned

correctly with respect to each other (Kohler 1893).
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2.2 Specimen digitization

When using a light microscope with an attachedtaligiamera, the objective lens
projects the magnified specimen image directly dhto surface of the camera de-
tector instead of an intermediate image plane, wiscneeded for ocular observa-
tion (Murphy 2001). The camera detector collects stores the incoming light and

the auxiliary electronics translates the amourglettrons captured into a discrete,
digital signal that is suitable for computer-baggdcessing. The digitization in-

volves sampling and interpolation, hindered bysatig and various types of noise,
ultimately resulting in a digital image—a two-dinseganal sequence of pixel samples
with associated intensity values.

2.2.1 Solid-state camera hardware

There are a number of solid-state (i.e., withoutcmamical movement) detector
types available on the market, two of the most comrbeing the low-cost, high-
noise complementary metal-oxide-semiconductor (CM@8d the high-cost, low-
noise charge-coupled device (CCD) (Nakamura 20@B)emerging derivative of
the CMOS detector type, the so-called scientific@34(sCMOS), aims at combin-
ing low manufacturing costs, low noise rates, amst frame speeds (Coatesal.

2009). For the purposes of the present study, CGCiba primary detector type of

interest.

2.2.2 Grayscale image acquisition

CCD cameras have detectors that contain a rectangulay of sensor elements,
photodiodes, which have a 1:1 correspondence wilxel in the resulting digital
image (Wayne 2009). The diodes function as liglheang wells with a fixed ca-
pacity, and the number of electrons stored is ectliinear measure of the light in-
tensity. The diode sensitivity to light varies ajaime spectral range and is described
using a property callequantum efficiengywhich is the fraction of input photons
converted to stored electrons. On a set interya, @accumulated electrons in the

wells are transferred to an on-chip pre-amplifignjch forms an analog signal and
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transmits it to an auxiliary analog-to-digital cemter (ADC) for quantification to
produce an integer value. The bit deptl) (& the ADC dictates the number of in-
tensity steps available, which, for instance, it2abit ADC is 4,096 (¥). The end

result is a grayscale image with pixels that haaging intensities.

2.2.3 Color image acquisition

The camera detectors, such as CCD, are not inlheresmpable of distinguishing
color. In order to detect color information, cansetave to be fitted with special
constructions, which separate the wavelength raofjeght corresponding to colors
red, green, and blue (RGB). Several constructians tbeen developed, of which
the most notable are: a three-CCD detector withisarpin the middle for splitting
the light into RGB components and directing thenodiheir respective detectors
(Wootton 2005); a single CCD detector with a medatwdly rotating color filter
wheel in front (Parulsket al. 1990); and, the most widely employed, a single CCD
detector with &8ayer filter(Bayer 1976).

The Bayer filter is a mask that is overlaid on édgghe CCD detector (Figure 7).
The mask is composed of an alternating patterniofakenses, which pass through
light corresponding to the RGB colors. The passgt s registered in the detector
grid as groups of four adjacent pixels (25% redo5freen, 25% blue), from which
the final RGB color image is formed by componensevinterpolation. As a conse-
quence, the image resolution is reduced to somengxtlepending on the wave-
length of the light and the quality of the intermtodn (Ramanatkt al. 2002).
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Figure 7. Color image acquisition using the Bayer filter. A filter mask is overlaid on top of
the CCD detector, which selectively assigns the pixels of the detector grid to re-
ceive light with wavelength ranges corresponding to colors red, green, and blue.

The final, full-resolution color components are formed via interpolation.

2.2.4 Sampling and aliasing

In order to create a faithful digital representatad the image, the optical image has
to be sampled at adequate spacing. According tdSti@non sampling theorem
(Shannon 1948), no information is lost if a conting, band-limited function is

sampled using spacinix such that

Ax <

meax ' (6)

wherefnax is the highest frequency content of the functionother words, there
must be at least two sample points per highesuéegy content of the function;
this is commonly known as thBlyquist criterion Sampling at spacing\x <
1/2fnqax 1S considered asversampling generating redundant data, whereas sam-
pling at the specific spacimyx = 1/2f,,., IS referred to asritical sampling.

If the sample spacingx > 1/2f,,.x, the function will beundersampledwhich
results in loss of critical data and the functi@mmot be reconstructed without error
(Jerri 1977). In the case of digital images, unalemsling introduces a phenomenon
calledaliasing which occurs when an image is sampled at a ca@p@eng in rela-
tion to the size of the details present in the ienfdlgegault 1973). The effects of ali-
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asing become visible as reconstruction errors knasvMoiré patterns in images or
image areas, which contain repeating patterns gii-frequency details (Figure 8)
(Jainet al.2001).

7 7

. .. _
(a) (b) (c)

Figure 8. The aliasing phenomenon during image sampling. The original image contains
black diagonal stripes, which are displayed correctly (a) when using a sample
spacing that satisfies the Nyquist criterion. If the sample spacing is too coarse,

reconstruction errors known as Moiré patterns begin to appear (b, c).

2.2.5 Camera noise

The specimen digitization process introduces unedinmhage noise, which can be
reduced either by camera hardware or by softwaeg@mprocessing (Iriet al.
2008). The three primary sources of noise in a @@Mera arephoton noisedark
noise andreadout noisePhoton noise is due to the inherent statistiealation in
the arrival rate of the photons, and cannot beaedy camera design. Dark noise
arises from the generation of thermal electronstdu@CD temperature, and can be
reduced by using active cooling. Readout noise cm®p all electronic noise
sources of the camera components. Both the phatdrtbe dark noise follow the
Poisson distribution and are therefore equivalenthe square-root of the signal.
The total performance of the CCD imaging system lmarcharacterized using the

signal-to-noise ratidSNR), which combines all the three noise soursesh that

SNR = £t 7)

JPQ.t+ Dt + N2’
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whereP is the photon flux incident on the CCD (photons pigel per second)Qe is
the quantum efficiency of the CCDjs the integration time (in second§),is the
dark noise current (electrons per pixel per secamut)N;? is the read noise. In prac-

tice, SNR> 50 is considered to provide sufficient imagelgqu@/Nayne 2009).

2.2.6 Detector resolution and pixel size

The optical image projected on to the camera datestrface consists of a myriad
of adjacent and overlapping diffraction spots vétgiven Airy disk radius. During
image sampling, the Nyquist criterion is satisfie@t least two adjacent detector
pixels cover the projected Airy disk radius (Taftle Consequently, when using a
high optical magnification (e.g., 40x%), the difft@n spots are resolvable by the de-
tector more easily, making the objective lens thengry component to affect the
overall system resolution. On the other hand, whsimg a lower magnification
(e.g., 10x%), resolving the diffraction spots by tlegector becomes more challenging
and thus the overall resolution is dependent ordétector properties—more specifi-
cally, the size of the detector surface and itelgixThe detector surface size is
commonly given as the diagonal measure in inchgs, 3" and 2/3”) and the de-
tector pixel size in micrometers (e.g., 6.45 pmynt which the total number of pix-
els can be derived (Nakamura 2005).

Table 1. Critical sampling requirements for detector pixel size. The objective lens specifica-
tions are based on plan-apochromatic structures and the light uses reference
mid-spectrum wavelength of 0.55 pm. The maximum detector pixel size is defined

according to the Nyquist criterion.

Lens e Resolution Projected Airy Maximum detector
magnification limit (um) disk radius (um) pixel size (um)
4x 0.20 1.68 6.72 3.36
10x 0.45 0.75 7.50 3.75
20x% 0.75 0.45 9.00 4.50
40x 0.95 0.35 14.00 7.00
60x" 1.40 0.24 14.40 7.20
100x" 1.40 0.24 24.00 12.00

" with immersion oil (refractive index ~1.51)
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2.2.7 Spatial calibration

Matching the size of the produced digital imagéhe specimen is achieved via spa-
tial calibration (Wuet al. 2008). Spatial calibration produces an image s(tgf®8-
cally in pum/pixel), which is beneficial in downsaéia image processing and analy-
sis. The calibration is done by calculating the gmacales of the specimen, such
that

s=—, (8)

where Ax is the detector pixel size (i.e., the sampling sggcandM is the total

magnification of the optical system. Alternativellge image scale can be measured
using a pre-calibrated target, such as a stageomater, which contains a scale bar
etched on its surface. By measuring the distdhtetween two points on the stage

micrometer, the image scaean be calculated by

<= D
VO —x1)% 4 (72 — y1)? ’

(9)

where &,y1) and &,y.) are the pixel locations of the two points witkire image.
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2.3 Overview of diagnostic pathology

One of the largest medical disciplines to routinetgploy light microscopes is pa-
thology, which uses them in the examination of osgaissues, and body fluids
(Kumaret al.2007). Pathology is divided into several subspgemlsuch as surgi-

cal, molecular, and forensic pathology. Howevetthimi the scope of the present
study, | use a generalized tedragnostic pathologywhich encompasses various
methods from the subspecialties, with the emphasislinical aspects and micros-
copy. The software applications described in thes@nt study are all targeted for
diagnostic pathology and the biological sample meltes mainly derived from clin-

ical pathology archives. Thus, a brief summaryh# involved pathological meth-

odology is in order.

2.3.1 Histopathological specimen preparation

Histopathology, that is, thie vitro examination of diseased tissue specimens with a
light microscope, is a widely applied techniquediagnostic pathology (Gross &
Steinman 2009). The specimens are sections fromss gissue sample, which can
be either a surgically removed tumor or a biopsysa. After extraction, the gross
sample is fixed to preserve it close to its natgtate and to prevent degradation. If
rapid processing time is required, the fixatiord@e using a frozen section tech-
nique (Taxyet al. 2009), but in other cases the fixation is donagishemical sub-
stances (e.g., formalin). After chemical fixatidhe gross sample is embedded in a
solid medium, such as a paraffin wax block, whiglhen sectioned into 1-10 um
thick slices using a microtome. Each slice is sgbeatly mounted on a transparent
microscope glass slide and a protective coversliydtimately attached on top of the
slide. However, before attaching the coverslip,dbstrast of the tissue section has
to be artificially improved by the means of stamisince the cellular structures ap-

pear transparent and colorless.
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2.3.2 Tissue section staining

The most common way to increase the contrast otdfialar structures is to stain
the tissue section with dyes, which selectivelyadttto different cellular compo-
nents (Gross & Steinman 2009). Several stains baea developed, of which the
most frequently used is the hematoxylin—eosin (H&R)an H&E stain, the hema-
toxylin colors the cell nuclei blue, followed byetleosin counterstain, which colors
the cytoplasm and extracellular matrix in variouse$ of red (Figure 9a). Another
alternative to stain the section is to use immustolchemical (IHC) techniques,
which utilize the cell antigen—antibody bindingdrdction to localize various pro-
teins (Renshaw 2007). In the context of the presamly, the most relevant IHC
staining is based on diaminobenzidine (DAB) chroemgvhich, in the presence of
a peroxidase enzyme, produces a brown precipittieravithin the cell nuclei, cy-
toplasm, or cell membranes. The staining is firaliby complementing the DAB
with a blue hematoxylin counterstain (Figure 9b).

Figure 9. Micrographs of two stained histological tissue sections. Exemplified with hema-
toxylin—eosin in basic histopathology (a) and diaminobenzidine—hematoxylin nu-
clear staining for ER, PR, and Ki-67 in immunohistochemistry (b).

2.3.3 Breast cancer biomarkers

The stained tissue sections can be used to diaghedemor’s type, grade, stage,

and, of increasing importance, the expression abua disease-related biological
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features biomarkers(Jain 2010). Cancer-related biomarkers are commolalssi-
fied as eitheipredictive or prognosti¢ but in many cases they are both. Predictive
biomarkers provide information on how a patientl wélspond to a given therapy,
whereas prognostic biomarkers reveal informatiothenoverall clinical outcome of
the patient with regard to mortality and the ri$ldsease recurrence.

A considerable amount of literature has been plbtison breast cancer-specific
biomarkers (Weigel & Dowsett 2010, Stuart-Haetsal. 2008, Harriset al. 2007).
Among the strong predictive biomarkers are estrageeptor (ER) and progester-
one receptor (PR), which provide tumor status mfation for determining the pa-
tient’s eligibility for endocrine therapy (Allredt al. 2009). Current recommenda-
tions of the American Society of Clinical Oncologynd College of American
Pathologists (ASCO/CAP) set guidelines for perfargnihe ER and PR IHC assays
(Hammondet al. 2010). First, measuring the ER and PR statusng dor instance,
with a validated IHC assay, which stains the pesitgell nuclei with brown DAB
(Figure 9b). Second, the fraction of positive invagumor cells must be quantified
either by visual estimation or automatically withage analysis software. Third, the
staining intensity should be classified as weakdenate, or strong. Finally, the in-
terpretation of the assay should be as receptatiye§>1% positive), receptor neg-
ative (<1% negative), or uninterpretable. Althoulyére is no golden standard assay
available for IHC testing of ER and PR, severaglifdaboratory quality assurance
studies have provided high reproducibility and eggbility of staining procedures
(UK NEQAS 2011, NordiQC 2011).

Another important predictive, as well as progngdtiomarker for breast cancer
is the oncogene Human Epidermal growth factor Riecegb(HER?2) (Koninkiet al.
2009). Overexpression of HER2 is an indication tint patient will more likely
benefit from trastuzumab-based chemotherapy (Msal. 2005). On the other
hand, HER2 positivity is also associated with stooverall patient survival (Press
et al. 1993). Similar to ER and PR, the ASCO/CAP has dgmdpecommendations
for the assessment of HER2 status (Welffal. 2007). The HER2 expression is
measured, for example, with a validated IHC assdych stains the positive cell
membranes with brown DAB (Figure 10). The tumomsedred either visually or
semi-quantitatively with a digital analysis softwaas IHC negative (0/1+), IHC
equivocal (2+), or IHC positive (3+). The negatiseore is given if the cellular

membrane contains no staining or has weak and ipl@enstaining in any propor-
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tion of tumor cells. The positive score is giverthé membrane staining is uniform
and intense in >30% of invasive tumor cells. Thaiwaral score is assigned if the
membrane staining is complete, but is either nafetm or weak in intensity (with
obvious circumferential distribution in at leasA®f cells). In addition, in the case
of equivocal score, the HER2 status should be goefi using fluorescenae situ
hybridization (FISH) or chromogenia situ hybridization (CISH) (Riethdorét al.
2011).
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Figure 10. Immunohistochemical HER2 staining of breast cancer tissue section. Complete
and intense brown diaminobenzidine staining is observed in the cellular mem-

brane regions. The sample is counterstained with blue hematoxylin.

An emerging prognostic biomarker for breast canedhe proliferation antigen
Ki-67 (Yerushalmiet al. 2010). The expression of Ki-67 is measured witle Ibly
quantifying the percentage of positively stained@n DAB) cell nuclei out of total
nuclei (Figure 9b); the percentage is referredstalaeling index High Ki-67 label-
ing index is linked with rapidly proliferating turmg and patients with such tumors
are shown to endure poorer outcomes than thosetwitbrs exhibiting low prolif-
eration (de Azambujat al. 2007). However, wide adaptation of Ki-67 is hireter
by the lack of uniformly accepted cut-off points ftefining low- and high-risk pa-
tient groups, and as such, is not currently recontied as a routine biomarker by
the ASCO/CAP. Nevertheless, the prognostic rolKieg7 has been confirmed with
meta-analyses including several thousand pati&tta(t-Harriset al. 2008, Urruti-
coecheat al.2005).

36



2.3.4 Accuracy of visual biomarker assessment

Regardless of the biomarker expression being asdess is well-known that
pathologists’ visual interpretations may lead tgngicant inter- and intra-observer
variability. For example, a German-wide study wiff2 pathologists revealed that
with six IHC biomarkers (CD45, pankeratin, chronmaogn, smooth muscle actin,
ER, and Ki-67), the correct positive recognitioar(sitivity) of the participants was
as low as 20%, averaging to 72%, whereas the ¢aeeognition of negative sam-
ples (specificity) was averaged at 89% (Table ymas stained in each partici-
pant’s laboratory) (Rudigeat al. 2002). With regard to ER, 24% of stains were in-
terpreted as false negatives. In the case of HERZquivocal (2+) category is par-
ticularly problematic, as evident by the poor inddserver agreement in several
studies (Gavrielidest al. 2011, Lacroix-Trikiet al. 2006).

Table 2. Sensitivity of biomarker assessment and errors in interpretation of stained IHC
slides compared with an expert panel review (172 participant pathologists, 6
slides per participant to be stained for six antibodies, 30 tumor tissue cores per

slide, totaling 29,040 analyzable data spots). Modified from Rudiger et al. 2002.

Biomarker (antibody) Participant sensitivity False negative * False positive **
CD45 96% 4% 19%
Chromogranin 65% 3% 2%
Keratin 73% 3% 4%
Ki-67 84% 1% 1%

ER 83% 24% 1%
SMA 48% 10% 24%

" only cases with expected positive staining were evaluated
™ only cases with expected negative staining were evaluated
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2.4 Virtual microscopy

Virtual microscopy began to develop in the earl{0@8 when several research
groups started to experiment on emulating the usédjght microscope on a com-
puter by semi-automatically digitizing the wholecnaiscope specimen area into a
virtual slide and subsequently viewing it on a comep display (Glatz-Kriegegt al.
2003, Lundinet al. 2004a, Weinstein 2005). The challenges at the w&® many,
including poor hardware computational power, logitdi camera frame rates, me-
diocre image quality, improper image stitching aigpons, and the high cost of stor-
age capacity, thus making the process relativelw sind cumbersome (Kayset
al. 2006). However, with the advent of inexpensivghhguality camera equipment,
continually improving computational resources, owlered storage costs, scanning
virtual slides and disseminating them through teewvorks has become feasible in

routine practice (Della Mea 2011).

2.4.1 Virtual slide scanning

In order to create virtual slides which resembkd microscopy viewing, specimens
must be scanned at high spatial resolution. Resakitfrom 0.20 to 0.40 um per
pixel (typically obtained using 40x and 20x objeetienses, respectively) are gen-
erally considered necessary for sufficient imagaligu(Rojo et al. 2006). Howev-
er, using resolution ranges this high, the micrpstofield of view covers only a
fraction of the whole specimen area, and therefloeeimage acquisition has to be
done sequentially, on a tile-by-tile basis (Figadd. The sequential acquisition is
performed by a controller software, which systeoslty moves the motorized spec-
imen stage under the objective lens. Most imagysgesns employ the so-called-

ea scanningechnique, in which an initial field of view is daped, the stage is then
moved to an adjacent field in the X/Y directione titeld is focused in the Z direc-
tion (Sunet al. 2005), and the process is repeated until the wémdeimen area, or
a selected region (Oget al. 2008), is imaged. Finally, a downstream image pro-
cessing software is used to combinestitich, the generated image tiles together to
form one large image montage (i.e., the virtuadesli The scanner manufacturer

DMetrix (Tucson, AZ, US) has developed an area seamariant based on an 80-
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element microlens array in lieu of the objectivedethereby capturing a larger field
of view with a single exposure (Weinstein et al0@0

Figure 11. Virtual slide acquisition using the area scanning technique. Several thousands of
individual image tiles are systematically captured from the specimen glass slide
and stitched together to form a large image montage-the virtual slide. Hematoxy-

lin—eosin staining of a cancerous lymph node.

Area scanning produces a vast amount of image tilegh cause computational
overhead and are more difficult to stitch togetethe software. To overcome the-
se problems, some scanner manufacturers have ddaptalternative acquisition
approach calletine scanning(Rojo et al. 2006). Line scanners employ a linear ar-
ray camera sensor, which collects several imaggestfrom the continuously mov-
ing slide. By using image stripes, the image tilenber is significantly lower and
the image stitching becomes more straightforwamwéter, since the photon col-
lecting capability of these sensors is weaker,sttenning speed becomes slower.
The sensitivity of the detector can be increaseduking a time-delay-and-
integration (TDI) sensor architecture, which conasirseveral linear array sensors,
as demonstrated by the scanner manufacturer HamarRéiotonics (Hamamatsu,
Japan).
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2.4.2 Image tile stitching

Regardless of the scanning technique used, a comnobiem with the downstream
Image stitching is the discontinuity in the boundeggions of the image tiles (Fig-
ure 12). These stitching artifacts are mainly cdusgthe inaccuracy of the motor-
ized specimen stage movement. A naive correctiotihhadeis to process the tile
boundaries, for instance, with image convolutidtefing, which blend and smooth
the overlapping regions. However, several more @ack@ methods to remove the
artifacts have been developed. Early stitchingrieples were described by Dani &
Chaudhuri (1995) for satellite imagery, and latecBet al. (2000) for confocal mi-
croscope imagery. With regard to virtual microscopyppletonet al. (2005) de-
scribed a method based on dynamic programming, esuah. (2006) developed a
stitching algorithm based on global geometric adiametric corrections, and more
recently Steckhaet al. (2008) have developed a global registration metbhased
on weighted least squares. Théveahal. (1998) describe a generalized registration
solution, which locates landmarks from adjacemstiin the boundary regions and
transforms (e.g., translation, scaled rotation/@ndgid body) the images with re-

spect to each other.

Figure 12. Visible stitching artifacts near the image tile boundaries due to mechanical inac-

curacy in the movement of the specimen stage. Immunohistochemical diamino-

benzidine—hematoxylin staining.



2.4.3 Capturing multi-layer image stacks

When digitizing thick tissue sections, cytologicahears, or fluorescence speci-
mens, most biologically relevant information istseiged along a relatively wide dis-
tance in the Z axis (Dest al. 2007, Kalinskiet al. 2008). By capturing only one fo-
cal plane, some of the objects of interest appediared and out of focus, produc-
ing an overall low-quality image. Therefore, itaken beneficial to digitize several
focal planes in the Z axis. The amount of in-fosusrmation that can be captured
per focal plane is measured with the optical syspeaperty calleddepth-of-field
The depth-of-fieldz refers to the distance along the Z axis within \whige speci-

men is in focus, and is dependent on the obje&tivg, such that

nAi

2= Na

(10)

wheren is the refractive index of the surrounding mediunis the wavelength of
light, andNA is the numerical aperture of the objective lensngequently, lenses
with higher NA (i.e., large acceptance angle) hlweer depth-of-field and lenses
with lower NA have higher depth-of-field.

Ideally one would capture several focal planes fedhspecimens and store them
as an image stack for downstream volumetric pracgssd viewing (Figure 13a).
However, this significantly increases both the ctaxiy of the scanning and the
amount of data to be stored. To achieve best df matrlds, that is, to acquire 2D
images containing all biologically relevant infortioa of a 3D data set, several so-
calledextended depth-of-fielchethods have been developed (Bradiewl. 2005).
Hardware-based techniques include wavefront codingshich the image is artifi-
cially distorted with an optical filter and subseqtly corrected with an inverse dig-
ital filter (Dowski & Cathey 1995). Software-baserthods are more common and
most are based on digital image fusion, in whicticapsections are acquired along
the Z axis with a spacingx, such thatAx < z, and processed with a software algo-
rithm that identifies regions containing most ircdis information and combines the-
se region into a single composite image (Figure).1Bhese methods include pixel-
based image fusion (Pieper & Korpel 1983), neighbod-based image fusion
(Tympel 1996), complex wavelet-based transformatiéorsteret al. 2004), and,
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more recently, model-based methods using the spread function (Aguett al.
2008).

(a) (b)

Figure 13. Multi-layer image stack acquired from a cytological specimen with Papanicolaou
staining (a). Same image stack processed with an extended depth-of-field tech-
nique for generating a composite 2D image with combined in-focus regions from
the stack layers (b) (BIG 2011). Additionally shown the focus topology and its

volumetric visualization using the original image as an overlay texture.

2.4.4 Color normalization

Normalizing the color acquisition of the virtuaildg scanner and the color repro-
duction of the computer display is an importanteaspn the clinical application of
virtual microscopy (Yagi & Gilbertson 2005). OtHexctors affecting the slide color
properties are the thickness of the specimen seatid the varying laboratory stain-
ing practices, but these types of variation candoeiced by employing standardized
tissue preparation and staining protocols (NordigB21). Normalizing the color
reproduction of a display can be done using custechiCC profiles, generated with
peripheral calibration instruments, such as thed8py' sensor by Datacolor Inc.
(Lawrenceville, NJ, US). The color calibration betscanning hardware can be per-
formed with standardized IT8 calibration targetscls as the ColorChecker color
rendition chart (also known as Macbeth chart), Wwhiontains an arrangement of
color patches with spectral properties mimickingst of natural objects (McCamy
et al. 1976). If the virtual slide scanner does not supfoC profiling, the calibra-
tion can be done manually by scanning a slide aittembedded color chart. The

scanned chart is viewed with a calibrated disptaynpared against a golden stand-
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ard target, and adjusting the acquisition pararaedsr needed for a better match
(Yagi 2011).

2.4.5 Data processing and storage requirements

Virtual slide scanning produces vast amounts ajrimgtion. For example, a typical
microscope specimen of size 20 x 15 mm results50,800 x 37,500 pixel virtual
slide when digitized using resolution 0.40 um/pix#&ith three 8-bit color channels,
the raw, uncompressed size of the virtual slide ldidae ~5 GB. With a slightly
larger specimen of size 20 x 30 mm and the digitmamade using resolution 0.20
pm/pixel, the resulting virtual slide would be 1@@) x 150,000 pixels in size and
would require ~42 GB of storage space. An extreraangle of a 25 x 50 mm spec-
imen filling nearly the entire slide area, captursing an immersion oil objective
lens and with resolution 0.10 um/pixel, would résala virtual slide of 250,000 x
500,000 pixels and ~349 GB. Furthermore, if a rulltine Z stack is captured, the
total virtual slide size is multiplied by the numlzeé planes. For instance, if 10 focal
planes are captured from the specimen in the pusvexample, the total size of the
virtual slide would be ~3.4 TB. Considering thapathology laboratory may pro-
duce thousands of slides per day, it is clearghatessing and handling the amount
of digitized data requires customized software bhatware solutions, which are
not typical for other medical imaging specialtiekiang 2010).

First and foremost, virtual slides have to be starsing lossy instead of lossless
compression algorithms, which are commonly emplaypechedical imaging (Gon-
zalez & Woods 2008). Lossless algorithms, sucthasLZW (Welch 1984), yield
compression ratios up to 2:1 with natural imagdsgmas lossy algorithms, such as
the baseline JPEG (ISO/IEC 10918-1), result inogatens of times higher (Taub-
man & Marcellin 2002). With currently available barare, storing slides with loss-
less compression would be costly, and transmittiegdata over the Internet would
require considerably more bandwidth than with lossmpressed virtual slides. Ka-
linski et al. (2009, 2011) and Sharned al. (2011)have shown that lossy compres-
sion does not significantly affect the diagnosegsalution of pathological speci-

mens, and is therefore readily applicable to virslides.
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2.4.6 Virtual slide image formats

A major challenge arising from the large size otual slides is finding a suitable
image file format to store the slides. Althoughexa conventional image file for-
mats do support lossy compression, they have agrenh image pixel and/or bit
size restrictions in the specifications, thus mgkthem inapplicable to virtual
slides. For example, the JPEG standard uses l&ibressing for the image width
and height, thereby limiting them to 65,538%2). As a solution, nearly all scanner
manufacturers have developed their own proprietatyal slide formats, such as
SVSby Aperio Technologies (Vista, CA, USYYRXSby 3DHISTECH (Budapest,
Hungary); andNDPI by Hamamatsu Photonics (Hamamatsu, Japan). Howidneer
se formats are closed and non-compatible with e#icér. Moreover, there are no
guarantees that a vendor-specific file format tdIsupported in the future, posing a
significant risk for long-term virtual slide arcles, accumulated over decades.
Satyanarayanaat al. (2011) have described a software libr&@genSlidefor the
interchange of several commercial slide formats. . whole, the ideal virtual
slide format should support the handling of larged imagery, be open and/or in-
ternational standards-based, interchangeable, amd & guaranteed longevity. A
promising candidate format is the JPEG2000 (reviewedetail in Section 2.5),

which features numerous advantages for virtuaégicbcessing and storage.

2.4.7 Virtual slide viewing

Virtual slides can be viewed on a conventional cotepworkstation with a color
display (Weinstein 2005), on a tablet computer ri8t@®011), or on a mobile device
(Rameyet al.2011). Virtual slides can reside in a local sterag more convenient-
ly, in a remote storage, which is accessed thrahghnternet (Lundiret al. 20044,
Rojo et al. 2008). The slides are typically viewed by pannimgugh the slide at a
low resolution and when encountering an area gjraatic interest, the resolution
is increased by “zooming in” (GOmet al. 2011). Most common navigation in-
struments on a workstation are keyboard and mdugenore specialized controller
devices have been described, such as the Smarthjoleica Microsystems (Wetz-
lar, Germany). However, owing to the large sizevidlual slides—up to terabytes of

uncompressed data per slide, the viewing cannatdme using conventional image
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viewing applications, which require the whole imadgta to be loaded into the
computer memory. Instead, the slide viewing folldiwson-demandrinciple, that
is, the server sends the client only the conterthefcurrently active image region
(Kayseret al. 2006). When inspecting the slide at lower magatfans, the server
dynamically reduces the image resolution, thergiitymazing the amount of data to
be transferred. When viewing virtual slides fronoeal storage, without an image
server, a similar partitioned image loading apphoadaken.

Virtual slide viewing software is commonly bundieith a slide scanner (Rogt
al. 2006). The viewing software can be categorized mdtive applications (e.qg.,
NDP.viewby Hamamatsu Photonics, Hamamatsu, JapanQOayMIA by Olympus
Corporation, Tokyo, Japan) or web browser-basedicgtions. Della Meaet al.
(2008) present a survey of readily available, plattdependent virtual slide view-
ers. For web browser-based viewers, Retjal. (2008) have presented a review of
three commercial solutions. Web browser-based viewan be further divided into
applications that are based on Adobe® Flash® (&/ghScopéy Aperio Technol-
ogies, Vista, CA, US; andoomifyby Zoomify, Santa Cruz, CA, US), the Java plat-
form (e.g.,mScope@by AuroraMSC, Montreal, Canada), a browser andfquiat-
specific plugin (e.g.ERDAS APOLLOby Hexagon, Stockholm, Sweden), or ap-
proaches based on dynamic HTML (eRrainMapsby Mikulaet al. 2008).

2.4.8 Applications and benefits over traditional micros-
copy

There are numerous issues regarding the use oicphgpecimen glass slides. They
are fragile, the tissue deteriorates and the sigifades over time (especially immu-
nofluorescence dyes), sending an interesting #lakk and forth between several
pathologists is tedious and time-consuming, borcbsleles have a risk to be mis-
placed, and there are significant overhead cosiscaged with the upkeep of slide
storage archives (Kayset al. 2006). By using virtual slides, long-term centzad
digital archives can be formed, which provide rametworked, and practically un-
limited multi-user access to all sample materiatluding rare cases, and require
relatively low upkeep costs compared to physicahiaes (Pantanowitzet al.

2011). Virtual slide archives are beneficial, fosample, in tissue biobanking (Isa-
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belle et al. 2006), as comprehensive digital atlases, suchrais Mikula et al.
2008) and breast (Lundiet al. 2004b), in medical student education (Kuraetal.
2006, Paulsesmt al. 2010, Kayseet al. 2011, Szymas & Lundin 2011), pathologist
training (Helinet al. 2005, Dee 2009), scientific research (Lunetiral. 2004a), na-
tional and international consultation and collabiora(Wilbur et al. 2009, Lundiret
al. 2009), and in inter-laboratory quality assuranaader et al. 2008, Grahanet
al. 2009). In clinical environments, virtual slidesncanprove the operational
measures, such as cost, time, and patient cadés@sssed by Isaaes al. (2011).
Studies show thatirtual slides are easily readable by a pathologmst that the
viewing is equivalent, and in some cases even thettan traditional, manual mi-
croscopy (Della Meat al. 2006, Nassaet al. 2011). Moreover, virtual slides pro-
vide numerous additional benefits compared to ti@thl microscopy. The viewing
ergonomics of a computer workstation are more yresljustable then the fixed
slide viewing via the ocular, which is shown tofagguing in long-term use (James
et al. 2000). The usage of multi-resolution, always inu® virtual slides eliminate
the need to continuously change objective magnifing, realign the focus, and ad-
just the microscope lamp voltage (R@&bal. 2009). A low-resolution overview im-
age of the whole specimen can be simultaneouslyladied alongside the high-
resolution main view, thereby providing valuablentaxt-related information to the
user (Della Meat al. 2008). With the use of digital image metadataioegpecific
annotations and textual information, such as tlgamyr diagnosis, copyright, and
ICC color profiles, can be embedded within theuattslide (Wanget al. 2011). By
utilizing multiple displays, several virtual slidesin be opened side-by-side for
comparative analysis (Kayset al. 2006). Moreover, virtual slides enable simulta-
neous, linked viewing of specimens stained foredéht biomarkers without the
need to switch slides (Helet al. 2006). When the slide acquisition is multi-planar,
the tissue architecture can viewed as a volumatadtand reoriented by the means
of 3D reconstruction (Wt al. 2005). Lastly, and of increasing interest, virtual
slides are readily quantifiable by automated imagalysis methods due to their

discrete nature (Laurinavicies al. 2011).
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2.5 JPEG2000 image compression standard

The JPEG2000 is a multimedia compression standencth describes an image
coding system and several auxiliary techniques q&iset al. 2001, Taubman &
Marcellin 2002). The standard is being developeltbboratively by the Interna-
tional Organization of Standardization (ISO), theefnational Electrotechnical
Commission (IEC), and the International Telecomroations Union (ITU), which
have formed the Joint Photographic Experts Gro®iE@E) committee to steer the
development process (JPEG 2011). JPEG2000 waallinitiesigned to supersede
the old discrete cosine transformation-based JP&Gdard by introducing an ad-
vanced image coding system utilizing the discreéevelet transformation (DWT)
(Mallat 1989). In contrast to JPEG, JPEG2000 parfolosslesandlossy compres-
sion using the same algorithm, and is based omaiple of compressing the image
once and decoding it in many ways for differentgmses, such as at a reduced reso-
lution for a mobile device (Rabbani & Joshi 200Pherefore, JPEG2000 is readily
usable in various technical fields and multimedwplecations, for instance, in 3D
imaging (Schelkenst al. 2003), video compressing (Forssehl. 2003), and in sat-
ellite and aerial photography (Let al. 2005). Since satellite and aerial photography
share similarities with virtual microscopy, JPEGQQ@9 a promising candidate as an

open and vendor-neutral virtual slide format.

2.5.1 Suitability for virtual microscopy

At the time of writing, the JPEG2000 standard fgnuibnsists of twelve parts, of
which the most relevant with regard to virtual msropy are Part 1 (Core Coding
System; ISO/IEC 15444-1, ITU-T Recommendation T)3@art 2 (Extensions;
ISO/IEC 15444-2, ITU-T Recommendation T.801), ardt® (Interactivity tools,
APIs and protocols; ISO/IEC 15444-9, ITU-T Recomueion T.808). Together
these parts form a comprehensive set of featurésghwcontain numerous ad-
vantages for virtual slides. Part 1 specifies thee deatures, including support for
large-scale imagery with a limit of 1) x (2*1) pixels, the spatial random ac-
cess of image information, progressive transmisb@sed on resolution and image

quality, efficient lossy compression, especiallythviow bit-rates, predetermined
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target file size, and the JP2 container file forfeatsingle images (with a common
file extensionp2). Part 2 extends the first part by introducing JfRX multi-image
container file format and enables the embeddingabf metadata. Part 9 specifies
the JPEG2000 Interactive Protocol (JPIP), an eesitient network protocol for
transmitting compressed image data.

2.5.2 Compression algorithm overview

As is customary with compression standards, theGIPBO standard specification

describes only the encoded bit-stream syntax addcader. However, it is often

more practical to describe a reference encoder. JPi&52000 Part 1 encoding sys-
tem consists of several steps, which are outlineBigure 14 and described briefly
in the following paragraphs. For a more compreheansieatment, the reader is re-
ferred to Taubman & Marcellin (2002) and Rabbanldshi (2002).

Source image Tiling m—p- DC level shifting i

: Discrete wavelet i Multi-component
| transformation i transformation

Entropy N Code-stream
encoding - organization

v

Encodedimage

Figure 14. A flowchart describing the JPEG2000 Part 1 encoding system. Steps marked
with solid line are mandatory, whereas steps marked with dashed line are option-
al. Modified from Acharya & Tsai 2005.

The encoding process begins with splitting the ienado (color) components,
which are then optionally partitioned into a numbgmmage tiles, effectively corre-
sponding to an inverse image stitching processb&ab& Joshi (2002) have shown
that the smaller the selected tile size, the Iaverimage fidelity due to tile bounda-
ry artifacts. For simplicity, the following stepssume that the tiling is skipped and
that each component is treated as a single tileabe the computation, the dynamic

range of the component pixel values are centerednarthe zero with a process
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called DC level shifting. Should there exist anyretations between the compo-
nents, the multi-component transformation is usedetiuce them, thus gaining an
increased compression performance. Two transfoomatnodes are supported: the
Reversible Color Transformation (RCT) for losslassl lossy compression, and the
Irreversible Color Transformation (ICT) exclusivdty lossy compression. Quality
and compression-wise, Skodetsal. (2001) have shown that the ICT produces sub-
stantially better results than RCT.

After the three optional steps, each componentaisstormed from spatial do-
main into DWT domain by decomposing them into a benof sub-bands at differ-
ent levels of resolution (Figure 15) (Vetterli 200The first decomposition level
contains four sub-bandkl.;, HL;, LH1, andHH,, of which thelLL; represents a 2:1
sub-sampled version of the original component &edother contain corresponding
residual versions of the component, needed fornsoaction. Higher number of
decomposition levels can be achieved by perforngT on the low-resolution
LL; image and continuing the process recursively ug mmaximum of 32 levels in
Part 1). The DWT is performed using either the reode Le Gall spline filter (Gall
& Tabatabai 1988) or the irreversible biorthogoDalubechies spline filter (Anto-
nini et al. 1992). Rabbani & Joshi (2002) have shown thatDhabechies filter
yields better image quality, but at the expenseamfipression complexity. Ortiet
al. (2007) have experimented performing virtual sktieching during the DWT and

shown that it improves the overall scanning time.

- i 102
: i LL: | HL:
g."h’LLi\ HL1 —— HL
‘o"ﬁ' %, LH- | HH:
-
LH, HH, LH: HH;

Figure 15. Discrete wavelet transformation of a color component image. The image is de-
composed into n successively lower resolution levels, each consisting of four sub-
bands: LL,, HL,, LH,, and HH,. Sub-band LL, represents a half-resolution version
of LL,; (LL, being the original image), whereas the other sub-bands contain re-

sidual information used for reconstructing the original image.
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After the DWT, the next step is quantization, whiglperformed only during los-
sy compression and is responsible for the mostnmdtion loss during the compres-
sion process. Each sub-band generated during th€ B\WWrocessed with a custom
quantization step size. The coarser the step Hieegreater the compression and
lower the image quality. The (possibly quantized\velet coefficients are then pre-
pared for entropy encoding by sectioning them metdangulaprecincts which are
further split into smaller rectangulaode-blockswith a dimension of power of 2.
Rabbani & Joshi (2002) have found the optimal cblbek size to be 32 x 32 or 64
x 64, other sizes either degrading the image qualithindering compression per-
formance. The entropy encoding is done using Eméxd@lock Coding with Opti-
mized Truncation (EBCOT) algorithm (Taubman 2008)the bit-plane coding
scheme and the MQ coder (ISO/IEC 14492) as thbragtic coding scheme. As a
result, the entropy encoding produces a comprdsitetream for each code-block.
The code-block bit-streams in a single precinanf@rpacket Likewise, the packets
from each precinct of a single resolution levehicalayer. As such, a packet con-
tributes one quality increment for a given resaltievel at one spatial location,
and a layer contributes one quality incrementfierwhole image.

The packets are arranged in a nested loop strutduexilitate scalability based
on quality layer (L), resolution level (R), spatbsition (P), and/or color compo-
nent (C) (Taubman & Marcellin 2002). The five ptsiprogression ordersare
LRCP (the default), RLCP, RPCL, PCRL, and CPRL. &mmple, the LRCP pro-
vides scalability primarily by quality layer andcsadarily by resolution level. Fi-
nally, the arranged packets are inserted intofeceatainedcode-streanalong with
various mandatory and optional markers and madgments. Code-streams can be
directly treated as compressed images or, moredlpj embedded in a container
file format, such as the JP2, which enables thgaisé additional image properties
and metadata, or JPX, which enables several coeanss to be embedded as image

layers (e.g., as a Z stack).

2.5.3 Image quality with lossy compression

The image quality, or fidelity, of lossy JPEG200@mpression can be measured
subjectively by using a simple Mean Opinion Scd®©S) method (Ebrahinet al.
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2004). However, subjective evaluation is often atathte and methods based on
objective measurements are required. Two commotnadstfor objective image
quality assessment are the Root Mean Squared MSE) and the peak signal-
to-noise-ratio (PSNR) (Sayood 2006). The RMSE fsdd as

M N
1
RMSE = |25 > [106,y) = ' 012, (11)

x=1y=1

whereM is the width of the image in pixell, is the height of the image in pixels,
is the original image, is the lossy-compressed image axg)(specifies the image
pixel coordinates. The RMSE can be used as sudhcorporated into the PSNR

measurement, which is measured in decibels (dB}) gwat

(2° -1)

A 12
RMSE '’ (12)

PSNR = 20log,

whereD is the image bit-depth. A typical, good-qualitytural image has a PSNR
value of at least 30 dB (Taubman & Marcellin 2002).

Using the PSNR quality metric, lossy JPEG2000 casgion is shown to out-
perform the baseline JPEG compression with all gesgon ratios (Skodra al.
2001, Rabbani & Joshi 2002, Santa-Cetial. 2002). However, if the quality evalu-
ation is performed with a subjective method, thpesiority of JPEG2000 becomes
evident only at compression ratios over 20:1 (Eionatet al. 2004). Figure 16
shows a comparison between lossy JPEG2000 andri®a3BIEG compression with
a relatively high compression ratio of 60:1. Wiigthcompression ratios, JPEG be-
gins to exhibit blocking artifacts due to disconiires created at the independently
processed 8 x 8 block boundaries, whereas the JREGZersion has an overall

smoother visual result because of applying the DW@r the whole image.
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Figure 16. Lossy JPEG2000 compression compared to baseline JPEG compression. The
original, uncompressed image (a), which is compressed with baseline JPEG us-
ing 0.39 bits per pixel (b) and with JPEG2000 using the same bit-rate (c). Breast

cancer tissue section, stained with hematoxylin—eosin.

2.5.4 Image transmission over networks

The Part 9 of the JPEG2000 standard family desstie JPIP protocol for client—
server network transmission of JPEG2000 imageryl§irean & Prandolini 2003).
Instead of directly accessing the remote JPEG2@d@ent, the client requests a
specific region of interest (ROI) from the serv€iglre 17). As a response, the
server encapsulates the code-stream packets ocomdisg to the requested ROI in-
to a collection ofdata-binsand transmits, or streams, them to the clientliitrary
order. The principal data transport protocol ofRIlH the HTTP/1.1 (RFC 2616),
but the lower level TCP (RFC 793) and UDP (RFC 7@®}ocols are also directly
supported. Due to the self-contained nature of-bats, JPIP streaming is highly
robust to errors during the data transport. Funtioee, the standard specification
allows the server to maintain a model of the cliemthe, to alter the sequence in
which the data-bins are delivered, and even tcst@ate the original code-stream to
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use difference precinct size, thus optimizing tekvery speed for single and multi-

ple simultaneous users.

CLIENT '
|
ROI ROl |
requests requests |
JPIP client >
component i : JPIP server
. data-bin
connection I stream
Image viewing status data-bin | updates JPEG2000
application - storing | image
" 1 database
image ! :
renderin "nt t -
g . nterne \ Client cache
Client cache {

model

" (intranet)

Figure 17. The client—server architecture and information flow of JPEG2000 Interactive Pro-
tocol (JPIP) in network-based image data transmission. Modified from Taubman
& Prandolini 2003.

2.5.5 Clinical application of JPEG2000 virtual slides

Clinical application of virtual slides requires domming to existing medical stand-
ards, including DICOM. Standardized software irdeds allow developers to link
various hospital information systems (HIS) togett@r example, connecting the
laboratory information system (LIS) of a clinicdiemistry or a pathology depart-
ment with the radiology information system (RIS)arradiology department, both
the pathologists and the radiologists can view gireéirasound and X-ray images
simultaneously with corresponding histological spemns. However, up until re-
cently, the DICOM standard lacked of basic pathiglaigconcepts, such as speci-
men identification, and was not fully compatiblethvthe common workflow of a
pathology laboratory. Moreover, due to the image,silata storage, and processing
issues related to virtual slides, and since theypaumarily used only in pathology
(and related subspecialties), virtual slides atecnaently used in existing DICOM-
based PACS systems. To address these issues, @@MDWorking Group for Pa-
thology (WG-26) was formed in 2005.

During the past years, WG-26 has described twoneidas to the core standard.
The Supplement 1225pecimen Module and Revised Pathology SOP Cladses
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scribes a specimen-centric data model for pathoio@gge interpretation and estab-
lishes uniform definitions for all major pathologlaconcepts. The Supplement 145
(Whole Slide Microscopic Image IOD and SOP Classgescribes a recommenda-
tion for the mechanism of using virtual slides WwRKCOM. At the time of planning
Study I, the Supplement 145 was still in formwatiand there was debate on what
would the preferable method be for storing and ssicg virtual slides using
DICOM (WG-26 Meeting Minutes, May 17, 2008, Toledgpain). Two possible
candidate solutions to link virtual slides with 3 d®M-based PACS existed, from
which the first one, the so-callggyramidal approachwas chosen as the primary
method for the final version of the Supplement. plieamidal approach is a legacy-
type solution involving splitting the virtual slidato a multi-resolution image tile
pyramid, which is embedded into the PACS usingtexgsDICOM mechanisms.
More specifically, the pyramidal approach stores tites of a given layer as indi-
vidual frames in a DICOM multi-frame image objeatd the layers as DICOM Se-

ries (Figure 18).

Thumbnail image
(single-frame image)

Intermediate image tiles
(multi-frame image object)

Baseline image tiles,
incl. Z-stack possibility
(multi-frame image object)

In 1 or more
DICOM Series

Figure 18. The standardized method for linking virtual slides with DICOM, in which the vir-
tual slide is mapped as a pyramid into a DICOM Series. Modified from DICOM
Supplement 145; Final Text 2010/08/24.
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The other candidate solution for linking virtuadsls with DICOM was based on
JPEG2000 and is the so-call@diP-based approachAlthough the DICOM stand-
ard includes the core parts of JPEG2000 in Supples@&l JPEG 2000 Transfer
Syntaxesand 105 JPEG 2000 Part 2 Multi-component Transfer Syntaxess not
practical to transmit the whole virtual slide cariteluring a DICOM Retrieve op-
eration. Therefore, the JPEG2000 imagery has tansmitted using the JPIP pro-
tocol, for which the Supplement 108PEG 2000 Interactive ProtoQobescribes
two Transfer Syntaxes as methods of delivering enaigel data apart from patient
data: the non-compressetPIP Referenced Transfer Syntand the deflate-
compressedPIP Referenced Deflate Transfer Syntshen using virtual slides
with the JPIP Transfer Syntaxes in a DICOM-base€8Aa DICOM server sends
its client a Uniform Resource Locator (URL) strititat refers to the virtual slide
pixel data provider (i.e., a JPIP server), togethién the image name, which can be
arbitrary and unrelated to patient data (Figure 1fjon receiving the pixel data
provider reference, the client DICOM workstatiomcaither use a built-in JPIP
viewer or invoke an external one for retrieving theual slide from the specified
JPIP server. The network messaging between the R&@She client end is done
according to the DICOM protocol, except the JPH#A$mMission, which is performed
using the methods described in Section 2.5.4. Alghothe JPIP-based approach
was not included in the Supplement 145 for theaesexplained earlier, it is never-

theless still a valid method due to the presencgupiplement 106.

Client side PACS side
DICOM queries >
DICON_I DICOM DICOM
workstation < server storage

Patient information &
virtual slide URL

Invokes '”te”.‘a' .
communication
Virtual slide requests
>
. JPEG2000
JPIP viewer JPIP server virtual slide
- storage

Image pixel data

Figure 19. An alternative, JPIP-based method for linking virtual slides with DICOM. Not in-
cluded in the DICOM Supplement 145; Final Text 2010/08/24.
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2.6 Digital microscope image analysis

Digital image analysis of microscope specimensardy reduces inter- and intra-
observer variability due to its objective naturat blso provides quantifiable, trace-
able and repeatable measurements. Moreover, digigdysis is capable of detecting
image features that cannot be distinguished wghaliinterpretation, such as minor
differences in gray-level intensities. The analys#® be applied to single micro-
graphs or entire virtual slide areas can be andly&kernatively, as an intermediate
approach, several representative fields of theismer can be captured and ana-
lyzed, and the individual field results are averhtgeobtain a sample-specific result.
Several commercial image analysis and processiitga®@ for medical imagery are
available, such as MATLAB® (by MathWorks, Natick,Ay1US) and Wolfram
Mathematica® (by Wolfram Research, Champaign, 1IS).UPapademetrist al.
(2006) describe an open, academia-based medichisanaoftware, the Biolmage
Suite. For the analysis and visualization of mditiensional microscope images,
Kankaanpéaét al. (2008) have developed the BiolmageXD software. dhalysis
software used in the present study are primarigetdaon ImageJ, which is a public
domain (free) and easily expandable image procggsiickage, used in numerous
fields of science (Rasband 2011).

2.6.1 Contrast expansion

Regardless of the available dynamic range of thr@owscope camera, the actual dy-
namic range of the digitized image may be narrowictv manifests itself as poor
contrast (Russ 2007). To resolve image detailsallisor, for example, to perform
automated image segmentation with global, fixedgholding (reviewed in Section
2.6.5), it is necessary to improve, or expand,it@ge contrast with global image
enhancement techniques. Global contrast expansiorbe implemented in various
ways, two of the most common ones betogtrast normalizatiofWu et al. 2008)
andhistogram equalizatiofStark & Fitzgerald 1996) (Figure 20). Contrastmal-
ization shifts the image pixel intensities to spadesired range of values by apply-

ing a linear scaling function, such that
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(a) (b) (c)

Figure 20. Contrast expansion performed on a single color channel of a microscope image.
The original image with low contrast and dynamic range (a), original image pro-
cessed with contrast normalization (b), and with histogram equalization (c). Single

core of a breast cancer tissue microarray, IHC-stained for HER2.

(Imax - Imin)

pr=—TE
(i, —iy)

(P - il) + Imin ’ (13)

whereP is the original pixel intensityp’ is the transformed pixel intensity,ax and
Imin the maximum and minimum intensity values, respebti over which the image
is to be normalized, arig the lowest and, the highest intensity value present in the
image. In practice, to reduce the impact of outhezsence on the normalization
process, a more robust approach is to sejeanidi, at a lower and an upper histo-
gram percentile (e.g.,"5and 9%"). Histogram equalization employs a monotonic,
non-linear mapping function to redistribute thegpiintensity values so that all the
available gray-level steps are used. A givéngray level in the original image is

mapped into a new gray levglsuch that

i
n.
Si:z#' 0<i<lL (14)
=0

wheren; is the number of occurrences of gray levelis the total number of pixels,
andL is the total number of gray levels available. S{&K00) extends the basic his-
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togram equalization by describing a parameterizetlaaptive expansion scheme.
Other contrast expansion methods described initkature include wavelet and
curvlet-transform based methods (Staetkal. 2003), and local methods, such as

constrained equalization (Zlat al. 1999).

2.6.2 Noise reduction

Image noise can arise from several sources, sutheasamera detector hardware
during the digitization process, existing low noisgels may be multiplied and
brought visible as a result of a contrast expansioeration, and the instability of
the light source may produce a non-random, perindise patterns (Murphy 2001).
In light microscopy with brightfield illuminationgamera noise is seldom an issue
due to low exposure times, but in fluorescence ingagvith darkfield illumination
and relatively long exposures, the issue is moexglent. The classical reduction
method for random noise is to average a numberaofids from the same field of
view, resulting in improved image PSNR (Russ 200h)s, however, can be prob-
lematic during high-throughput virtual slide scar@iin which the speed is a criti-
cal factor. Therefore, other noise reducing tecesghave to be used, which are
categorized intgpatialandfrequency domain filters

Image noise reduction in the spatial domain caadigeved by using non-linear
median filtering(Gallagher & Wise 1981) or lineaonvolution(Wu et al. 2008),
both of which are based on extracting informati@mt the pixel neighborhood with
a given block size (e.g., 3 x 3). Median filterireplaces each pixel value with the
median of the neighborhood, whereas convolutioilgassan intensity weight mask,
or kerne| on to the neighborhood. In the case of noiseatsoly the convolution
kernel represents a low-pass filter, usually eitheimple average filter (also known
asmean filtej or a Gaussian filter with the kernel weights apmating the profile
of a Gaussian function (Berry 2008) (Table 3). Dgrthe convolution operation,
each pixel of the image is replaced by the weiglsieeh of the pixels within the

kernel window. Convolutiogy(x,y) of the imagd(x,y) can be expressed as

g, y) =f(x,y)*h, (15)
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wherex andy are the image pixel coordinates amds the used kernel. Mean and
Gaussian filtering are applicable for all typesimfge noise, but at a cost of re-
duced image resolution, thereby making small detaidiscernible. Median filter-

ing, on the other hand, has less impact on the emasgpolution, but is primarily ap-

plicable only for reducing impulse, or “speckleqise, characterized by having in-
tensity much higher or lower than the surroundingls.

Table 3. Commonly used convolution kernel masks for image noise reduction (Mean &

Gaussian) and for sharpening (Laplacian). Modified from Berry 2008.

Mean Gaussian Laplacian

(low-pass filter) (low-pass filter) (high-pass filter)

1 11 0.2098 0.4580 0.2098 0 1 0
h=1/911 1 1 h ={0.4580 1 0.4580 h=1]1 -4 1
1 11 0.2098 0.4580 0.2098 0 1 0

A common issue with spatial domain filtering istthas the convolution kernel
size increases, so does the overall number of phadtion operations needed.
Luckily, we are able to achieve the same resul Wigquency domain filtering, but
with less arithmetic operations. Tlkeenvolution theorenstates that the multiplied
inverse Fourier transforms of two functions in tlejuency domain equals the con-
volution operation between the same two functionghe spatial domain (Gonzalez
& Woods 2008). Therefore, it is often computatitydéss intensive and faster to
perform the convolution in the frequency domaintdiled treatment of frequency
domain filtering can be found in Petrou & Petro0X@) and Shih (2010).

2.6.3 Shading correction

Microscope images often contain some degree dfcaat] unwanted intensity var-
iation, which is known as thehadingphenomenon (Tomazevét al. 2002). Shad-
ing is caused by, for example, vignetting, unev@mination intensity or color
temperature of the light source, misaligned miocopsccomponents with respect to
each other, or the sensitivity variations of theneea detector elements. The phe-
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nomenon can be hard to detect visually, but mayifstgntly affect the result of an
automated analysis algorithm (Parker 1991). Theeefth is imperative to correct
the shading prior to performing automated analySeseral methods have been de-
scribed in the literature to correct the shadinigiclv are either applied during image
acquisition & priori) or after the acquisitiora(posterior).

Shading correction methods doagriori are preferred, and the most prominent
one is based on capturing a single blank imagd,fia ablankfield image before
acquiring the specimen image (Figure 21) (Russ R@ath images are then com-

bined by processing each color channel such that

I'= >k, (16)

wherel’ is the corrected imagé,is the original imageB is the blankfield image,
andk is the image bit-depth (e.g., 255 for 8-bit catoages).

Original image Blankfield image Corrected image

Figure 21. Shading correction performed a priori with a blankfield image. The resulting cor-
rected image has an even illumination and a neutral color temperature. IHC stain-

ing of breast cancer tissue section for Ki-67.

Shading correction methods performeegbosterioriinclude morphologicatoll-
ing ball algorithm (Sternberg 1983), homomorphic filteri(doung et al. 1998),
non-parametric non-uniformity intensity normalizati(also known as the N3 meth-
od) (Sledet al. 1998), background estimation with entropy mininica (Likar et
al. 2000), large-kernel Gaussian low-pass filteringdihget al. 2003), linear edge
interpolation (Russ 2007), rank-based filtering $R2007), fitting a polynomial
surface to a number of sample points (Russ 200i0),segnal envelope estimation
(Reyes-Aldasoro 2009).
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2.6.4 Stain separation

Digital differentiation, or separation, of the stiig components in a microscope
image is often an important pre-processing steprbehe segmentation and classi-
fication. For example, for the separation of staissd in IHC, several image pro-
cessing techniques have been described: textulgsanavith a color feature set
(Kostopouloset al. 2007), color difference discrimination based oarcynagenta-
yellow-black (CMYK) color model (Pharet al. 2007), CIE 1976 L*u*v (CIELUV)
color model-based component thresholding (Rexhetpal. 2008), and chromacity—
intensity-based separation using L*a*b* color spé€estopouloset al. 2008). The
disadvantage of methods based on color-transfoomais that they fail to take into
account the contributions of two or more overlagpstains.

For differentiating co-localized, overlapping s&ifRuifrok & Johnston (2001)
have described theolor deconvolutioralgorithm. Color deconvolution analyzes the
absorption spectra and the relative contributionsazh overlapping stain. Prior to
decomposing multiple stains, each pure stain ig@daanalyzed, and characterized
with a 3 x 1 vector obptical densityalues, one for each of the three color channels
R, G, and B. The optical densities are derived ftbeBeer—Lambert lawFuwa &
Valle 1963), which describes a non-linear relatiopsbetween the detected light

intensity and the stain concentration, such that
I, =Iy.exp(—Ar,), c=R,G,B a7)

wherec is the color channel, is the intensity of light after passing the spesin
loc is the intensity of light entering the specimend A is the amount of stain with
the absorption factar. The optical density, or absorban@d), has a linear relation-
ship with the stain concentration and thus canebeily used to separate the contri-
butions of multiple stains, and can be specified as

I
OD, = —In <I_C> =Ar., «c¢=R,G,B. (18)

0,c
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Finally, the stain decomposition is performed bynmalizing the optical density
vectors for each pure stain and using them to parfan orthonormal transfor-
mation to the original RGB color image.

The color deconvolution can be applied, for exampdeseparate hematoxylin
and DAB stains in IHC. However, van der Loos (206Bpws that the DAB stain
does not follow the Beer—Lambert law, but insteaddpces a different spectral
shape depending on the stain concentration, ansl ¢honot be used to reliably
quantify the stain intensity. As a consequencejritensity of DAB staining should
only be assessed semi-quantitatively, for exanipleategorize the staining intensi-
ty asweak moderate or strong or to discriminate negatively and positively st

cell nuclei (Figure 22).

(a) (b) (c)

Figure 22. Color deconvolution performed on a breast cancer IHC specimen stained for Ki-
67 with hematoxylin and DAB. The original image (a), the hematoxylin stain com-
ponent of the original image (b), and the corresponding DAB component (c). Im-

ageJ plugin Colour Deconvolution (Landini 2011).

2.6.5 Segmentation and classification

The goal of automated microscope image analysigpisally the identification of
certain cellular structures, such as nuclei, arar teubsequent measurement. To
achieve this, the image has to $sgmentedby separating objects of interest from
non-relevant information anglassifiedby assigning these objects into classes based
on their features (Wat al. 2008). Segmentation can be manual, for exampday-dr
ing close contour shapes with area selection t{@isith et al. 2010). However,

manual methods are often tedious, prone to ernot sabjective in nature, and thus,
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automated segmentation methods are preferable.nidst commonly used auto-
mated segmentation feresholding in which a grayscale image is converted into a
binary image. Thresholding can be either fully awited or user-assisted. User-
assisted thresholding requires a manually specifieel intensity value, which acts
a cut-point for discarding pixels with lower intéysbackground), while including
pixels with higher intensity (foreground), or vigersa. In many cases, however, it
is preferable to use automated algorithms in degiihe intensity cut-point (Sezgin
& Sankur 2004). Figure 23 exemplifies several @& thost well-known and widely
applied thresholding algorithms in the literatusetang’s fuzzy thresholdingHuang

& Wang 1995) IntermodegPrewitt & Mendelsohn 1966)soData (Ridler & Cal-
vard 1978),Li's Minimum Cross EntropyLi & Lee 1993),Kapur—Sahoo-Wong
Maximum EntropyKapur et al. 1985),Mean (Glasbey 1993)Minimum Error (Kit-
tler & lllingworth 1986), Minimum (Prewitt & Mendelsohn 1966)Moment-
preserving thresholdingTsai 1985),0tsu (Otsu 1979),Percentile(Doyle 1962),
Kapur—-Sahoo—Wong Renyi Entrofigapur et al. 1985), Shanbhag(Shanbhag &
Abhijit 1994), andTriangle (Zacket al. 1977).

Since thresholding is based on histogram segmentait lacks spatial infor-
mation. Thresholded image can be further proceas&dmnorphological techniques,
such as thewatershed algorithm(Vincent & Soille 1991), which separates the
boundaries of touching objects within the binaryage. Alternative segmentation
methods to thresholding includegion growingby Pavlidis & Liow (1990), which
uses spatial context information in grouping adjgexels or regions together. An
opposite method calleckgion splitting(Chenet al. 1991) hierarchically partitions
the image into separate regions based on theidasityi (e.g., texture and color
properties). Kirsch (1971) describes a boundargthaegmentation method, which

uses gradient image thresholding to extract image @oints.
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Minimum Moments Percentile Triangle

Figure 23. Comparison of 14 grayscale thresholding algorithms applied on a single color
channel of a hematoxylin—-DAB-stained IHC image with non-complete nuclear

staining. Performed using Auto Threshold ImageJ plugin (Landini 2011b).

The classification, or labeling, is done with ad@fe classifiean algorithm that
categorizes the segmented image objects into sldsssed on a set of descriptive
features. Classifiers are eithensupervised(Jain et al. 1999) with no prior
knowledge on the features used for classificatamn,more commonlysupervised
(Kotsiantis et al. 2006) Supervised classifiers require training from aruséh
knowledge on the subject at hand, for example,dnegating an image training set
with manually identified features. Wet al. (2008) describe a maximume-likelihood
method with the minimum Bayes risk classifier, Misgtz et al. (2010) have de-
veloped a software tool for multi-class classificatof micrographs based on Sup-
port Vector Machines, and Walkowski & Szymas (20idye described a structural
analysis and shape descriptor-based classificatidrnistopathologic virtual slides.
Shih (2010) presents a distinct approach to ciaasibn by using artificial neural
networks (ANNS), consisting of layers of inter-cented nodes. Each node in a lay-
er processes its input with a modifiable weightfagtor (adjusted according to a
pre-classified training set) and generates a wedjgim as an output for the subse-

guent layer; the output of the final layer assigrtine object to a class.
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2.6.6 Software for IHC biomarker quantification

The development of automated analysis methodsHGr bhiomarkers are primarily
driven by commercial virtual slide scanner manufeats (Rojoet al. 2009). For the
analysis of ER, PR, Ki-67, and HERZ2, currently &lade solutions include ACIS®
[l (Dako Denmark; Glostrup, Denmark), Ariol (Moldar Devices; Hampshire,
UK), Aperio Digital IHC (Aperio Technologies; VistaCA, US), HistoQuant
(3DHISTECH; Budapest, Hungary), and Virtuoso™ (\&ra& Medical Systems,
Tucson, AZ, US). However, because these methodpraietary, the algorithms
employed are closed source and their functionaityidden from the user. Moreo-
ver, the commercial packages generally lack ofspparent and extensive clinical
validation.

Analysis tools described in the academic literatffer a more open and trans-
parently validated approach for the quantificatadnHC biomarkers. The number
of studies describing novel methodologies has bapidly rising within the past
few years. Analysis tools for ER, PR, and Ki-67lune Mofidi et al. (2003), Pham
et al. (2007), Rexhepagt al. (2008), Gustavsort al. (2009), and Konstet al.
(2011). For the analysis of HER2, the literatureludes methods by Josht al.
(2007), Hallet al. (2008), Masmoudet al. (2009), and Brigmanet al. (2011).
However, the software applications described irs¢hstudies are mainly for re-
search purposes and have not been released fac psbl In addition, many of the
methods may require considerable work if employeda iroutine clinical process,
requiring dedicated imaging and/or analysis equimEurthermore, as the infor-
mation technological infrastructures in hospitadl daboratory environments are of-
ten highly restricted, prohibiting the installatiand usage of external software, the
testing and adaptation of new digital image analysethods can be cumbersome.
Therefore, to increase the clinical adoption ofitdigimage analysis techniques,
there is a demand for software that is freely adéd, open source, clinically vali-

dated, and easy to use and install.
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3. AIMS OF THE STUDY

The central aim of the present study was to desighimplement an open software
platform for virtual microscopy in order to facdie its widespread adoption in clin-
ical, educational, and research environments. Wdl applications and algorithms
developed during the experiments have been publiskeopen source and/or free

software, thereby supporting further academic mesea
More specifically, the aims of the study were:

= To develop controller software for automated virtsiade scanning and im-
age tile stitching. (Not included in the originanomunications)

» To design and develop JPEG2000 standard-basedasefteols for virtual

slide viewing, serving, conversion, metadata, docage. (I)

= To design and develop a proof-of-concept softwaaekpge for linking
JPEG2000 virtual slides with the DICOM standara iclinical environment.

(I

» To design and develop web applications for quantéadigital image analy-
sis of breast cancer biomarkers ER, PR, Ki-67,HBR&2. (lII, IV)
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4. MATERIALS AND METHODS

4.1 Sample material

According to the Finnish legislation regarding theage of human organs, tissues,
and cells in medical research (101/2001 and 594/2@Be digitization of specimen
slides into virtual slides does not require explgrmission from the Finnish Na-
tional Supervisory Authority for Welfare and Healtalvira) or a separate state-
ment from an ethical committee responsible forsta@ple material. Furthermore, as
long as the sample material is anonymized, theepiaprivacy is not compromised
(785/1992 and 523/1999).

4.1.1 Histological and radiological imagery (I, II)

The sample material of studies | and Il were primarsed for technical testing and
reference purposes, and the imagery was not sedj¢éctautomated image analysis.
Thus, a detailed description of the sample prefmaras not relevant. For study I, in
addition to routine formalin-fixed, paraffin-embestthistological samples, cytolog-
ical slides were scanned using a multiple focugramage acquisition option (Z-
stack). For study Il, anonymized reference mateggplesenting typical diagnostic
imagery of breast cancer was obtained from the imgaGentre of Tampere Univer-
sity Hospital, Finland. The material covered twaigras, consisting of radiographs
of tumor marking under ultrasound control, mammaogeof surgically removed
tumors, thorax imagery, bone gamma structure s@as,magnetic resonance im-
ages. Histological specimen material (H&E-stainkdes, CISH samples, and intra-
operative frozen sections) matching the same tuwerg collected from the De-

partment of Pathology of Tampere University HodpRaland.
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4.1.2 Immunohistochemistry (lll, IV)

In study lll, formalin-fixed and paraffin-embeddédsue sections from invasive
breast cancers were derived from the archive of Department of Pathology,
Seingjoki Central Hospital, Finland. Immunohistatieal stainings of ER, PR, and
Ki-67 tissue sections followed the recommendednstgi protocols (NordiQC
2011). The slides were stained using the BondMaixisig robot (Leica Microsys-
tems, Wetzlar, Germany). ER was detected using oional antibody 6F11 (dilut-
ed 1:300, Leica Biosystems, Newcastle, UK), PR detected using monoclonal
antibody PgR636 (diluted 1:600, Leica Biosystemswhbastle, UK), and Ki-67 was
detected using monoclonal antibody MIB-1 (dilutedD, Dako, Carpinteria, CA,
US). Antigen retrieval was performed in Tris-EDTAfter (pH 9, 100°C for 40
minutes). Bound antibodies were visualized usingdBBefine Detection kit (Leica
Biosystems, Newcastle, UK). Immunoreaction wasnsifeed using 0.5% copper
sulfate (5 minutes). Hematoxylin counterstainingr{ibutes in ChemMate, diluted
1:6; Dako, Carpinteria, CA, US) was performed udfigS as bluing reagent. The
samples were cleared with ethanol and xylene anginted using standard proce-
dures.

In study 1V, formalin-fixed and paraffin-embeddesistie sections from invasive
breast cancers were derived from earlier studiks.tfiaining set consisted of tissue
microarrays (TMA) of 220 breast cancers (Tareteal. 2006) and the validation set
of whole sections of 144 invasive breast cancem@@t al. 2009). Immunohisto-
chemical staining of HER2 was done using the Heres{® kit (Dako, Copenha-
gen, Denmark) according to manufacturer's instoastiusing Lab Vision Auto-
stainer® (Lab Vision, Fremont, CA, US). Gene amgdifion status of the tumors
was verified with both fluorescence and chromogemisitu hybridization (SPoT-
Light® HER2 CISH kit by Life Technologies, Carlsha@A, US; and PathVysion®
FISH kit by Abbott Laboratories, Chicago, IL, US).

68



4.2 Digital image acquisition

4.2.1 Study |

Specimen images were acquired using a Zeiss AxpgEkaonicroscope (Carl Zeiss
Microlmaging, Jena, Germany), which was equippeti D%, 20x and oil-40x ob-
jectives and a motorized specimen stage (Marzhav'sgzlar, Wetzlar, Germany).
The images were captured with a CCD color camei&€A®! Fast, QImaging,
Vancouver, Canada; 24-bit color depth; resolutid38& x 1,036 pixels, 4.65 pix-
els/um). The camera was attached to the microsadipea 1x phototube. Image
acquisition was controlled by the Surveyor imagsygtem (Objective Imaging,
Cambridge, UK). The Surveyor software controls $tage and focus movements
matched with automated image acquisition. Cytolaigstide material was scanned
using a multiple focus layer image acquisition opt(Z-stack). Image tiles were
primarily saved in an uncompressed bitmap format stitched as a contiguous
montage either using the built-in function of Sywe or using the LargeMontage

software, described in the present study (Sectidn 5

4.2.2 Study Il

The standard-sized slides (75 x 25 mm) were scawitedAperio ScanScope® XT

(Aperio Technologies, Vista, CA, US; 20x objectleas, 2.0 pixels/um) using un-
compressed BigTIFF (Aperio 2011) as the primarypoutformat. Whole-mount

section slides (75 x 50 mm) were acquired with sZ&xioskop40 microscope
(Carl Zeiss Microlmaging, Jena, Germany) as desdrdgquipped with a CCD color
camera (QICAM Fast; Qlmaging, Vancouver, Canada) ammotorized specimen
stage (Marzhauser Wetzlar, Wetzlar, Germany). Tuteraated image acquisition
was controlled by the Surveyor imaging system (€bje Imaging, Cambridge,

UK) using uncompressed bitmap as the primary outputat. The developed JVS-
dicom Compressor application (described in thegarestudy in Section 5.4.1) was
used to convert the histological reference matant& the DICOM-compatible

JPEG2000 virtual slide format.
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4.2.3 Study I

The training and validation image sets were captuseng a Leica DM3000 micro-
scope (Leica Microsystems, Wetzlar, Germany) ecqdpywith 10x, 20x, and 40x
objective lenses, a 1x phototube, and a Scion CBY2C digital color camera
(Scion Corporation, Frederick, MD, US; 24-bit coldepth; resolution 1,600 x
1,200 pixels, 4.40 pixels/um). The images wereestarsing an uncompressed bit-
map image file format. For every imaging sessioninaage from empty slide back-
ground area was acquired (blankfield image), winels used to correct image color
balance and uneven illumination. Optimal image Hitngss and contrast were de-
termined by using the Camera Adjustment Wizard,ctviwas developed as an in-
corporated function of the analysis software (ImofRatio) described in the present
study. The Camera Adjustment Wizard measures tlghthess of the blankfield
image and performs a contrast analysis using amen@dntaining hematoxylin-
stained cells. An optimal brightness (mean gragnsity) of the blankfield image is
considered to be in the range of 200 to 250 (abkEleange 0 to 255, black being 0).
The contrast analysis segments the hematoxylinedatells (foreground) and ana-
lyzes their mean gray intensity, which is then died by the background mean gray
intensity. The contrast is considered to be optirh#ie foreground mean gray in-

tensity is 50 to 80% of the background mean grégnisity.

4.2.4 Study IV

The training image set was scanned using AperimSoape® XT (Aperio Tech-

nologies, Vista, CA, US; 20x objective lens, 2.@gis/im). Image stripes were
stitched internally by the scanning software, stoire a lossless BigTIFF format
(Aperio 2011), and subsequently converted into lésss JPEG2000 using the
JVScomp software described in the present studgti®e5.3.2). The validation

image set was imaged using Scion CFW-1612C carseiar( Corporation, Freder-
ick, MD, US; 1/1.8” sensor, 10x objective lens, dhototube, 1,600 x 1,200 pixels,
2.15 pixels/um). For every imaging session, an erfagm empty slide background
area was acquired (blankfield image), which wasdusecorrect image color bal-

ance and uneven illumination.
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4.3 Software development

Before preparing studies I-1V, there was a needaformage tile stitching solution
suitable for large-sized imagery, such as virtlides, and a controller software for
linking and synchronizing the stitching with theasning process, downstream im-
age conversion, and other auxiliary steps (e.gcda reading). For these reasons,
we developed an automated virtual slide acquisiiontroller software (Section
4.3.1) and a virtual slide stitching applicatiore¢8on 4.3.2), which have not been
published in scientific journals, but have theiuse code and binaries released for

public usage.

4.3.1 Automated virtual slide acquisition controller

The automated virtual slide acquisition controllemtitled DirObserver was devel-
oped using the C++ programming language (ISO/IEG8241998 and ISO/IEC
14882:2003; C++03) and the Microsoft Foundations€ds (MFC) library (Mi-
crosoft Corporation, Redmond, WA, US). The prog@de was created and com-
piled using the Visual Studio 2005 integrated depeient environment (Microsoft
Corporation, Redmond, WA, US), targeting the 32Mitrosoft Windows® operat-

ing systems.

4.3.2 Virtual slide stitching application

In order to facilitate cross-platform compatibilitthe virtual slide stitching soft-
ware, entitled_argeMontage was developed using the Java programming language
(Oracle Corporation, Redwood City, CA, US; versibb.0). The application uses
the Java Advanced Imaging (Oracle Corporation, RedCity, CA, US; version
1.3.3-alpha) and Java Advanced Imaging Image I/@IsT¢Oracle Corporation,
Redwood City, CA, US; version 1.1-alpha) image pesing libraries. In addition,
the image registration functionality is performedhathe TurboReg plugin (Thé-
venaz 2011). LargeMontage is designed as a stamglatommand line-based appli-

cation, but can also be used as a plugin for thegéd image processing software.
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The program code was created and compiled using¢hpse integrated develop-
ment environment (Eclipse Foundation, Ottawa, Cahad

4.3.3 JPEG2000 virtual slide software package (1)

The JPEG2000 virtual slide software package, orJ¥8 software packagevas
written with the C++ programming language (ISO/IE€882:1998 and ISO/IEC
14882:2003; C++03) and built for 32-bit Microsoftivlows® platforms, but can
be run under 64-bit platforms via a legacy transhatayer (such as WoW64) as
well. The package consists of three applicatidScompa compression applica-
tion for creating optimally parameterized JPEG200tual slides;JVSviewa view-
er application capable of viewing both local anthoge JPEG2000 virtual slides;
and JVSserva JPIP server for remote serving of JPEG2000alidlides. In addi-
tion, the package contains an XML schemddSschemafor describing the image
metadata content. JVSschema was developed usiMj3feXML Schema standard
(XSD 1.0; W3C 2011). JVScomp is built on the ECWEE2000 SDK (Hexagon,
Stockholm, Sweden; versions 2.0-3.3), whereas B&and JVSserv are built on
the Kakadu JPEG2000 Framework (NewSouth InnovatiSgdney, Australia; ver-
sions 5.0-6.4). The program code was created am@itad using the Visual Studio
2005 integrated development environment (MicroSiftporation, Redmond, WA,
us).

4.3.4 Virtual slide—DICOM integration software (I1)

An integration software package for linking JPEG2@@tual slides with DICOM,
entitled JVSdicom consists of three applicationd¥Sdicom Compressest com-
pression application for creating JPIP-linked JPE&WR virtual slidesJVSdicom
Servera DICOM PACS server applicatiodVSdicom Workstatiela DICOM
PACS client application. An open-source DICOM liyr¢OFFIS DCMTK DICOM
toolkit; OFFIS, Oldenburg, Germany; version 3.5¢89s modified by adding sup-
port for JPIP, as described in the DICOM Suppleni€ié. The modified library
was used to embed DICOM functionality to the depetb JVSdicom software
package. JVSdicom Compressor is based on our pEyiaescribed JPEG2000
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compression application (JVScomp, version 2.1).dIo@n Server and Workstation
utilize the Qt open-source software framework (@vEopment Frameworks, Oslo,
Norway; version 4.3) for core application functionality atié Tango Icon Library
(Tango Desktop Project, Portland, OR, US) for gregdhuser interface elements.
The software package was written in C++ programmiagguage (ISO/IEC
14882:1998 and ISO/IEC 14882:2003; C++03) and boil 32-bit Microsoft Win-

dows® platforms but can be run under 64-bit platfeias well.

4.3.5 Analysis software for ER, PR, and Ki-67 IHC (llI)

Quantitative IHC analysis software for hormone poes (ER and PR) and Ki-67,
entitledimmunoRatipwas first developed as a plugin for the Imagedgenanalysis
software (Rasband 2011; version 1.42m) using tha peogramming language (Or-
acle Corporation, Redwood City, CA, US; version.@)6In addition to built-in Im-
ageJ functions, the ImmunoRatio analysis algoritts®s the Calculator Plus plugin
(Landini 2011b) for blankfield correction, the Rofi Ball algorithm (Sternberg
1983) for background subtraction, the Color Decdumvan plugin (Landini 2011a)
for DAB and hematoxylin stain separation, the IstaDalgorithm (Ridler & Calvard
1978) for adaptive thresholding, and the Watersalgdrithm (Vincent & Soille
1991) for nucleus segmentation. The analysis dlyoristeps are presented in Fig-
ures 24-26. The ImmunoRatio plugin was embeddedaniava servlet-based web
application. The web application was developed gqistBoogle Web Toolkit
(Google, Mountain View, CA, US; version 1.7.0), Apa Commons FileUpload
package (Apache Software Foundation, Forest HiD, MS; version 1.2.1), Apache
Commons IO library (Apache Software Foundation,eSoHill, MD, US; version
1.4), Laboratory for Optical and Computational tostentation Bio-Formats pack-
age (University of Wisconsin—Madison, Madison, W§; version 4.1), and Apache
Tomcat servlet container (Apache Software Foundatt@rest Hill, MD, US; ver-
sion 6.0). The program code was created and cothpgeng the Eclipse integrated

development environment (Eclipse Foundation, Ot{@®enada).
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4.3.6 Analysis software for HER2 IHC (1V)

Semi-quantitative IHC analysis software for bremsicer biomarker HER2, entitled
ImmunoMembraneyas first developed as a plugin for the ImageJ enagalysis
software (Rasband 2011; version 1.45b) using tha peogramming language (Or-
acle Corporation, Redwood City, CA, US; version.@)6In addition to built-in Im-
ageJ functions, ImmunoMembrane uses the Calcutsr plugin (Rasband 2011b)
for blankfield correction, the Color Deconvolutiphugin (Rasband 2011a) for DAB
stain separation, and the Particles4 & Particlds8ips (Rasband 2011b) for cell
membrane segmentation. The analysis algorithm stepgresented in Figures 27—
29. The ImmunoMembrane plugin was embedded intva 3erviet-based web ap-
plication. The web application was developed usapgle Web Toolkit (Google,
Mountain View, CA, US; version 1.7.1), Apache Comnmad-ileUpload package
(Apache Software Foundation, Forest Hill, MD, U®rsion 1.2.1), Apache Com-
mons 1O library (Apache Software Foundation, Fokéilf MD, US; version 1.4),
Laboratory for Optical and Computational Instrunagioin Bio-Formats package
(University of Wisconsin—Madison, Madison, WI, U&ersion 4.1), and Apache
Tomcat servlet container (Apache Software Foundatt@rest Hill, MD, US; ver-
sion 6.0). The program code was created and cothpdeng the Eclipse integrated

development environment (Eclipse Foundation, Ot{@®enada).
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4.4 Software calibration

Both the analysis algorithms described in studliesid IV were calibrated. The

calibration process consisted of a training stepamalidation step.

4.4.1 Algorithm training (111, IV)

In study lll, a training set consisting of 50 IH@Gimed slides was formed by semi
randomly selecting them from a pool of 100 slid&s $tained for Ki-67, 13 for PR,
and 12 for ER). The labeling indexes (percentag@asitively stained nuclei by
visual assessment) were evenly distributed, rangiogn O to 100%. From each
training set slide, one image representative foasive carcinoma was acquired.
Each acquired image was analyzed visually by cagnpositively and negatively
stained carcinoma cells on a computer screen (ammam of 500 cells total per im-
age). The percent of DAB-stained nuclei out of thial nuclei (DAB- and hema-
toxylin-stained) was calculated as the labelingemdThis result was used as the
gold standard for the algorithm training. The inmgeere then analyzed using the
non-trained algorithm, and the results were contpanéh visual counting in a scat-
ter plot. Owing to the non-linear relation, a thiteigree polynomial was fitted to the
data. The training was completed by embedding ittexdfpolynomial as a correc-
tion function into the analysis algorithm.

In study 1V, the training image set consisted 00 2f#feast cancer samples on
TMA slides, stained with HercepTest® (Dako, Copeggm Denmark). The train-
ing set was used to specify pre-defined categoryfts for the algorithm (to match
the 0/1+, 2+, and 3+ ASCO/CAP classification). Freath tissue core, one repre-
sentative snapshot (1,596 x 1,116 pixels) was teldor analysis. The analysis was
done first visually by an expert pathologist (ddahen automatically by the non-
trained algorithm. Using the pathologist’s visuldssification as golden standard,
the optimal IM-score cut-offs were defined by searg the peak weighted (equal-
ly-spaced) kappa agreement(Cohen 1968).
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4.4.2 Algorithm validation (111, IV)

In study lll, to validate the training and demoaggrthe accuracy of the analysis, the
remaining 50 samples (25 stained for Ki-67, 13R&, and 12 for ER) of the train-
ing set pool were used as a test set, which wadgzatausing the trained algorithm.
In the final step of the validation, the minimumnmer of images needed to be av-
eraged from a typical tumor sample (diameter 1 ton) was defined. From 10
samples, 12 images per sample representing camigberipheral tumor areas were
acquired using 20x objective.

In study 1V, to validate the analysis algorithmitirag, first the optimal required
number of image fields to be captured and averdged a typical tumor sample
(diameter 1 to 2 cm) was defined. For this purp@®amages per sample represent-
ing central and peripheral tumor areas were salefcten a non-negative set of 13
breast cancer samples, and analyzed using theedralgorithm. After specifying
the optimal field count, a separate validationcsgtsisting of whole sections of 144
HercepTest®-stained invasive breast cancers wdgzadhusing the trained algo-
rithm and compared against the visual assessmeam ekpert pathologist (J1). Fi-
nally, the disagreement rate of the IHC classifcet was compared with the results
obtained with FISH and CISH.

4.5 Software testing

4.5.1 JPEG2000 code-stream parameter optimization (I)

The JPEG2000 code-stream parameter optimizationb&ased on theoretical as-
sumptions of the JPEG2000 code-stream propertisgalvassessment of the time
needed to initially load the image, the time neeftedimage refreshment during
magnification change and navigation within the spea, and to lesser extent, the
compression execution time. Tests were performatjube Kakadu pre-compiled
binaries for image compression and viewing (NewBadnhovations, Sydney, Aus-

tralia; version 5.2.2.20).
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4.5.2 JPEG2000 performance evaluation (1)

The performance of JPEG2000 was evaluated usirg idfdge serving speed and
compression execution time as outcome measuresteBbe were carried out on a
Microsoft Windows® XP workstation, equipped witldaal-core processor, 3 giga-
bytes of RAM, two ATA hard disks, and a 100 Mbitwerk link. The used main
test  virtual slide image can be seen on our  website

(http://jvsmicroscope.uta.fi/lexampl@sihe slide had 42,865 x 57,222 pixels, three

8-bit color channels, totaling 6.9 gigabytes uncoesped, and it was stored as a bi-
nary encoded PPM (Poskanzer 2011). An additiortabfseest images was created
by extracting sub-resolutions from the original gaahalving the resolution in each
step. The compression tests were performed using\ésicomp application. During
these tests, we monitored the processor load, RAMye, disk usage percentage,
and the average disk read and write queue lengtiesimage serving performance
of JPIP was evaluated with our JVSserv applicaiioepmparison to the Zoomifyer
EZ™ (Zoomify, Aptos, CA, US; version 3.0.9). WhesedlVSserv is a standalone
server application, Zoomifyer requires an extetd&@lP server underneath it. The
Apache HTTP server (Apache Software Foundationestadill, MD, US; version
2.2.4) was selected for this. The evaluation andparison were performed by sim-
ulation in which 10 local area network workstatiomish a 100 Mbit/s connection
were each simulating 10 clients, yielding a 10@ipool. Each client had their
own test image, which was duplicated from the ntast image. Server and client
caches were disabled. During these simulationsneeitored the server’s average
disk read queue length, processor load, networkiwiith usage, RAM usage, and

subjectively evaluated the clients’ viewing intenaty.

4.5.3 Algorithm robustness assessment (llI, IV)

In study IlIl, the ImmunoRatio algorithm was initialdeveloped and calibrated us-
ing ER-, PR-, and Ki-67-stained slides, which wenasidered optimal by an exter-
nal quality assurance program (NordiQC 2011). Tousate inter-laboratory varia-
bility in staining results, the effect of suboptinpaimary antibody (Ki-67 MIB-1)
dilution and hematoxylin counterstaining intensigs studied. The robustness of

ImmunoRatio to variations in image acquisition isgg was examined by compar-
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ing the optical resolutions provided by 10x, 20Rd &0x microscope objectives,
and by comparing the analysis results obtained gikmicroscope cameras: Scion
CFW-1612C (Scion Corporation, Frederick, MD, USkr& 20 (Olympus Corpora-
tion, Tokyo, Japan), ColorView Il (Olympus Corpooat, Tokyo, Japan), Leica
DFC290 HD (Leica Microsystems, Wetzlar, GermanyigiMex 3MP Color CMOS
(Mightex Systems, Pleasanton, CA, US), and NikonHS (Nikon Corporation,
Tokyo, Japan). Uncompressed, lossless file forneat selected as the primary out-
put for each camera. Images were also acquired USt&G file format (quality fac-
tors 10, 20, 40, 60, 80, and 100) to study theability of lossy compression for
ImmunoRatio analysis. In addition, for each caméhna, average diameter (pixels
per um) of a hematoxylin-stained nucleus was meadsurtinear regression was
used to fit a first degree polynomial to the datd the polynomial was then embed-
ded into the Scale Finder function of ImnmunoRalibe Scale Finder assists the us-
er in determining a rough scale estimate for therescope setup, if not known prior
to analysis.

In study 1V, the algorithm robustness was testedgugdl non-negative breast
cancer TMA cores, which were digitized with sixfdient camera models: Color-
View Il (Olympus Corporation, Tokyo, Japan); Leie&C310 FX (Leica Mi-
crosystems, Wetzlar, Germany); OptixCam OCD-3.3-[CEe Microscope Store,
VA, US); QICAM Fast1394 (Qlmaging, Surrey, Canadagion CFW-1612C (Sci-
on Corporation, Frederick, MD, US); and the virtaatroscope scanner camera of
Aperio ScanScope® XT (Aperio Technologies, Vist#, @S). To simulate real-
life diagnostic environment, the cameras were h#ddo workstations using LCD
displays from various manufacturers (all set tadacdefault settings). Camera il-
lumination was fixed (auto-exposure disabled) ajdsied to match with the image
seen through microscope oculars. Non-linear imagensity and contrast correc-
tions, as well as additional software image enhaecds, were set as low as possi-
ble. Each camera’s scale (in pixels per um) wassared by using a stage mi-
crometer and recorded for usage during analysiter Aliese initial configurations,
the actual testing was split into several stepsst[Fo normalize camera intensity
and contrast variation, a blankfield and a positieatrol image were captured for
each camera model. Second, with each camera, & dbea from each sample was
imaged using 10x objective lens (Aperio 20x) anbdssqguently analyzed using

ImmunoMembrane. Third, all result IM-scores obtdifier a sample were averaged
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into a sample-specific reference score. For eaaeca-sample pair, the absolute
difference of the camera-specific IM-score and #aenple reference score was
measured (=error value). Finally, the error valokesach camera were averaged and
their equivalence was statistically compared usiagiance analysis (Kruskal—

Wallis non-parametric test,= 0.05).

4.6 Prognostic validation (lII)

Prognostic validation of ImmunoRatio was perfornvath a sample set consisting
of 123 primary breast cancer patients, derived ftbenarchives of the Department
of Pathology (Tampere University Hospital, Tampéfmland). Permission for us-
ing the samples were received from the NationalkeBagory Authority for Welfare
and Health (Koninket al. 2011:Analysis of PIK3CA mutations and protein expres-
sion in breast canceisubmitted for publication). Survival rates of pdltients were
calculated by the method of Kaplan and Meier. atdreast cancer-specific mor-
tality was obtained from Finnish Cancer Registry td 20-year follow-up was
available for this patient cohort (cancers diagdosetween 1988 and 1992). The
IHC staining for Ki-67 was carried out as descrilzzbve, except that PowerVi-
sion+ kit (ImmunoVision, Springdale, AZ, US) waseddor antibody detection and
LabVision Autostainer (Lab-Vision, Fremont, CA, U8y staining automation. In-
formed consent in very old retrospective patierticcts was deemed unnecessary,
since the study was approved by the local hospitats committee and the Nation-

al Supervisory Authority for Welfare Health.
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5. RESULTS

5.1 DirObserver — a microscope image ac-
quisition controller

The DirObserver software was developed for linkamgl synchronizing several ex-
ternal processing steps (e.g., virtual slide stiighwith the scanning process. The
software monitors a given directory and respondshw inclusion of new files
and/or sub-directories by invoking external progsaand executing a series of user-
specific commands. The graphical user interfacéhefapplication is presented in
Figure 30 and the execution flow of the softwarpresented in Algorithm 1.

#*® MyAnalyzeJob.do - DirObserver oy ] 4

Basze directory [which the program observes for new contert]

Id:\specimens'\ Browse. . |
v Observenewfiles [ Observe new subdirectories Cantaining string: I.tif

Commands [one per line, executed when new cantent is detected)

copy $PATH o vHAME

c:hanalyzeranalyzer. exe -input ¢ \ENAME -output chresult ket
del $PATH

del c\$MNAME

Wariables: $MNAME = name of the new file or subdirectory
$PATH = full path of the new file or subdirectory [excluding the last 4]
$FORF. = execute command in own process [can be inserted arpwhers)

Options
Baze directory scan interval: I 20 zeconds

File size testing interval: I 15 zeconds

[~ Consider cantent madified since (22102007 =] [15.20:0% = asnew
o

[¥ Skip remaining commands on eroneous command return value
[~ Stop on emoneous command return value

Status

. Stopped.
Load... I Save.. I

About.., I Wiew log... I Obszerve I Stop I Exit I

Figure 30. The graphical user interface of the DirObserver software application.
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Algorithm 1. The execution flow of the DirObserver software for synchronizing external

processing steps of automated virtual slide scanning.

1: if user has specified to include existing content based on modification time then

2: startTimestamp <— user-specified modification time

3: else

4: startTimestamp <— system time

5: readyList <— the base directory files and sub-directories, which modification time is

older than startTimestamp

6: loop each n second, where n is user-specified base directory scan interval

7: observationList <— the base directory files and sub-directories, which modification
time is equal or newer than startTimestamp

8: for each file or sub-directory x L observationList do

9: if x has changed since last iteration then

10: if the file (or the newest file within the sub-directory) x is not
modified in m seconds, where m is the user-specified file size
testing interval then

11: execute the user-specified command chain

12: remove x from the observationList

13: readyList <— x

Content (i.e., new files and sub-directories) carfilbered using string matching.
For example, you can filter only files containingirgy .tif, effectively making
DirObserver to react whenever a new TIFF imagedijpears into the base directo-
ry. When DirObserver has successfully detected cavtent, it starts to execute the
user-specified commands, which are inserted withénprogram one per line. The
commands are given with a conventional command-fimetax and a separate
command interpreter window is opened for consoldiegtions. The command re-
turn values are captured and can be used to st@bBerver, if necessary. By de-
fault, DirObserver ignores erroneous return valaad continues to execute the
commands line by line. The program can be instcutbestop on erroneous com-
mand return value, and, in addition, it can beruwed to skip remaining com-
mands on erroneous command return value, thdtas;ommand returns an errone-
ous value, the program skips the remaining commamdsmoves on to the next
new file or sub-directory. Successfully and unssstidly executed commands are
displayed in a log window, which shows the commaRrdcution starting time, as

well as the return value (a return value 0 is comimwanterpreted as success). The
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commands are shown in their actual form, having tt@mmand variables already
translated.

The software features a set of special commanaas, which are translated to
strings during the command execution. The followwagiables can be used within

the commands:

= $NAME- name of the new file or sub-directory, withalg &xtension

» $FILE — name of the new file, with file extension

= $PATH- full path of the new file or sub-directory

=  $FORK(n)- executes a command in own process and retumsdinately;
can be inserted anywhere in the command stringthe number of maxi-

mum simultaneous commands

DirObserver has been released under the GNU GeRettaic License (GPL)
v2.0 and the executable 32-bit Microsoft Windows®abies as well as the source

code are available on our webdit#p://jvsmicroscope.uta.fi/dirobserver/

5.2 LargeMontage — a virtual slide stitching
application

The LargeMontage software was developed to sthiehihage tiles generated dur-
ing virtual slide scanning. The design of the agilon allows the building of very
large montage images, that is, those that cannptdmessed in memory due to their
size. The stitching is done using image registratmaid in aligning the tiles with
respect to each other, thereby creating no vislldeontinuities in the tile boundary
regions (Figure 31). If the registration operatismot perfect, the boundary regions
can be further processed with spatial mean filtericargeMontage processes the
image tiles from a directory either in a unidireal, raster or in a bidirectional or-
der. The user can specify fixed overlap valuesl@rratively employ automated
registration, which is performed using the TurboRsedtware library (Thévenaz
2011), embedded within LargeMontage. During thecessing, the image tiles can
be optionally processed with unsharp mask filtetimgnhance the sharpness and

visual clarity.
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LargeMontage can be used in batch mode from comina@adr interactively via
the graphical user interface (Figure 32a). Addaibn since the application is also a
functional ImageJ plugin, it can be invoked fromthin ImageJ and included in
macro scripts. Prior to processing the image ttles user specifies to the program

the location of the base image file,

» the location and file format of the final output nmtage file,

» the number of rows and columns in the image tiig, gr

= the horizontal (X) and vertical (Y) overlap of thies (in pixels),
» the X and Y cumulative shift (in pixels),

= the level of unsharp mask filtering applied,

» the mean (convolution) filter weight for boundamgothing,

» the level of JIPEG2000 lossy compression,

= whether and where to apply the automated imagstragon,

» the default image tile order, and

= other minor auxiliary features, such as logging deldug mode.

Figure 31. Visible discontinuity at the border of four image tiles due to improper tile align-

ment (a); the same tile set processed with LargeMontage, resulting in near-

invisible border artifacts (b). H&E staining of a breast cancer tissue section.
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If the automated registration method is being usiael,user-specified Y overlap
value is treated as an approximation. The accuoadlge registration is dependent
on the amount of distinguishable landmark informatvisible within the overlap-
ping tile boundary regions, and the overlap hdsetat least 30-50 pixels (when us-
ing a reference resolution of 4.0 pixels/um). Th&walation of each row’s Y over-
lap is done by matching two montages verticallyaaent source images together
(Figure 32b). The program can identify if these twages contain registrable data
or not, and if not, the matching is done to a défe image pair from the same row.
The X overlap will always be set to a fixed, usefited value. The X shift is a cor-
rection value for each row that is applied onlthe first image of a row and it is
recalculated for each row. Similarly, the Y sh#ta correction value for each col-

umn that is applied cumulatively, that is,

Ye=m-1D+Y,, (19)

whereY; is the current row’s shift value,is the row number, any, is the original,

user-specified shift value.

! LargeMontage (v1.07) x|

Base image file lc ispecimenitile000.bmp

dejiano ¥ —

Outputile [cAmontage ppm

R | —Y overlap+ Y overlap —
Columns |6

Horizontal overlap ¢ |20 px
Vertical overlap () * |30 px
Fixed X shit [10  px

Fixed Y shift |5 pX . .
L4 Y shift correction
Unsharp masking |5 =~ }_ r'd
Seam smoothing |3 ~

Compression™ |No ~

— dejsano X

v Y overlap registration |~ Snake-like row ordering
[~ X shift registration [~ Special source numbering
[~ ¥ shift registration [~ Predefined SWS file

¥ Verbose output

* approximate if registration is used
** used only with JPEG2000

7] \
X shift

OK | Cancel | correction

\
(a) (b)

Figure 32. The graphical user interface of the LargeMontage software (a) and image tile

alignment parameters used during the stitching process (b).
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Supported input file formats are JPG, BMP, PNG, PailMd TIFF, and supported
output formats are PNM (PBM/PGM/PPM; uncompressadi/binary formatted,
over 4 GB output file support), TIFF (uncompressetijled & stripped, output file
size limited to 4 GB), and JPEG2000 (lossless-ossy-compressed, tiled, RPCL
progression order). Input format is assumed torbgsgale (8-bit, 16-bit, or 32-bit)
or to use the RGB color model (24-bit).

LargeMontage has been released under the GNU GRLavizl the compiled Ja-
va class files as well as the source code areahblaibs a Java Archive (JAR) con-

tainer on our websitettp://jvsmicroscope.uta.fi/largemontage/

5.3 JPEG2000 virtual slide software pack-
age (1)

5.3.1 Optimal JPEG2000 code-stream parameterization

In order to effectively employ JPEG2000 in virtmaicroscopy, we found the code-
stream parameterization to be of critical impor&anthe optimal parameterization

based on our experiments is summarized in Table 4.

Table 4. Optimal JPEG2000 code-stream parameterization for virtual slide.

JPEG2000 code-stream parameter Parameter value
Compression ratio (lossy) 25:1to 30:1
Wavelet filter Irreversible
Wavelet decomposition levels 10
Tiling Not needed
Tile-parts 1
Precinct size 128 x 128
Code-block size 64 x 64
Progression order RPCL
Quality layers 1
PLT pointer marker segments Inserted always
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5.3.2 JVScomp — a virtual slide converter

JVScomp is a JPEG2000 virtual slide compressioricgtiimn capable of creating
virtual slides that follow the parameterization césed in Section 5.3.1. The gener-
ated virtual slides are optimized for viewing amaving with the JVSview and the
JVSserv software applications, described in theofohg sections. At the time of
writing Study I, JVScomp was capable of compressinty commonly used input
file formats, such as PPM, BMP, and JPEG, and ¢fftevare supported only dual-
processor workstation environments. The file forrmapport has been later en-
hanced to cover various virtual slide scanner magtufer formats, such as NDP
(Hamamatsu Photonics, Hamamatsu, Japan) and MRRBISITECH, Budapest,
Hungary), as well as to support multi-core processhikewise, the default user
interface for the initially released version of $&ftware was command line-based,
but has later been upgraded with a graphical ugerface (Figure 33). By default,
JVScomp employs a rate control policy that yieldse#ficient a compression as
possible. If an image contains areas that are auotisily responsive to compression,
for example, homogenous areas of virtual slidesgbesckground with no tissue sec-
tion, a higher compression ratio is applied to ¢haseas. Thus, a greater overall

compression ratio and a smaller file size can Inéeaed.

4 I¥Scomp i ]
Input Fileds): I DitkuvatiPPMilasi?scanl ppm Single File. . I DirEcharys.. I
Qutput directory: I <same as inpuk directory > Erowse. .. |

Qutput file Format: IJPEG2UUU 'l Target compression ratio (1-100%: I 20 _,;'

™| Brelete input: file after successful compression

I~ | Generate a JFIF-referenced DICONM file with LIRL;

Compression

Status: Compressing..

Current file:  D:\kuwat'PPMilasi?scanl.ppm

Progress: 19% complete Estimated kime remaining: 0hOming s
]
Help... | About, .. | Exit: |

Figure 33. The graphical user interface of the JVScomp JPEG2000 virtual slide compres-
sion software. Pre-release version.
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The initial version of JVScomp is released under@NU GPL v2.0 license and
the later versions under a customized end-usende@greement. The executable
binaries for 32-bit Microsoft Windows® and souraae is freely available on our

websitehttp://jvsmicroscope.uta.fi/[vscomp/

5.3.3 JVSview — a virtual slide viewer

JVSview is a JPEG2000 virtual slide viewer capalfldisplaying slides from a lo-
cal storage or a remote, JPIP-accessed networkgstdFigure 34). The basic fea-
tures of JVSview include a main image display windor showing the currently
active field of view (or region of interest), and auxiliary overview window for
showing the whole specimen at a low resolution [@&). Using the overview win-
dow, users can quickly see the context what isgpslown on the main window.
The main window is capable of displaying the sladeseveral different resolution

levels, which mimic the objective lens magnificagpsuch as 20x or 40x.

£ Ivsview - jpip://jvsmicroscope.uta.fi:2211,/0803089.jp2 13l x|
Ele Edit VYiew Tools Help
loverview El

[ AL | ‘.".
~ Satu:
Ready

General | Image Information | ROls I Color Adjustments I L

Magnification [+/- keps or mouse wheel)
o] 5 20u] o] a0 20

Mavigation [anmow keys or panning)

Image layer [FaUp/Falown keysor | B

i right mause button + wheel]

'l

Figure 34. The graphical user interface of the JVSview JPEG2000 virtual slide viewing

software displaying an overview window, navigation controls, and the main view.
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Table 5. The main features of the JVSview JPEG2000 virtual slide viewing software.

List of features

Local image viewing & remote image viewing over JPIP

Overview window representing the entire specimen

Magnifications resembling common microscope objectives

Interactive panning with mouse or keyboard

Image brightness, contrast & color saturation adjustments

Multi-display full screen viewing

Support for multiple image layers (e.g., focus layers)

Storing image information and regions of interest (ROIs) as XML metadata

A functional link with image analysis software (ImageJ)

More advanced features of JVSview include the pdggito dynamically adjust
the image brightness, contrast and color saturatromddition, the software sup-
ports multi-layer images (e.g., focus Z stacks iffieent fluorochromes in FISH
samples) through the usage of the JPX contairefdiimat. Image layers are treat-
ed as semi-transparent overlay images with an ededctransparency value. The
switching between the layers can be done freelly wislider control and the image
rendered visible to the user is an interpolatedsivar of two adjacent layers,
weighted according to the transparency values. pi@slides multi-layer slides are

presented on our websitétp:/jvsmicroscope.uta.fi/example#thage metadata can

be embedded within the virtual slides by followitige JVSschema (presented in
Section 5.3.5). JVSview also allows specifying astdring regions of interest
(ROIs), which can then be retrieved from a ROl ligtthe clients. For image meas-
urements, JVSview provides a functional link withalgeJ, providing an easy way
to measure lengths and areas as well as to countlgs, such as cells and nuclei,
using a click-and-count feature.

The executable binaries for 32-bit Microsoft Winds®vhave been released for
free non-commercial purposes and are available oor owebsite

http://jvsmicroscope.uta.fi/jvsview/.
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5.3.4 JVSserv — a virtual slide server

JVSserv is server application for network distribatof JPEG2000 virtual slides.
The software features a command line-based ineeréacwell as a graphical user
interface (Figure 35). JVSserv utilizes the JPI&tguol as its principal data transfer
technique. JVSserv supports multiple simultanedightcconnections and uses a
first-in-first-out (FIFO) caching policy, which is used to maintadie tmost frequent-
ly accessed data in memory. JVSserv also suppmats balancing for dividing the
workload of the main server onto several sub-serv@ereby allowing the system

to handle more simultaneous clients.

il
— Server options
wiarking directany: |-::‘\S|:-e-:irnens\ Browse... |
Cache directon: Ic:\cache\ Browse... |
Log file: |-::‘\Iog.t:4t Browse... |
IF address: W Fart rumber: IW

Timeout: I 3600 = tax kBytes / = I 512
Cache: I 16 MB tax clients: I 100
[~ Enable load balancing Configure. . |

Mate: afield can be left blank for default server behaviour

About... | Launch I Stop I Exit I

Figure 35. Graphical user interface of the JVSserv server software for network distribution
of JPEG2000 virtual slides.

The executable binaries for 32-bit Microsoft Windd®@vhave been released for
free non-commercial purposes and are available oor owebsite

http://jvsmicroscope.uta.fi/jvsserv/

5.3.5 JVSschema — a metadata XML schema

Short textual information and image ROIs are embddds metadata within the
header of the JPEG2000 virtual slide file (Figu6). 3'he textual information can
contain, for example, information on the scanniegptution, organ and histopatho-

logic diagnosis, and the staining method. The nagtats internally stored in XML
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format and its structure is formally described witle JVSschema—a W3C XML
Schema-based specification. The metadata is ptyrfan the purposes of image
collections, for which the associated patient datarelevant (e.g., those used in
teaching). The current version (1.0.2) of JVSschenmesented in Appendix A.

ll ! nicroscope.uta.fi:2211/metadata_example.jp2
Scanning resolution (um / px) %
0.46
Organ Diagnosis
]Bleast |Lubda neoplasia
Comments
The newly established term "lobular neoplasia' refess to the ;j
entire spectrum of atypical epithelial proliferations originating in
the terminal ducto-lobular unit.
Image layers
Number I Name - &
1 First image layer [ [ETTTTTLS ]
2 Second image layer — Status
3 { Ready
4
5 = |
Initial adjustments General | Image Info ROl | Adjustments | |
Regions of Interest Hide all I
Brightness |12 Contrast I? Saturation |-11
Interesting aea |
Interesti ]
Image layer |1 Get current values | .,.Zﬁiaﬁ ::: n
Additional options
I™ Hide image information
i New I Edit.
et |
(a) (b)

Figure 36. Embedding textual image information (a) and regions of interest (b) as
JVSschema-formatted metadata within JPEG2000 virtual slides.

The specification of JVSschema and an examplerniostare released on our
websitehttp://jvsmicroscope.uta.fi/[vsschema/

5.3.6 Computational performance of JPEG2000 and
JPIP

We found the duration of the JPEG2000 compressiopet linearly dependent on
the original virtual slide image size. In our testee RAM usage was relatively low,
as during the compression of a 7-gigabyte virtdiglesthe memory footprint of
JVScomp constantly remained around 70 megabyteScaivip reached a compres-
sion speed of 50 gigabytes per hour on a dual-psacewnorkstation. The limiting
factor was the processor performance, as the stwarcedisk could have effectively
processed over twice the number of read requests.
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We found that the virtual slide serving performan€éoth the JPIP protocol and
the Zoomifyer EZ™ to be limited by the speed of kiaed disk; the processor load
was constantly under 50%, as was the RAM allocafitve network bandwidth was
utilized only about 25% of the maximum transmissrate (100 Mbit/s). As the
number of clients increased, the average disk geade lengths quickly reached the
effective performance limits (an average of 2.0 s@ssidered to be a suitable lim-
it). With the main test virtual slide, which waspticated for every client, JVSserv
could effectively handle about 30 simultaneousntigwhile the Zoomifyer (run on
top of the Apache HTTP server) had its limit atuend 20 simultaneous clients. Be-
cause of caching policies, both servers would Heareefited for clients that browse
the same image simultaneously. Therefore, assuthaigsome clients are usually
viewing the same image, JVSserv could easily sBfvsimultaneous clients. In ad-
dition, JVSserv features a load balancing functighich can be used to distribute
clients to several sub-servers. Thus, we estinhatieat sStandard JVSserv workstation
behind a 100 Mbit/s network link could handle 2@0300 simultaneous clients

when supplemented with 4 to 5 sub-servers.

5.4 DICOM software package (Il)

5.4.1 JVSdicom Compressor — a DICOM image con-
verter

JVSdicom Compressor is a command line-based imaggpression application ca-
pable of converting multiple image formats into tbdCOM-compatible, JPIP-

linked JPEG2000 virtual slide format (Table 6). 8%®m Compressor is an exten-
sion of the JVScomp application, described in ®&act.3.2. As such, JVSdicom
Compressor supports several input image file fasmatich as BMP, PPM, and
BigTIFF. In addition to the output JPEG2000 fil&StHlicom Compressor can pro-
duce an accompanying DICOM file, which uses the &@&nMicroscopy modality,

Visible Light Microscopic Image 10D (with minimaks of attributes), and the JPIP
Referenced Transfer Syntax. The DICOM file contangRL reference to a JPIP

server, from which the JPEG2000 can be accessed.
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Table 6. The main features of the JVSdicom Compressor for the conversion of DICOM-
based JPEG2000 virtual slides.

List of features

Optimized parameterization for virtual microscopy
Efficient rate control policy for virtual microscopy
Support for multi-processor environments

Support for the following input file formats: PPM, BMP, JPEG, JPEG2000, ECW, and
TIFF (with BigTIFF support)

Produces DICOM-tagged JPEG2000 images with GM modality and JPIP Referenced

Transfer Syntax

JVSdicom Compressor is released under a custon@ndeliser license agree-
ment. The executable binaries for Microsoft Wind@&\2&2-bit and 64-bit architec-

tures are freely available on our websitgtp:/jvsmicroscope.uta.fi/ jvs-

dicom compressar/

5.4.2 JVSdicom Workstation — a DICOM PACS client

JVSdicom Workstation is a DICOM PACS client progrdhat acts as a Que-
ry/Retrieve Service SCU and a Storage Service STbI€ 7). With it, users can
query and retrieve images from a PACS server (pabfe from the JVSdicom

Server, described in Section 5.4.2). The user éam & summary of the patient- and
treatment-related information and analyze the intagemeasuring distance, rotating
the image arbitrarily, and adjusting width and eemalues (Figure 36). JVSdicom
Workstation interacts with a PACS server as a cotiweal DICOM client, but up-

on receiving a JPIP reference to a JPEG2000 vidlidd, it invokes an external
JPEG2000 viewing program. The external viewer digplthe image pixel data,
while JVSdicom displays the associated DICOM méddictormation. Thus, by

having an external viewer for virtual slides, usess simultaneously view conven-
tional DICOM imagery and corresponding histopathaicspecimens. The external
JPEG2000 viewing program can be chosen arbitradywever, JVSdicom uses
JVSview (described in Section 5.3.3) as the defaaiwer application. The DICOM

conformance statements for the supported SOP sla$sB®/Sdicom Workstation as
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an SCP are presented in Appendix B and as an SCAppendix C. In general,
JVSdicom Workstation will prefer transfer syntaxesving an explicit encoding

over the default implicit transfer syntax, and doessupport extended negotiation.

=lojx | vsscomwerkstation =loix|
He Edt Vew Heb
Search =
O\ Status:  Image retrieved successuly. (\\
v Quay
Inage
-
mage
to
>
=
oo
2 withvcente | [ veance BBl Invertpiek| 4 Exportto Imaged € Reset | % dcrotations
(a) (b)

Figure 36. The graphical user interface of the JVSdicom Workstation. The query view for
Patient, Study, Series, and Image data (a) and the specimen image view with

embedded measurement tools (b).

Table 7. The main features of the JVSdicom Workstation for viewing JPEG2000 virtual
slides using the DICOM standard.

List of features

Fully DICOM-compliant PACS client

Support for JPEG2000 virtual slides with JPIP Referenced Transfer Syntax virtual slides
Simultaneous viewing of radiological images and corresponding histological virtual slides
Compatibility with commercial PACS servers

A functional link with public domain image analysis software (ImageJ)

Open-source

JVSdicom Workstation has been released under thd Gaheral Public License
(GPL) v2.0 and the executable 32-bit and 64-bitrvBoft Windows® binaries as
well as the source code are available on our websit

http://jvsmicroscope.uta.fi/jvsdicom workstation/
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5.4.3 JVSdicom Server — a DICOM PACS server

JVSdicom Server is a DICOM PACS server applicatitat acts as a Storage Ser-
vice SCP and as a Query/Retrieve Service SCP (B)bl€he server is capable of
accepting multiple associations simultaneouslyfepably those using JVSdicom
Workstation (described in Section 5.4.2). The sesvadministrators can configure
it to contain several file system-based storagasa(with different AE Titles), as
well as to limit access to these areas from a pfmeld AE network (Figure 37).
Alternatively, the server features a public modéjolv can be used to grant open
access to the server. For open access, the callng assumed to have a receiving
Storage SCP set up. New DICOM entries can be iragarito the server with pixel
data either coming from image files, or replacethvai JPIP reference (i.e., in case
of JPEG2000 virtual slides). The DICOM conformastaements for the supported
SOP classes of JVSdicom Server as an SCP are esemppendix D and as an
SCU in Appendix E. In general, JVSdicom Server wiktfer transfer syntaxes hav-
ing an explicit encoding over the default implic&nsfer syntax, and does not sup-

port extended negotiation.

Table 8. The main features of the JVSdicom Server for distributing JPEG2000 virtual slides
using the DICOM standard.

List of features

Fully DICOM-compliant PACS server

Support for JPEG2000 virtual slides with JPIP Referenced Transfer Syntax

Support for several Storage SOP Classes

Public mode with open access to server

Can be used as a DICOM-JPEG2000 virtual slide server for JVSdicom Workstation

Open-source

100



Ivsdicom Server
File Edit View Help

=1alx|

Server status: Running...

=

=

o
I

Local storage directory

HL-rrm-2.dcm
HL-rrm-1.decm
dcrm-spr-pr.dem
dem-spr-ki67.dcm
dem-spr-he-tuumori. dcm
dem-spr-he-makro.dem
derm-spr-he-knb.dem
dem-spr-he-imusS.dcm
dem-spr-he-imus? . dcm
demi-spr-he-imuss.dem
dem-spr-he-imuss.dem
demi-spr-he-imus . dem
dem-spr-he-imus3.dem
demi-spr-he-imus2.dem
dem-spr-he-imus1.dcm

“_ Refresh |

SN C:\DICaM,
Narne % | Size Dake Modified
) SPR-mri-1,dcm 616 KB 18.11,2008 13:51:29
SPR-lg-2.dcm S28 KB 18.11,2008 13:48:25
SPR-Ig-1.dcm 528 KB 16.11,2008 13:48:25
pIcom SPR-knirtg-2.dem EME 13.11.2008 13:47:43
Data SPR-knrtg-1.dem 6MEB 18.11,2008 13:47:43
SO000008 HL-trprig-2.dcm 31 MB 15.11.2008 13:45:55
| L HL-rrprtg-1.dcm 31ME 18,11,2008 13:45:39
| / HL-rrm-5.dcm 15.11.2005 13:44:17
| — :
Log

 Add existing DICOM File. ..

158.11.2008 13:43:11
15.11.2008 13:435:00
14.11.2008 14:08:27
14.11.2008 14:08:27
14.11.2008 14:08:27
14.11.2008 14:08:27
14.11.2008 14:08:27
14.11.2008 14:08:27
14.11.2008 14:08:27
14.11.2008 14:08:27
14.11.2008 14:08:27
14.11.2008 14:08:27
14.11.2008 14:08:27
14.11.2008 14:08:27
14.11.2008 14:08:27

1014 bytes
1KE

-

-~ Create new...

Stop serverl » Edit server preferences. . |

® Show DICOM data |
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Patient ID P1HL
StudyID 1
Series # 4
Image # 4

Figure 37. The server administration interface of the JVSdicom Server.

JVSdicom Server has been released under the GNWr&eRublic License
(GPL) v2.0 and the executable 32-bit and 64-bitrbBoft Windows® binaries as

well as the source code are available on our websit

http://jvsmicroscope.uta.fi/jvsdicom server/
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5.5 ImmunoRatio & ImmunoMembrane —
software for IHC breast cancer biomarker
analysis (1, IV)

We developed the ImmunoRatio software for quamigaimage analysis of ER, PR,
and Ki-67 IHC breast cancer samples (Ill), andlthmmunoMembrane software for
semi-quantitative analysis of HER2 IHC breast caseenples (IV). Both software
applications were first implemented as ImageJ plsigivhich were subsequently

embedded within publicly open web applications.

5.5.1 ImageJ plugins

ImmunoRatio segments the DAB- and hematoxylin-st@inuclei areas from a mi-
croscope image, calculates the labeling index the. percent of DAB-stained area
out of the total nuclear area), and generates adpseolored result image matching
the segmentation and classification (Figure 38djer@as ImmunoMembrane seg-
ments DAB-stained cell membrane regions from thepa image, classifies the
image into 0/1+, 2+, or 3+ (according to the ASC®PRCguidelines) based on the
membrane staining completeness and intensity, amrgtes a pseudo-colored
overlay image matching the membrane segmentatiagur@ 38b). The ImageJ
plugin versions of the software provide graphicsg¢ninterfaces, as well as the pos-
sibility to use it with ImageJ macro language. Npié images from the same spec-
imen can be analyzed at once, resulting in a mentagtaining all of the analyzed
images. The plugin versions enable a direct linkrtage capture either by using the
driver plugins provided by the camera vendors ar standardized imaging proto-
cols, such as TWAIN (TWAIN Working Group, intermatial). Open source ver-
sions of ImmunoRatio and ImmunoMembrane pluginsaaalable for free down-

load on our website http://jvsmicroscope.uta.fi/immunoratio-plugin/and

http://jvsmicroscope.uta.fi/ immunomembrane-plugiaspectively.
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ImmunoMembrane

Sample ID: S-160-1.tif

Date: 27.9.2010 15:53
Suggested classification: 3+

ImmunoRatio

Sample ID: example-ki67
Date: 16.11.2009 10:26
DAB / nuclear area: 14%

i L] -
[l = complete and strong [ = incomplete or weak

(b)

Figure 38. An example IHC breast cancer section stained for Ki-67 and analyzed with Im-

munoRatio image analysis software (a), and another stained for HER2 and ana-
lyzed with ImmunoMembrane (b). The result images include a sample identifier,
the analysis date, the resulting labeling index (ImmunoRatio) or the suggested
classification (ImmunoMembrane), the original image, and a pseudo-colored im-

age showing the segmentation and classification results.

5.5.2 Web applications

The plugin versions of ImmunoRatio and ImmunoMembravere used as a basis in
developing two cross-platform web applications (ffgg39). The web applications
reside in a remote server and are accessed ovdntdreet with a web browser,
without any software downloads or installations.eyhsupport all modern web
browsers (e.g., Windows Internet Explorer, Moziltaefox, Safari, and Google
Chrome) and all operating systems (e.g., Microgdgfidows®, Linux distributions,
and Mac OS). The main features of the softwaresaremarized in Table 9. The
analysis can be made either to the whole imageriassof images (from which an
average is calculated), or to an interactivelyriedi ROI. The analysis adapts to var-
lous combinations of microscope objective lensé®tqtubes, and camera resolu-
tions by using either an exact or an estimated @smgle (pixels per pm). The esti-
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mation can be performed using the Scale FindertimmcBoth ImmunoRatio and

ImmunoMembrane support most existing camera moaedstheir output images,

including JPEG, JPEG2000, TIFF, BMP, and PNG. Fanahstrational and first-

time analyses, the applications offer an introdyychasic mode, which has a simpli-
fied user interface with minimal required functiitya In ImmunoMembrane, users

can calibrate the software by specifying custonssifecation category cut-offs, al-

lowing the software to be integrated more easilihvai custom diagnostic process.
ImmunoRatio offers a similar option, allowing theeus to calibrate the software
with their own visually determined labeling indeata and derive a suitable result
correction equation (a third degree polynomial).atidition, users can fine-adjust
the hematoxylin- and DAB-thresholding parameters.

In ImmunoRatio, the optimal camera brightness amttrast settings can be de-
fined using the assistance of the Camera AdjustMépard. The wizard measures a
user-provided reference image and either acceptsréacommends the user to alter
some specific setting. If the camera settings arttié® staining protocol remains un-
changed, the wizard needs to be run only oncenmunoMembrane, the variation
between different camera models and settings isrmeed by employing the posi-
tive control slide for contrast and intensity nohizetion.

[ & moncratio e Errrmre—
€« C | N jvsmicroscope.uta.fi 1o « C  © jysmicroscope.utafi
ImmunoRatio ImmunoMembrane

Introduction  Basic mode  Advanced mode  Image gall Help  About
Introduction  Basic mode Advanced mode Help About ol B

Microscope image file(s):
ImmunoRatio is a free web application for automated image analysis of estrogen
receptor (ER), progesterone receptor (PR), and Ki-67 immunostained tissue Chooss G| exampla-her2 jpg
sections. .
408 anemes mage | [ Cear
The application: 1) segments 3,3-Diaminobenzidine-stained (DAB) and hematoxylin-stained
(H) regions from the user-submitted image, 2) calculates the ratio percentage between DAB
and total nuclear (DAB+H) area, and 3) generates a pseudo-colored resultimage matching the
area segmentation (see the example on right side).

Sample identifier (optional):

Define a region of interest (ROI) prior to analysis

Main features ¥ Analysis settings
. . . Blankfield correction image (optional): | Choose File | No file chosen
i+ Based on color deconvolution and i+ No software installations needed . . B .
. Image scale, pixels / pm: 45 (0 = auto-detection)
adaptive thresholding
Cutoff A (negative vs equivocal): 3 (0-20 pts)
w+ Cross-platform support ++ Compatible with most microscope Cutoff B (equivocal vs positive): 8 (0-20 pts)
cameras Reference intensity: 110 (0...255) [
i+ High tolerance for image brightness & E: ively tested and vali Reference contrast: 215 (0...256) [
and contrast variations Show detailed results

Reset default values

P Results table

Analyze Send feedback
(a) (b)

Figure 39. Screenshots of the cross-platform compatible web applications ImmunoRatio
and ImmunoMembrane, developed for the quantitative analysis of ER, PR, Ki-67,
and HER2 IHC samples. The introductory view of ImmunoRatio (a) and the Ad-

vanced usage view of ImnmunoMembrane (b).
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Table 9. The main features of the ImmunoRatio (IR) and ImmunoMembrane (IR) image

analysis web applications.

Feature Description

= Analyzes immunostained slides (ER, PR, Ki-67, and HER2) using
Robust analytical color deconvolution for stain separation
principle = Users can analyze a single image, a series of images, and/or image

regions of interest

= Runs within the web browser, requiring no additional program or
Cross-platform o ]
) plugin installations
compatible ) ) )
= |s compatible with all modern web browsers and operating systems

=  Adapts to several combinations of microscope objective lenses, pho-
totubes, and camera resolutions

=  Supports most existing camera models and image formats (e.g.,
JPEG, JPEG2000, TIFF, BMP, PNG)

=  Users can define optimal camera brightness and contrast settings
with the Camera Adjustment Wizard (IR)

Usable with various

microscope setups

=  Contrast and intensity normalization (IM)

) = Users can train the software to match with their own visual cell count-
User-calibratable )
ing data (IR) or category cut-offs (0/1+, 2+, and 3+) (IM)

* Includes a basic usage mode for introductory analyses and a full-
Easy to use
featured, advanced mode

Both the ImmunoRatio and the ImmunoMembrane welicaipns are freely

accessible on our websitehttp://jvsmicroscope.uta.fi/immunoratio/ and

http://[vsmicroscope.uta.fi/immunomembranekespectively. Uploaded specimen
images and related information are not archivedsed for any purposes other than
the user-requested image analysis operation. Tagdamy is erased from the server

in a 24-hour cycle.

5.5.3 Robustness to variation in staining and image ac-
quisition settings

Based on our software testing, in order to obtarepesentative result for stained
breast tumor slides, the minimum number of imagesdad to be captured and ana-
lyzed with ImmunoRatio was found to be three (20sroscope objective, 1x pho-
totube, camera resolution 1,600 x 1,200 pixelsQ 4kels/um), and with Im-
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munoMembrane four to five (10x objective lens, hototube, 2 megapixel 1/1.8”
CCD camera). Averaging data from a higher numbemages was found to have a
minimal impact on the mean labeling index and treamIM-score. Owing to the
image scale information, which is entered eithenuadly or by using the Scale
Finder function, the analyses were highly similathvall common microscope ob-
jective lenses. However, when using a 10x objectitk ImmunoRatio, considera-
bly more non-carcinomatous cells were often inctlidethe analysis. To circum-
vent this, the developed ROI functionality can Bedito exclude unwanted regions.

As with all IHC image analysis systems, a preratpiisf valid and consistent
analysis is good-quality staining. Tissue morphglelgould be optimally preserved,
and the slide should be free of non-specific stagjror other well-known IHC arti-
facts. For ER, PR, and Ki-67 samples, an optimalgted primary antibody (1:100
for MIB-1 Ki-67) resulted in the best match withsual cell counting. Weak coun-
terstaining was found to cause nuclear segmentatidail, whereas overly concen-
trated counterstaining led to false segmentatiothefcytoplasmic structures. For
HER2 samples, we recommend the usage of the Hees&pkit (Dako, Copenha-
gen, Denmark) and the accompanying guidelinespadth ImmunoMembrane is
readily applicable to be used with other stainiitg &s well.

We found both ImmunoRatio and ImmunoMembrane todieist to the differ-
ences in the analysis results between the testedraamodels, and that the varia-
tion between repeated staining batches was snath ftbt shown). Variation in im-
age brightness and uneven illumination can be atelyrcorrected with a blankfield
image. However, greatly underexposed images (hikeldkinage mean gray intensi-
ty <200) as well as overly overexposed images Wield image mean gray intensi-
ty >250) may cause false analysis results. Forrateunuclei segmentation, the im-
age contrast must be relatively high; the foregdoaorean gray intensity should be
50 to 80% of the background mean gray intensitymmunoRatio, users can vali-
date their image acquisition settings by usingGlaenera Adjustment Wizard func-
tion of ImmunoRatio, whereas in ImmunoMembrane, to@trast and intensity
normalization feature aims at automatically redgdhne camera-related variations.

To minimize the data uploaded to the server duwiel application analysis, it is
advantageous to use lossy image file formats, siscBPEG. We found that using
lossy JPEG compression with quality factors 50Q0 had no significant effect on

the accuracy of ImmunoRatio analysis results. Thiapression level allows a typi-
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cal 5 megabyte uncompressed image to be comprasse@50 kilobytes (about
20:1 compression ratio), enabling rapid image feanwith almost any network
bandwidth. Using very low JPEG quality factors (x%@n cause image distortion

and artifacts, making the analysis unreliable.

5.5.4 Calibration and prognostic validation

Due to the non-linearity between visual cell nuceunting and non-calibrated Im-
munoRatio (Figure 40a), a third degree polynomias fitted to the data and used as
a default correction function to calibrate Imnmunta&#Figure 40b). The analysis of
the separate test set with calibrated ImmunoRadtb d strong linear relation with
visual cell counting, showing a near-perfect catieh (r = 0.98). The test set in-
cluded two outlier observations, which were detddy visually inspecting the
pseudo-color result images. The first outlier hahkvDAB-staining intensity, mak-
ing interpretation based on visual counting difficiihe second outlier had too low
image contrast, as demonstrated by using the Cafftgustment Wizard feature of

ImmunoRatio.
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Figure 40. Comparisons of labeling indices obtained with visual nuclei counting against
non-calibrated ImmunoRatio (a) and calibrated ImmunoRatio (b). The calibration
was done by fitting a third degree polynomial (solid black line) to the training set.

The validation set included two outliers (marked with brown).
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For ImmunoMembrane, the calibration was performgaialyzing the training
set and searching the optimal IM-score cut-off galuJsing the visual classification
of the training set as golden standard, the opticn&loff values were found to be
three and eight points (weighted kappa coefficignt 0.91, ASE = 0.08). Accord-
ingly, the default classification of ImmunoMembranges the following category
division: 0—2 points = negative (0 / 1+, 3—7 pointsquivocal (2+) and 8-20 points
= positive (3+). The analysis of the validation ¢et= 144) showed very good
agreement with the pathologist assessment (weidtdpgda coefficient,, = 0.80,
ASE = 0.08). The FISH-IHC disagreement was 3.5%c(tated from the total
number of cases), containing false IHC-positivéwn cases (1.4%) and false IHC-
negative in three cases (2.1%). Similarly, the GIBHC disagreement was 2.8%,
containing false IHC-positive in two cases (1.4%j}l dalse IHC-negative in two
cases (1.4%).

In the prognostic validation of ImmunoRatio, breeahcer-specific survival of
patients with high Ki-67 tumors was significantlyoster than low Ki-67 during 20-
year follow-up. Labeling index values of 15%, 208d 25% were tested as cut-off.
Of those, 20% (the median in this material), gaveaaard ratio (HR) of 2.2 (P =
0.01 by log rank test). Cut-off values 15% and 2@#tded similar results (HR =
2.1 and HR = 2.4, respectively).
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6. DISCUSSION

To facilitate the widespread usage of virtual msoapy in clinical, educational, and
research environments, the present study desdhbedesign and implementation of
an open software platform, directly applicable imgdostic pathology. The platform
consists of several proof-of-concept applicationbjch can be considered novel,
as—at the time of their development—there werequivalent software described in

the academic literature nor were there similar cenumal products available.

6.1 Viability of JPEG2000 as the universal
standard format for virtual slides (I)

The amount of information generated during virtslede scanning is vast, posing a
significant problem for data management and, iri@dar, for the image file for-
mat. Currently there is no universally acceptedgenfile format for virtual slides.
Instead, there is a plethora of proprietary, vergpmcific formats, which may be
constantly modified as new scanner and imagingpageint are introduced to the
market. As such, these formats have no guarantedsatkwards compatibility in
the years to come. As we have demonstrated in ibgept study, JPEG2000 is a
feasible candidate, which is independent, open séarttlards-based, thus guarantee-
ing the longevity and backwards compatibility ire ttuture. The standard is readily
capable of providing all the basic functionalitregjuired by virtual microscopy, and
thus can be utilized in the construction of longtilag virtual slide collections,
which are accumulated over decades. Furthermaestimdard makes it possible to
set up centralized virtual slide registries, which accessed in a unified manner. To
index the metadata within these slide registrie® possibility would be the usage
of the JPSearch standard (ISO/IEC TR 24800-1), wisia framework for interop-

erability for still image search and retrieval.
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We have also shown in our computational performaests with multi-core pro-
cessor workstations that JPEG2000 is readily aplplécin image conversion, view-
ing, and serving using consumer-grade computerwsel However, should the
need to enhance the computational performance, &g Large Scale Integration
(VSLI) hardware solutions for performing the DWTetmost computationally de-
manding part of JPEG2000 encoding—have been dedchi the signal processing
and electronics community (Acharya & Tsai 2005)atidition, the Compute Uni-
fied Device Architecture (CUDA, by Nvidia, Santaa@, CA, US) can be used as a
platform for leveraging the performance power dadpircal processing units found
on the video display cards, as demonstrated byQbd2K implementation of
JPEG2000 on CUDA (Baleviet al.2011).

As with all modern multimedia standards, it is picadly impossible to com-
pletely avoid the possibility of a patent infringemt amidst the current software pa-
tent legislation. To circumvent this, all patentchng members of the JPEG com-
mittee have made a reciprocal agreement, in lirte thie patent policies of ISO and
ITU, to offer a royalty and fee-free license foethaseline implementation (Part 1)
of JPEG2000 (Minutes of 83JPEG committee meeting, Redmond, WA, US, July
19-23, 2004).

As an alternative to JPEG2000 in virtual microsgcopgme discussions have
suggested the usage of JPEG XR (ISO/IEC 291994aghwis a standard family for
still-image coding by the JPEG committee, intentte@rovide an intermediate so-
lution for JPEG and JPEG2000, compression- andtgwailse. The technology be-
hind the standard is originally created and patetie Microsoft (Redmond, WA,
US) as Windows Media Photo, which was later renatoedlD Photo. However,
although the standard specifies the image widthremight as 32-bit integers (there-
by allowing very large imagery), the container fitemat specified in Annex A of
the standard is based on TIFF, and therefore itshalti of its limitations, including
the 32-bit file size (i.e., the maximum of 4 GBedently, the JPEG committee also
formed the Advanced Image Coding and Evaluationhigigblogies ad-hoc group
(ISO/IEC 29170 — AIC), which has issued a propaesdllfor novel medical imaging
codecs (JPEG committee press releas8,\W&1 meeting, Sardinia, Italy, July 17,
2009), possibly resulting in a format suitable ¥otual slides in the future. Another
interesting alternative, albeit not an image fdenfiat per se, is the Open Microcopy

Environment's OMERO project (University of Dunddeundee, Scotland, UK),
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which is an effort to provide a complete, centrdiznicroscopy image platform
with multi-format support. As of version 4.3 (Juz@l1l), OMERO began to support
large-scale imagery, such as virtual slides, bggusi tile-based approach, similar to

the image pyramid described in the present stu@ertion 2.5.5.

6.2 Virtual slides as an integrated part of
clinical information systems (1, Il)

The widespread utilization of virtual microscopy fiautine diagnostics requires
standardized integration with clinical informatiegstems, such as HIS and LIS.
Since pathology is currently the dominant disciplto employ virtual microscopy,
the integration process is largely done in the &nof pathology laboratory work-
flow. Early on, Zwoénitzeret al. (2007) proposed an information model for the pa-
thology laboratory workflow with integrated virtuslides. However, this model is,
for the most part, superseded by the finalized DMCSupplements 122 and 145.
These supplements contain a unified workflow maae virtual slide integration
technique representing the consensus of both thesiry and the academia, and as
such, can be expected to becomedédactomodel in the future. To further facili-
tate interoperability between different standasissh as DICOM and Health Level
Seven (HL7), the Integrating the Healthcare EntsgftHE) has recently launched
an initiative to define basic image acquisition aagdorting processes in pathology
laboratories, and to describe a standard solutoexXchanging structured patholog-
ical reports with linked virtual slides (Daniet al. 2011). Recently, the DICOM
WG-26 made a consensus decision to pursue the UgevBIx messaging rather
than DICOM services for device control and inteigratin the workflow manage-
ment across all clinical and pathology laboratgnelsereas DICOM would be used
to exchange imagery and related metadata (WG-2Gine#inutes, October 30,
2011, San Diego, CA, US).

At the time of writing Study II, no standard fortal slide integration with clin-
ical information systems existed, and because af, twe described a proof-of-
concept solution to link JPEG2000 virtual slideshma DICOM PACS. Based on
the developed software, a comprehensive, DICOM-ctible virtual slide imaging

system can be constructed by combining the JVSdisoftware with JVSview
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JPEG2000 viewing application and JVSserv JPIP métwerving application (Fig-
ure 41). In this model system, a virtual slide s&anproduces raw image data,
which is processed by JVSdicom Compressor. The idd8dCompressor produces
a JPEG2000 file containing the actual virtual slidege data and a DICOM file
containing the associated medical data (i.e., pairdormation) as well as some
mandatory image properties, such as width and heiy default, the produced
DICOM file contains anonymized DICOM entries, butcould readily be linked
with a LIS or a HIS for retrieving patient infornmat. A straightforward way to
name the JPEG2000 virtual slide file is to usentieroscope slide label identifica-
tion string, which can be read automatically if -baded labels are used. The
JPEG2000 virtual slide file is then moved into a&S3¥rv server, and the DICOM
file is moved into a JVSdicom Server, which bota parts of the same PACS. Both
files can be stored separately inside a serverfgpstorage area within the PACS.
JVSdicom can also receive imagery from other imggimodalities, which are in
turn linked with the LIS or HIS. End-users (e.gathwlogists or physicians) query
the JVSdicom Server with a JVSdicom Workstation egtdeve patient-linked im-
age objects. They can view and analyze conventidi@OM imagery within JVS-
dicom Workstation, while virtual slides are opemeth JVSview in another view-
ing window. The DICOM data is transmitted using tHelP Referenced Transfer
Syntax, and the JPEG2000 virtual slide data isstrarted via an auxiliary channel
over JPIP. The system architecture makes it passiblise JVSserv separately out-
side the PACS, since virtual slide do not contaip BICOM references.

112



Virtual slide Other imaging
scanner modalities

‘Raw DICOM data
Image
dat% v DICOM image objects
JVSdicom
Compressor PACS '?r'n‘;é’gf'
JVSdicom objects | jvsdicom
Creates Server "1 Workstation
|| DICOM file
. DICOM | |<FEG2000 Invokes
storage storage
) \ A
JPEG2000 Vitual
Ly V'rtuﬁlleS“de > JVSserv >  JVSview
\\/—

Figure 41. The dataflow of a model system for linking virtual slides with DICOM by using
JPEG2000 and JVS software. The virtual slide scanner produces raw image data
for JVSdicom Compressor, which produces a DICOM and a JPEG2000 virtual
slide file, which are moved into the PACS to JVSdicom Server and JVSserv, from

which they are queried with JVSdicom Workstation and viewed with JVSview.

6.3 Diagnostic application of ImmunoRatio
and ImmunoMembrane software (I, IV)

The ImmunoRatio and ImmunoMembrane analysis afgphica described in the
present study provide a comprehensive software $oiitthe digital image analysis
of IHC breast cancer biomarkers. The software sgihed to be used as a diagnos-
tic aid by a trained pathologist. The analysis ftssshould always be interpreted
together with the pseudo-colored result images taedoriginal histology of the
slides.

Ideally all end-users should calibrate the Immurt@Rand ImmunoMembrane
software to suit their laboratory staining prot@cahd/or image acquisition settings.
For ImmunoRatio, this can be done by first meagutive correct image scale and
then by using the Image Calibration Wizard to fthd acceptable staining and im-
age acquisition settings, which in turn are usedefine the visually correct thresh-
old parameter settings. After this, a group ofrtedi pathologists or clinicians man-
ually click-and-count the cell nuclei of a labonmgtspecific training image set and
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compare those results against the analysis restult®n-calibrated ImmunoRatio.
Finally, the end-users fit a third degree polyndnathe training data and use that
as the result correction equation. This proceda® leen described in the present
study in Section 4.4. For ImmunoMembrane, laborasousing other HER2 IHC
staining than the HercepTest® kit (used in develgphe software), such as the
AB-HER2 IHC kit (Alper Biotech, Rockville, MD, USyr custom staining proto-
cols, can calibrate the software prior to routisage following the guidelines de-

scribed in Section 4.4.

6.4 Benefits and issues of automated image
analysis of breast cancer biomarkers (lll, 1V)

In the validation of the calibration process, tlegraentation and classification of
ER, PR, and Ki-67 by ImmunoRatio and HER2 IHC byrlumoMembrane matched
very well with the visual assessment made by exattologists. The advantages of
using automated image analysis software includetshoverall analysis time and
improved reproducibility and repeatability of theadysis. By utilizing the Image
Calibration Wizard (in ImmunoRatio) or by using iamage captured from the posi-
tive staining control slide as a normalization refeee (in ImmunoMembrane), the
inter- and intra-observer variability can be deseghsignificantly. Moreover, when
using web-based image analysis, many of the latayratind hospital-specific in-
formation system restrictions can be circumvengu] since there are no software
downloads or installations involved, the barrier &mlopting new technologies by
the pathologists is most likely lower, thereby amhiag the widespread adoption of
digital tools in clinical diagnostics.

The current criteria for HER2 tumor positivity assenent is based on the
ASCO/CAP guidelines released in 2007. These gundslivere formed by modify-
ing those of the US Food and Drug AdministratioDA&} based on an extensive
literature review by a panel of experts. HowevesteRet al. (2011) have shown
that with a nearly 3,000 patient cohort, the rgisxsive survival rate was similar
among patients treated with trastuzumab underreséteof criteria, but if the deci-
sion-making followed the ASCO/CAP guidelines, a Brbat meaningful group of
patients were denied of the therapy. ThereforeAREO/CAP guidelines may need
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some revising in the future. However, since the BERassification is always a
compromise, perfect accuracy can never be achieved.

Defining the optimal Ki-67 cut-off for prognostissessment can be problematic,
since no universally accepted guidelines exist. tééed this with a retrospective
analysis of data from 123 primary breast canceieptt followed up for 20 years.
The Ki-67 labeling index 20% (the median value his tmaterial) gave a strong
prognostic discrimination (HR = 2.2). Although aft-values 15% and 25% vyield-
ed similar prognostication in this patient matene¢ recommend each laboratory to

define their own cut-off value.

6.5 Clinical usage regulation of virtual slides
and medical image analysis software (I-1V)

The current regulationgoverning the acquisition, display, and validatanvirtual
slides in clinical pathology use are fragmented andlear (Pantanowitet al.
2011). The consensus appears to be that virtwlesshre treated as medical devices,
and are therefore under the US Food and Drug Aditnation (FDA) regulation, but
before any clear guidelines or legislation can drentilated, there are a number of
iIssues to be clarified — namely, are the hardwatesaftware components of a vir-
tual slide system regulated separately or as aefhblow is distributed slide pro-
cessing (e.g., staining in one laboratory, scanmma@nother) treated? Does the
regulatory approval cover all types of diagnostarky or are some entities exclud-
ed? And lastly, how is the validation criteria stbel?

With regard to the regulation of IHC image analysoftware, the situation is
somewhat clearer. However, although the IHC anslgsiftware described in the
present study is intended for clinical diagnostregulations governing the usage of
automated image analysis systems vary between reeginEor example, in the
United States the software would require cleardrama the FDA. Although some
of the commercially available digital image anatysackages have been cleared by
FDA with the 510(k) premarket notification procgs$A 2011), an expert panel
from Institute of Medicine—an independent, non-pirofganization—has criticized
the opaqueness and the validity of the process,sagdested abandoning it alto-
gether (IOM 2011).
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In Europe, medical image analysis software is @gdl by the legislation of the
European Union. Th&ledical Devices Directiv®3/42/EC (MDD) and, more im-
portantly, its amendment 2007/47/EC (AMDD) specifibat a stand-alone (i.e.,
without any hardware integration) medical softweaa be treated as a medical de-
vice, and thus is applicable for the Conformité dpdéenne (CE) conformity mark-
ing procedure. In addition, medical devices usedrfwitro diagnostics are covered
by theln Vitro Diagnostic Medical Devices Directig8/79/EC (IVD MDD), which
categorizes the devices into four classes (Gensediktesting, Annex Il List B, and
Annex Il List A) based on their relative risk. Thiass General has the lowest risk
and its conformance is self-declared, whereas tiher ahree classes require the in-
tervention of a national regulatory body, whichcase of Finland, is Valvira. How-
ever, the IVD MDD contains only vague guidelineshmiegard to image analysis
software, and since the AMDD-containing more expliglings for medical soft-
ware—came into effect on 2010, the legislation ashale is relatively new and
leaves room for interpretation. For example, mddiexices released prior to 2010
are not covered by the AMDD, and since this alstuishes their subsequent version
upgrades, it raises an interesting question of wiifégrentiates a version upgrade
from a completely new software, especially in tasecof web applications? Conse-
quently, to the best of my knowledge, there areerily no CE-marked VD image
analysis software applications available on theketaiShould the ImmunoRatio and
ImmunoMembrane software described in the presediysbr other similar diagnos-
tics image analysis applications—be brought underrégulation, they would most
likely fall into the General class, since they aa explicitly covered by the Annex
Il of IVD MDD and they are not intended for selstmg.
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/7. SUMMARY AND CONCLUSIONS

Virtual microscopy offers a novel way of interagfiwith microscope specimen in-
formation. Compared to traditional light microscopytual microscopy offers un-
limited lifespan for the specimens, remote slidarsiy, centralized slide reposito-
ries and biobanks with lower archival costs, geti@naof rare-case atlases, practical
tools for research and educational purposes, efeeatter-laboratory quality assur-
ance, and lastly the possibility to perform tradeatepeatable, and quantifiable im-
age analysis. Especially in pathology, all thisdeato more accurate and reliable
histopathological diagnosis and ultimately intotbepatient care.

However, the application of virtual microscopy ragqa considerable efforts
from hardware and software point of view. In orttelovercome the elementary is-
sues involved in the automated virtual slide scagrand image tile stitching, we
have developed and described an automated contmtié stitching software,
DirObserver and LargeMontage, which are both rele@ass open source applica-
tions and are currently being used world-wide.

Our studies indicate that JPEG2000 is a well-sureahe format for virtual mi-
croscopy, enabling effective compression, viewisgg serving of the large image
files produced by the modern microscope slide seanrThis is also evident from
the wide adoption and usage of the JVS softwar&gggc described in the present
study; we have been receiving positive feedbacak fseveral academic and clinical
institutions in Finland, and there has also begnificant interest from abroad.

The JPEG2000-format virtual slides can be readitggrated into clinical infor-
mation systems, as we have demonstrated with tBelidgm software package de-
scribed in the present study. The package is teegractical solution to overcome
the limitations of DICOM in virtual microscopy. Albugh the JPIP-based approach
for linking virtual slides with DICOM is now supeded by the pyramidal ap-
proach, the DICOM standard specification continteesupport JPIP, and thus the
two approaches are not mutually exclusive and @anded simultaneously within
the same PACS.
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To the best of our knowledge, ImmunoRatio and ImoM@mbrane are the first
free, ready-to-use web application for analyzing, PR, Ki-67, and HER2 IHC.
The applications are hardware-independent and tdbusariations in the camera
settings and laboratory-specific staining practié®@e anticipate that publicly avail-
able and open source image analysis applicatiolhsedelerate the adoption of au-
tomated analysis techniques in clinical diagnosticbreast cancer biomarkers. All
the developed software for the present study islyravailable at our website
http://jvsmicroscope.uta.fi/.

The usage of virtual slides in diagnostic patholegyncreasing, although com-
pared to radiology, the process of laboratory-wittegration with hospital infor-
mation systems is still years behind. Clinical a&gilon of virtual microscopy re-
quires the development of standards, regulationkflawv specifications, and the
assessment of the added benefit and cost effeesgerirtual microscopy has to of-
fer. A probable scenario for the current decadbas the large hospital information
system providers will adopt virtual slides as aecpart of their product lines and
begin to offer a unified healthcare system thatecsvall imaging modalities
throughout the hospital, thereby digitizing thedediories employing light micro-
scopes, such as pathology. The interfacing andedatfaange between different sys-
tems will most likely be performed using messagwgich follows the specifica-
tions devised by DICOM, HL7, and IHE standardizatimdies. In the more distant
future, the standardized laboratory workflow mayyvevell consist of digital-only
specimen processing and analysis, bypassing tlye wddraditional glass slides.
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APPENDICES

Appendix A: JVSschema, version 1.0.2

<?xnm version="1.0" encodi ng="1S0O 8859-1"?>

<xsd: schema
version="1.0.2"
xm ns: xsd="http://ww. w3. or g/ 2001/ XM_Schema"
xm ns:jvs="http://jvsnicroscope. uta.fi/JVSschem"
target Nanespace="http://jvsm croscope. uta. fi/JVSschem"
el enent For mDef aul t =" qual i fi ed"
attri but eFor nDef aul t ="unqual i fi ed">

<xsd: el ement name="|magel nf or mati on" type="jvs: | mgel nfornmati onType"/>

<xsd: conpl exType nanme="1|nmagel nf or mati onType" >
<xsd: annot ati on>
<xsd: docurent ati on xml : | ang="en">
The root elenent for image information.
</ xsd: docunent at i on>
</ xsd: annot at i on>
<xsd: sequence>
<xsd: el enent name="SchemaVer si on" type="xsd:string" m nQccurs="1" maxQccurs="1">
<xsd: annot ati on>
<xsd: docurent ati on xml : | ang="en">
Used JVSschema version.
</ xsd: docunent at i on>
</ xsd: annot at i on>
</ xsd: el enent >
<xsd: el enent name="Scanni ngResol uti on" type="jvs: PositiveDecimal" mnCccurs="0" maxCccurs="1"/>
<xsd: el enent name="Organ" type="xsd:string" m nCccurs="0" maxQccurs="1">
<xsd: annot ati on>
<xsd: docurent ati on xml : | ang="en">
The organ from which the specinmen is from expressed with few words.
</ xsd: docunent at i on>
</ xsd: annot at i on>
</ xsd: el enent >
<xsd: el enent name="Di agnosi s" type="xsd:string" m nCccurs="0" maxCccurs="1">
<xsd: annot ati on>
<xsd: docunent ati on xni:|ang="en">
The di agnosi s, expressed with few words.
</ xsd: docurent at i on>
</ xsd: annot at i on>
</ xsd: el ement >
<xsd: el enent nanme="Comments" type="xsd:string" m nOccurs="0" maxCccurs="1">
<xsd: annot ati on>
<xsd: docunent ati on xni:|ang="en">
Addi tional comments, expressed with few sentences.
</ xsd: docurent at i on>
</ xsd: annot at i on>
</ xsd: el ement >

<xsd: el enent name="RO s" type="jvs: RO sType" m nCccurs="0" maxQccurs="1"/>

<xsd: el enent name="|mageLayer | nf ormati on" type="jvs: | magelLayer|nfornati onType" mi nCccurs="0" maxCccurs="1">

<xsd: uni que name="I| ayer _nunber" >
<xsd: sel ector xpat h="Layer"/>
<xsd: field xpat h="Nunber"/>

</ xsd: uni que>
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</ xsd: el enent >

<xsd: el ement name="Initial Adj ust ments" type="jvs:|nitial Adj ustnentsType" m nCccurs="0" maxQccurs="1"/>
<xsd: el enent name="Hi del magel nf ormati on" type="xsd: bool ean" nmi nOccurs="0" maxQOccurs="1">

<xsd: annot ati on>

<xsd: docunent ati on xni:|ang="en">
Shoul d the inmage information be hidden (e.g., in JVSview application for educational purposes).
</ xsd: docurent at i on>

</ xsd: annot at i on>

</ xsd: el ement >
</ xsd: sequence>
</ xsd: conpl exType>

<xsd: conpl exType nane="RO sType">

<xsd: annot ati on>

<xsd: docurent ati on xml : | ang="en">

I mage regions of interest.

</ xsd: docunent at i on>
</ xsd: annot ati on>
<xsd: sequence>

<xsd: el enent name="RO " type="jvs: RO Type" m nCccurs="1" maxCccurs="unbounded"/>
</ xsd: sequence>

</ xsd: conpl exType>

<xsd: conpl exType nane="RO Type">
<xsd: annot ati on>
<xsd: docunent ati on xni:|ang="en">
One elliptical region of interest. Contains a textual description, a color, the bounding rectangle
of the ellipse within the image coordinate system as well as scale information on how to display
the RO properly.
</ xsd: docurent at i on>
</ xsd: annot at i on>
<xsd: sequence>
<xsd: el enent nanme="Description" type="xsd:string" m nCccurs="0" nmaxQccurs="1"/>
<xsd: el enent name="Col or" type="jvs: RO Col or Type" mi nCccurs="0" maxCccurs="1"/>
<xsd: el ement name="Left" type="xsd:integer" m nCccurs="1" maxQccurs="1">
<xsd: annot ati on>
<xsd: docunent ati on xni:|ang="en">
The x-coordinate of the upper-left corner of the bounding rectangle.
</ xsd: docurent at i on>
</ xsd: annot at i on>
</ xsd: el enment >
<xsd: el enent nanme="Top" type="xsd:integer" m nQccurs="1" maxCccurs="1">
<xsd: annot at i on>
<xsd: docurent ati on xml : | ang="en">
The y-coordinate of the upper-left corner of the bounding rectangle.
</ xsd: docunent at i on>
</ xsd: annot at i on>
</ xsd: el enent >
<xsd: el enent name="Ri ght" type="xsd:integer" mnCccurs="1" maxCccurs="1">
<xsd: annot ati on>
<xsd: docunent ati on xni:|ang="en">
The x-coordinate of the |lower-right corner of the bounding rectangle.
</ xsd: document at i on>
</ xsd: annot at i on>
</ xsd: el ement >
<xsd: el ement nanme="Bottonl type="xsd:integer" m nCccurs="1" maxCccurs="1">
<xsd: annot at i on>
<xsd: docurent ati on xml : | ang="en">
The y-coordinate of the |ower-right corner of the bounding rectangle.
</ xsd: docunent at i on>
</ xsd: annot at i on>
</ xsd: el enment >
<xsd: el ement nanme="Scal e" type="jvs: PositiveDeci mal" m nOccurs="1" maxCccurs="1">
<xsd: annot ati on>
<xsd: docurent ati on xml : | ang="en">
The scale to be used when viewing the RO. Note: this is NOT to be used as a coefficient
for the bounding rectangl e coordinates.
</ xsd: docurent at i on>

</ xsd: annot at i on>
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</ xsd: el ement >
<xsd: el enent nanme="|nmagelLayer" type="xsd: positivelnteger" m nOccurs="1" maxCccurs="1">
<xsd: annot ati on>
<xsd: docurent ati on xnl : | ang="en">
The image | ayer on which the RO is located. Nunber 1 represents the first |ayer.
</ xsd: docunent at i on>
</ xsd: annot at i on>
</ xsd: el enent >
</ xsd: sequence>
</ xsd: conpl exType>

<xsd: si npl eType name="RA Col or Type" >

<xsd: annot ati on>

<xsd: docunent ati on xni:|ang="en">
The color of a region of interest.

</ xsd: docurent at i on>

</ xsd: annot at i on>

<xsd:restriction base="xsd:string">
<xsd: enuneration val ue="Red"/>
<xsd: enurer ati on val ue="Geen"/>
<xsd: enuneration val ue="Bl ue"/>
<xsd: enurrer ati on val ue="Yel | ow'/ >
<xsd: enuneration val ue="Bl ack"/>
<xsd: enurerati on val ue="Wite"/>

</xsd:restriction>

</ xsd: si npl eType>

<xsd: conpl exType nane="|mageLayer | nf ormati onType">
<xsd: annot ati on>
<xsd: docunent ati on xni:|ang="en">
Information regarding different image |ayers (which can represent, for exanple, different staining).
</ xsd: docurent at i on>
</ xsd: annot at i on>
<xsd: sequence>
maxQccur s="unbounded"/ >

<xsd: el enent nanme="Layer" type="jvs: Layer Type"
</ xsd: sequence>

</ xsd: conpl exType>

<xsd: conpl exType nane="Layer Type">
<xsd: annot ati on>
<xsd: docunent ati on xni:|ang="en">
One image |ayer, consisting of an unique nunber and a nane.
</ xsd: docurent at i on>
</ xsd: annot at i on>
<xsd: sequence>
<xsd: el enent nanme="Nunber" type="xsd: positivelnteger" m nCccurs="1" maxQccurs="1">
<xsd: annot ati on>
<xsd: docurent ati on xml : | ang="en">
The | ayer nunber. Layer 1 represents the first layer. Mist be unique (i.e., no two layers with
same nunber can exist).
</ xsd: docurent at i on>
</ xsd: annot at i on>
</ xsd: el enment >
<xsd: el enent nanme="Nanme" type="xsd:string" m nQccurs="0" maxQOccurs="1"/>
</ xsd: sequence>
</ xsd: conpl exType>

<xsd: conpl exType nane="1ni ti al Adj ust nent sType" >

<xsd: annot ati on>

<xsd: docurent ati on xml : | ang="en">
Initial imge adjustnents for JVSview (i.e., brightness, contrast, saturation, and inmage |ayer).

</ xsd: docurent at i on>

</ xsd: annot at i on>

<xsd: sequence>
<xsd: el enent name="Bright ness" type="jvs: Adjustnentl|nteger" m nCccurs="0" maxQccurs="1"/>
<xsd: el enent name="Contrast" type="jvs:Adjustnentlnteger" m nCccurs="0" maxCccurs="1"/>
<xsd: el enent nanme="Saturation" type="jvs:Adjustnentlnteger" m nCccurs="0" maxQccurs="1"/>
<xsd: el enent name="|magelLayer" type="xsd: positivelnteger" m nCccurs="0" maxCccurs="1">

<xsd: annot ati on>
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<xsd: docunent ati on xni:|ang="en">
Specifies the initially visible inmage | ayer (e.g., a focus layer), in case nultiple layers are
used. Layer 1 represents the first |ayer.
</ xsd: docunent at i on>
</ xsd: annot at i on>
</ xsd: el enent >
</ xsd: sequence>
</ xsd: conpl exType>

<xsd: si npl eType name="Adj ust nent | nt eger ">
<xsd: annot ati on>
<xsd: docunent ati on xni:|ang="en">
An integer in the range [-100, 100].
</ xsd: document at i on>
</ xsd: annot at i on>
<xsd:restriction base="xsd:integer">
<xsd: m nl ncl usi ve val ue="-100"/>
<xsd: max| ncl usi ve val ue="100"/>
</ xsd:restriction>

</ xsd: si npl eType>

<xsd: si npl eType name="PositiveDeci mal ">
<xsd: annot ati on>
<xsd: docunent ati on xni:|ang="en">
A positive decimal .
</ xsd: docurent at i on>
</ xsd: annot at i on>
<xsd:restriction base="xsd: deci mal ">
<xsd: m nExcl usi ve val ue="0.00"/>
</xsd:restriction>
</ xsd: si npl eType>

</ xsd: schema>

Appendix B: JVSdicom Workstation DICOM
SCP conformance

JVSdicom Workstation supports the following SOPSS&s as an SCP:

Veri ficationSOPd ass 1.2.840.10008.1.1

FI NDPat i ent Root Quer yRet ri evel nf or mat i onModel 1.2.840.10008.5.1.4.1.2.1.1
FI NDPat i ent St udyOnl yQuer yRet ri evel nf or mat i onMbdel 1.2.840.10008.5.1.4.1.2.3.1
FI NDSt udyRoot Quer yRet ri evel nf or mat i onMbdel 1.2.840.10008.5.1.4.1.2.2.1
GETPat i ent Root Quer yRet ri evel nf or mati onMbdel 1.2.840.10008.5.1.4.1.2.1.3
GETPat i ent St udyOnl yQuer yRet ri evel nf or mat i onModel 1.2.840.10008.5.1.4.1.2.3.3
GETSt udyRoot Quer yRet ri evel nf or mat i onMbdel 1.2.840.10008.5.1.4.1.2.2.3
MOVEPat i ent Root Quer yRet ri evel nf or mat i onModel 1.2.840.10008.5.1.4.1.2.1.2
MOVEPat i ent St udyOnl yQuer yRet ri evel nf or mat i onModel 1.2.840.10008.5.1.4.1.2.3.2
MOVESt udyRoot Quer yRet ri evel nf or mat i onMbdel 1.2.840.10008.5.1.4.1.2.2.2
St or edPri nt St or age 1.2.840.10008.5.1.1.27

Har dcopyGrayscal el mageSt or age 1.2.840.10008.5.1.1.29

Har dcopyCol or | mageSt or age 1.2.840.10008.5.1.1.30

Conput edRadi ogr aphy| magesSt or age 1.2.840.10008.5.1.4.1. 1.1

Di gi t al XRayl mageSt or ageFor Present ati on 1.2.840.10008.5.1.4.1.1.1.1

Di gi t al XRay| mageSt or ageFor Processi ng 1.2.840.10008.5.1.4.1.1.1.1. 1
Di gi t al Marmogr aphy XRay| mageSt or ageFor Present ati on 1.2.840.10008.5.1.4.1.1.1.2

Di gi t al Manmogr aphy XRay| mageSt or ageFor Pr ocessi ng 1.2.840.10008.5.1.4.1.1.1.2.1
Di gital I ntraOral XRayl mageSt or ageFor Present ati on 1.2.840.10008.5.1.4.1.1.1.3

134



Di gi tal I ntraOral XRayl mageSt or ageFor Processi ng 1.2.840.10008.5.1.4.1.1.1.3. 1
Grayscal eSof t copyPresent ati onSt at eSt or age 1.2.840.10008.5.1.4.1.1.11.1
XRayAngi ogr aphi cl mageSt or age 1.2.840.10008.5.1.4.1.1.12.1
XRayFl uor oscopy! mageSt or age 1.2.840.10008.5.1.4.1.1.12.2
PETI nageSt or age 1.2.840.10008.5.1.4.1.1.128
PETCur veSt or age 1.2.840.10008.5.1.4.1.1.129

CTl nageSt or age 1.2.840.10008.5.1.4.1.1.2
EnhancedCTI mageSt or age 1.2.840.10008.5.1.4.1.1.2.1

Nucl ear Medi ci nel mageSt or age 1.2.840.10008.5.1.4.1.1.20

RETI RED_U t rasoundMul ti f ramel mageSt or age 1.2.840.10008.5.1.4.1.1. 3

U trasoundMul ti f ranel mageSt or age 1.2.840.10008.5.1.4.1.1.3.1

MRI nageSt or age 1.2.840.10008.5.1.4.1.1. 4
EnhancedMRI mageSt or age 1.2.840.10008.5.1.4.1.1.4.1
IMRSpect r oscopySt or age 1.2.840.10008.5.1.4.1.1.4.2

RTI mageSt or age 1.2.840.10008.5.1.4.1.1.481.1
RTDoseSt or age 1.2.840.10008.5.1.4.1.1.481.2
RTSt ruct ur eSet St or age 1.2.840.10008.5.1.4.1.1.481.3
RTBeansTr eat ment Recor dSt or age 1.2.840.10008.5.1.4.1.1.481. 4
RTPI anSt or age 1.2.840.10008.5.1.4.1.1.481.5
RTBr achyTr eat ment Recor dSt or age 1.2.840.10008.5.1.4.1.1.481.6
RTTr eat nent Summar yRecor dSt or age 1.2.840.10008.5.1.4.1.1.481.7
RETI RED_U t r asoundl nageSt or age 1.2.840.10008.5.1.4.1.1. 6

U trasoundl mageSt or age 1.2.840.10008.5.1.4.1.1.6.1
RawDat aSt or age 1.2.840.10008.5.1.4.1.1.66

Spati al Regi strati onStorage 1.2.840.10008.5.1.4.1.1.66.1
Spati al Fi duci al sSt or age 1.2.840.10008.5.1.4.1.1.66.2
Secondar yCapt ur el nageSt or age 1.2.840.10008.5.1.4.1.1.7

Ml ti frameSi ngl eBi t Secondar yCapt ur el mageSt or age 1.2.840.10008.5.1.4.1.1.7.1

Ml tifranmeG ayscal eByt eSecondar yCapt ur el mageSt orage 1.2.840.10008.5.1.4.1.1.7.2

Ml ti frameGrayscal eWsr dSecondar yCapt ur el mageSt orage 1. 2. 840.10008.5.1.4.1.1.7.3

Ml ti frameTrueCol or Secondar yCapt ur el mageSt or age 1.2.840.10008.5.1.4.1.1.7. 4
VLEndoscopi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.1
Vi deoEndoscopi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.1.1
VLM cr oscopi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.2
Vi deoM cr oscopi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.2.1
VLSl i deCoor di nat esM cr oscopi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.3
VLPhot ogr aphi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1. 4
Vi deoPhot ogr aphi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.4.1
Opht hal mi c8Bi t Phot ogr aphy| mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.5.1
Opht hal mi c16Bi t Phot ogr aphy| mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.5.2
St ereonetri cRel ati onshi pSt or age 1.2.840.10008.5.1.4.1.1.77.1.5.3
Basi cText SR 1.2.840.10008.5.1.4.1.1.88.11
EnhancedSR 1.2.840.10008.5.1.4.1.1.88.22
Conpr ehensi veSR 1.2.840.10008.5.1.4.1.1.88.33
Procedur eLogSt or age 1.2.840.10008.5.1.4.1.1.88.40
Mammogr aphy CADSR 1.2.840.10008.5.1.4.1.1.88.50
KeyQbj ect Sel ect i onDocunent 1.2.840.10008.5.1.4.1.1.88.59
Chest CADSR 1.2.840.10008.5.1.4.1.1.88.65
Twel veLeadECGWavef or nBt or age 1.2.840.10008.5.1.4.1.1.9.1. 1
Gener al ECGNavef or nfSt or age 1.2.840.10008.5.1.4.1.1.9.1.2
Anbul at or yECGWavef or nBt or age 1.2.840.10008.5.1.4.1.1.9.1.3
Henodynam cWavef or nSt or age 1.2.840.10008.5.1.4.1.1.9.2. 1
Car di acEl ect r ophysi ol ogyWavef or nt or age 1.2.840.10008.5.1.4.1.1.9.3. 1
Basi cVoi ceAudi oWavef or nfSt or age 1.2.840.10008.5.1.4.1.1.9.4.1

JVSdicom Workstation will accept presentation catgdor all of the above men-

tioned supported SOP Classes using any of theférasymntaxes:

Li ttl eEndi anl nplicit Transfer Synt ax 1.2.840.10008. 1.2
Li ttl eEndi anExpl i cit Transf er Synt ax 1.2.840.10008.1.2. 1
Bi gEndi anExpl i ci t Tr ansf er Synt ax 1.2.840.10008.1.2.2
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With VLMicroscopiclmageStorage SOP Class, the JefErenced TS is also sup-
ported:

JPI PRef er encedTr ansf er Synt ax 1.2.840.10008.1.2.4.94

Appendix C: JVSdicom Workstation DICOM
SCU conformance

JVSdicom Workstation supports the following SOPsSé&s as an SCU:

Veri ficationSOPd ass 1.2.840.10008.1.1

St or edPri nt St or age 840. 10008. 27
Har dcopyGrayscal el mageSt or age 840. 10008. 29
Har dcopyCol or | mageSt or age 840. 10008. 30

Conput edRadi ogr aphy| mageSt or age 840. 10008. 1

Di gi t al XRay| nageSt or ageFor Present ati on 840. 10008. 1.1

Di gi t al XRay| mageSt or ageFor Processi ng 840. 10008. 1.1.1
Di gi t al Marmogr aphy XRay| mageSt or ageFor Present ati on 840. 10008. 1.2

Di gi t al Manmogr aphy XRay| mageSt or ageFor Pr ocessi ng 840. 10008. 1.2.1
Di gital I ntraOral XRayl mageSt or ageFor Present ati on 840. 10008. 1.3

Di gi tal I ntraOral XRayl mageSt or ageFor Processi ng 840. 10008. 1.3.1
St andal oneMbdal i t yLUTSt or age 840. 10008. 10
Encapsul at edPDFSt or age 840. 10008. 104. 1
St andal oneVO LUTSt or age 840. 10008. 11
Grayscal eSof t copyPresent ati onSt at eSt or age 840. 10008. 11.1
Col or Sof t copyPr esent ati onSt at eSt or age 840. 10008. 11.2
PseudoCol or Sof t copyPr esent ati onSt at eSt or age 840. 10008. 11. 3
Bl endi ngSof t copyPr esent ati onSt at eSt or age 840. 10008. 11.4
XRayAngi ogr aphi cl mageSt or age 840. 10008. 12.1
EnhancedXAl mageSt or age 840. 10008. 12.1.1
XRayFl uor oscopyl nageSt or age 840. 10008. 12.2
EnhancedXRFI nageSt or age 840. 10008. 12.2.1
RETI RED_XRayAngi ogr aphi cBi Pl anel mageSt or age 840. 10008. 12. 3

PETI mageSt or age 840.10008.

PETCur veSt or age 840. 10008. 129
CTl mageSt or age 840.10008.

EnhancedCTI mageSt or age 840. 10008. 2.1
Nucl ear Medi ci nel mageSt or age 840. 10008. 20
RETI RED_U trasoundMul ti franel mageSt or age 840. 10008. 3

U trasoundMul ti framel mageSt or age 840. 10008. 3.1
MRl mageSt or age 840.10008. 4
EnhancedMRI nageSt or age 840. 10008. 4.1
MRSpect r oscopySt or age 840.10008. 4.2
RTI nageSt or age 840. 10008. 481

RTDoseSt or age
RTSt ruct ur eSet St or age

840. 10008.
840.10008.
840. 10008.
840.10008.
840. 10008.
840. 10008.
840. 10008.
840. 10008.
840. 10008.
840. 10008.
840. 10008.
840.10008.
840. 10008.

RTBeansTr eat nent Recor dSt or age
RTPI anSt or age
RTBr achyTr eat nent Recor dSt or age

IS
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RTTr eat ment Sunmar yRecor dSt or age

RETI RED_Nucl ear Medi ci nel mageSt or age
RETI RED_U t r asoundl nageSt or age

U trasoundl mageSt or age

RawbDat aSt or age

Spati al Regi strati onStorage 66. 1
66. 2

67

Spati al Fi duci al sSt or age
Real Wor | dVal ueMappi ngSt or age
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Secondar yCapt ur el mageSt or age 1.2.840.10008.5.1.4.1.1.7

Mul ti frameSi ngl eBi t Secondar yCapt ur el mageSt or age 1.2.840.10008.5.1.4.1.1.7.1

Mul tiframeG ayscal eByt eSecondar yCapt ur el mageSt orage 1.2.840.10008.5.1.4.1.1.7.2

Mul tiframeG ayscal eWr dSecondar yCapt ur el mageSt orage 1. 2.840.10008.5.1.4.1.1.7.3

Mul ti frameTrueCol or Secondar yCapt ur el mageSt or age 1.2.840.10008.5.1.4.1.1.7. 4

RETI RED VLI mageSt or age 1.2.840.10008.5.1.4.1.1.77.1
VLEndoscopi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.1
Vi deoEndoscopi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.1.1
VLM cr oscopi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.2
Vi deoM cr oscopi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.2. 1
VLSl i deCoor di nat esM cr oscopi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.3
VLPhot ogr aphi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1. 4
Vi deoPhot ogr aphi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.4.1
Opht hal mi cPhot ogr aphy8Bi t | mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.5.1
Opht hal mi cPhot ogr aphy16Bi t | mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.5.2
St ereonetri cRel ati onshi pSt or age 1.2.840.10008.5.1.4.1.1.77.1.5.3
RETI RED_VLMul ti Franmel mageSt or age 1.2.840.10008.5.1.4.1.1.77.2

St andal oneOver | aySt or age 1.2.840.10008.5.1.4.1.1.8
DRAFT_SRText St or age 1.2.840.10008.5.1.4.1.1.88.1
DRAFT_SRAudi oSt or age 1.2.840.10008.5.1.4.1.1.88.2
DRAFT_SRDet ai | St or age 1.2.840.10008.5.1.4.1.1.88.3
DRAFT_SRConpr ehensi veSt or age 1.2.840.10008.5.1.4.1.1.88.4

Basi cText SR 1.2.840.10008.5.1.4.1.1.88.11
EnhancedSR 1.2.840.10008.5.1.4.1.1.88.22
Conpr ehensi veSR 1.2.840.10008.5.1.4.1.1.88.33
Procedur eLogSt or age 1.2.840.10008.5.1.4.1.1.88.40
Marmogr aphy CADSR 1.2.840.10008.5.1.4.1.1.88.50
Keybj ect Sel ect i onDocunent 1.2.840.10008.5.1.4.1.1.88.59
Chest CADSR 1.2.840.10008.5.1.4.1.1.88.65
XRayRadi at i onDoseSR 1.2.840.10008.5.1.4.1.1.88.67

St andal oneCur veSt or age 1.2.840.10008.5.1.4.1.1.9
DRAFT_Wavef or nt or age 1.2.840.10008.5.1.4.1.1.9.1

Twel veLeadECGMavef or nSt or age 1.2.840.10008.5.1.4.1.1.9.1.1
Gener al ECGMavef or nt or age 1.2.840.10008.5.1.4.1.1.9.1.2
Anmbul at or yECGMavef or nSt or age 1.2.840.10008.5.1.4.1.1.9.1.3
Hermodynamni c\Wavef or nSt or age 1.2.840.10008.5.1.4.1.1.9.2.1
Car di acEl ect r ophysi ol ogyWavef or nt or age 1.2.840.10008.5.1.4.1.1.9.3. 1
Basi cVoi ceAudi oWavef or nt or age 1.2.840.10008.5.1.4.1.1.9.4.1

JVSdicom Workstation will propose presentation eats for all of the abovemen-

tioned supported SOP Classes using the transféaas

Li tt1 eEndi anl npli ci t Tr ansf er Synt ax 1.2.840.10008.1.2

Li tt| eEndi anExpl i cit Transf er Synt ax 1.2.840.10008.1.2.1

Bi gEndi anExpl i ci t Tr ansf er Synt ax 1.2.840.10008.1.2.2
JPI PRef er encedTr ansf er Synt ax 1.2.840.10008.1.2.4.94

Appendix D: JVSdicom Server DICOM SCP
conformance

JVSdicom Server supports the following SOP Claasean SCP:

VerificationSOPd ass 1.2.840.10008.1.1

FI NDPat i ent Root Quer yRet ri evel nf or mat i onMbdel 1.2.840.10008.5.1.4.1.2.1.1
FI NDPat i ent St udyOnl yQuer yRet ri evel nf or mat i onMbdel 1.2.840.10008.5.1.4.1.2.3.1
FI NDSt udyRoot Quer yRet ri evel nf or mat i onMbdel 1.2.840.10008.5.1.4.1.2.2.1
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GETPat i ent Root Quer yRet ri evel nf or mat i onModel
GETPat i ent St udyOnl yQuer yRet ri evel nf or mat i onMbdel
GETSt udyRoot Quer yRet ri evel nf or mat i onModel

MOVEPat i ent Root Quer yRetri evel nf or mat i onModel
MOVEPat i ent St udyOnl yQuer yRet ri evel nf or mat i onModel
MOVESt udyRoot Quer yRet ri evel nf or mat i onMbdel

St or edPri nt St or age

Har dcopyGrayscal el mageSt or age

Har dcopyCol or | mageSt or age

Conput edRadi ogr aphy| mageSt or age

Di gi t al XRay| mageSt or ageFor Present ati on

Di gi t al XRay| nageSt or ageFor Pr ocessi ng

Di gi t al Manmogr aphy XRay| mageSt or ageFor Present ati on
Di gi t al Marmogr aphy XRay| mageSt or ageFor Processi ng
Di gi tal I ntraOral XRayl mageSt or ageFor Present ati on
Di gital I ntraOral XRayl mageSt or ageFor Processi ng
Grayscal eSof t copyPresent ati onSt at eSt or age
XRayAngi ogr aphi cl mageSt or age

XRayFl uor oscopyl mnageSt or age

PETI mageSt or age

PETCur veSt or age

CTl mageSt or age

EnhancedCTI nageSt or age

Nucl ear Medi ci nel mageSt or age

RETI RED_U t rasoundMul ti f ramel mageSt or age

U trasoundMul ti f ranel mageSt or age

MRI nageSt or age

EnhancedMRI mageSt or age

MRSpect r oscopySt or age

RTI mageSt or age

RTDoseSt or age

RTSt ruct ur eSet St or age

RTBeansTr eat ment Recor dSt or age

RTPI anSt or age

RTBr achyTr eat nent Recor dSt or age

RTTr eat ment Sunmar yRecor dSt or age

RETI RED_U t r asound! mageSt or age

U t rasoundl nageSt or age

RawDat aSt or age

Spati al Regi strationStorage

Spati al Fi duci al sSt or age

Secondar yCapt ur el mageSt or age

Ml ti franmeSi ngl eBi t Secondar yCapt ur el mageSt or age
Ml ti frameGrayscal eByt eSecondar yCapt ur el mageSt or age
Ml ti franmeG ayscal ewor dSecondar yCapt ur el mageSt or age
Ml ti frameTrueCol or Secondar yCapt ur el mageSt or age
VLEndoscopi cl mageSt or age

Vi deoEndoscopi cl mageSt or age

VLM cr oscopi cl mageSt or age

Vi deoM cr oscopi cl mageSt or age

VLSl i deCoor di nat esM cr oscopi cl mageSt or age
VLPhot ogr aphi cl mageSt or age

Vi deoPhot ogr aphi cl mageSt or age

Opht hal mi c8Bi t Phot ogr aphy| mageSt or age

Opht hal mi c16Bi t Phot ogr aphy| mageSt or age

St ereonetri cRel ati onshi pSt or age

Basi cText SR

EnhancedSR

Conpr ehensi veSR

Procedur eLogSt or age

Mammogr aphy CADSR

KeyQbj ect Sel ecti onDocunent

Chest CADSR

Twel veLeadECGMavef or nSt or age

Gener al ECGMavef or nt or age

Anmbul at or yECGMavef or nSt or age

Henmodynan cWavef or nSt or age

Car di acEl ect r ophysi ol ogyWavef or nSt or age
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Basi cVoi ceAudi oWavef or nSt or age 1.2.840.10008.5.1.4.1.1.9.4.1

JVSdicom Server will accept presentation conteatsafl of the above mentioned

supported SOP Classes using any of the transféassst

Li tt1 eEndi anl npli ci t Tr ansf er Synt ax 1.2.840.10008.1.2
Li tt| eEndi anExpl i cit Transf er Synt ax 1.2.840.10008.1.2.1
Bi gEndi anExpl i ci t Tr ansf er Synt ax 1.2.840.10008.1.2.2

With VLMicroscopiclmageStorage SOP Class, the JefErenced TS is also sup-
ported:

JPI PRef er encedTr ansf er Synt ax 1.2.840.10008.1.2.4.94

Appendix E: JVSdicom Server DICOM SCU
conformance

JVSdicom Server supports the following SOP Claasesn SCU:

VerificationSOPd ass 1.2.840.10008.1.1

St or edPri nt St or age 1.2.840.10008.5.1.1.27

Har dcopyGr ayscal el nageSt or age 1.2.840.10008.5.1.1.29

Har dcopyCol or | mageSt or age 1.2.840.10008.5.1.1.30

Conput edRadi ogr aphy| magesSt or age 1.2.840.10008.5.1.4.1.1. 1

Di gi t al XRay| mageSt or ageFor Present ati on 1.2.840.10008.5.1.4.1.1.1.1

Di gi t al XRay| mageSt or ageFor Pr ocessi ng 1.2.840.10008.5.1.4.1.1.1.1. 1
Di gi t al Marmogr aphy XRay| mageSt or ageFor Present ati on 1.2.840.10008.5.1.4.1.1.1.2

Di gi t al Marmpgr aphy XRay| mageSt or ageFor Pr ocessi ng 1.2.840.10008.5.1.4.1.1.1.2. 1
Di gi tal I ntraOral XRayl nageSt or ageFor Present ati on 1.2.840.10008.5.1.4.1.1.1.3

Di gi tal I ntraOral XRayl mageSt or ageFor Processi ng 1.2.840.10008.5.1.4.1.1.1.3.1
St andal oneMbdal i t yLUTSt or age 1.2.840.10008.5.1.4.1.1.10
Encapsul at edPDFSt or age 1.2.840.10008.5.1.4.1.1.104. 1
St andal oneVO LUTSt or age 1.2.840.10008.5.1.4.1.1.11
Grayscal eSof t copyPresent ati onSt at eSt or age 1.2.840.10008.5.1.4.1.1.11.1
Col or Sof t copyPr esent at i onSt at eSt or age 1.2.840.10008.5.1.4.1.1.11. 2
PseudoCol or Sof t copyPr esent at i onSt at eSt or age 1.2.840.10008.5.1.4.1.1.11.3
Bl endi ngSof t copyPr esent ati onSt at eSt or age 1.2.840.10008.5.1.4.1.1.11. 4
XRayAngi ogr aphi cl mageSt or age 1.2.840.10008.5.1.4.1.1.12.1
EnhancedXAl mageSt or age 1.2.840.10008.5.1.4.1.1.12.1.1
XRayFl uor oscopy! mageSt or age 1.2.840.10008.5.1.4.1.1.12.2
EnhancedXRFI mageSt or age 1.2.840.10008.5.1.4.1.1.12.2.1
RETI RED_XRayAngi ogr aphi cBi Pl anel nageSt or age 1.2.840.10008.5.1.4.1.1.12. 3
PETI magesSt or age 1.2.840.10008.5.1.4.1.1.128
PETCur veSt or age 1.2.840.10008.5.1.4.1.1.129
CTl nageSt or age 1.2.840.10008.5.1.4.1.1.2
EnhancedCTI nageSt or age 1.2.840.10008.5.1.4.1.1.2.1
Nucl ear Medi ci nel mageSt or age 1.2.840.10008.5.1.4.1.1.20
RETI RED_U trasoundMul ti f r anel mageSt or age 1.2.840.10008.5.1.4.1.1.3

U trasoundMul ti f ramel mageSt or age 1.2.840.10008.5.1.4.1.1.3.1
MRl mageSt or age 1.2.840.10008.5.1.4.1.1.4
EnhancedMRI mageSt or age 1.2.840.10008.5.1.4.1.1. 4.1
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MRSpect r oscopySt or age 1.2.840.10008.5.1.4.1.1.4.2

RTI mageSt or age 1.2.840.10008.5.1.4.1.1.481.1
RTDoseSt or age 1.2.840.10008.5.1.4.1.1.481.2
RTSt ruct ur eSet St or age 1.2.840.10008.5.1.4.1.1.481.3
RTBeansTr eat ment Recor dSt or age 1.2.840.10008.5.1.4.1.1.481. 4
RTPI anSt or age 1.2.840.10008.5.1.4.1.1.481.5
RTBr achyTr eat ment Recor dSt or age 1.2.840.10008.5.1.4.1.1.481.6
RTTr eat nent Summar yRecor dSt or age 1.2.840.10008.5.1.4.1.1.481.7
RETI RED_Nucl ear Medi ci nel mageSt or age 1.2.840.10008.5.1.4.1.1.5

RETI RED_U t r asoundl nageSt or age 1.2.840.10008.5.1.4.1.1. 6

U trasoundl mageSt or age 1.2.840.10008.5.1.4.1.1.6.1
RawDat aSt or age 1.2.840.10008.5.1.4.1.1.66

Spati al Regi strationStorage 1.2.840.10008.5.1.4.1.1.66.1
Spati al Fi duci al sSt or age 1.2.840.10008.5.1.4.1.1.66.2

Real Wor | dVal ueMappi ngSt or age 1.2.840.10008.5.1.4.1.1.67
Secondar yCapt ur el mageSt or age 1.2.840.10008.5.1.4.1.1.7

Ml ti franmeSi ngl eBi t Secondar yCapt ur el mageSt or age 1.2.840.10008.5.1.4.1.1.7.1

Ml ti frameGrayscal eByt eSecondar yCapt ur el mageSt orage 1. 2. 840.10008.5.1.4.1.1.7.2

Ml ti franmeG ayscal eWor dSecondar yCapt ur el mageSt orage 1.2.840.10008.5.1.4.1.1.7.3

Ml ti frameTrueCol or Secondar yCapt ur el mageSt or age 1.2.840.10008.5.1.4.1.1.7. 4

RETI RED_VLI mageSt or age 1.2.840.10008.5.1.4.1.1.77.1
VLEndoscopi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.1
Vi deoEndoscopi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.1.1
VLM cr oscopi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.2
Vi deoM cr oscopi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.2.1
VLSI i deCoor di nat esM cr oscopi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.3
VLPhot ogr aphi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1. 4
Vi deoPhot ogr aphi cl mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.4.1
Opht hal mi cPhot ogr aphy8Bi t | mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.5.1
Opht hal mi cPhot ogr aphy16Bi t | mageSt or age 1.2.840.10008.5.1.4.1.1.77.1.5.2
St ereonetri cRel ati onshi pSt or age 1.2.840.10008.5.1.4.1.1.77.1.5.3
RETI RED_VLMl ti Fr amel mageSt or age 1.2.840.10008.5.1.4.1.1.77.2

St andal oneOver | aySt or age 1.2.840.10008.5.1.4.1.1.8
DRAFT_SRText St or age 1.2.840.10008.5.1.4.1.1.88.1
DRAFT_SRAudi oSt or age 1.2.840.10008.5.1.4.1.1.88.2
DRAFT_SRDet ai | St or age 1.2.840.10008.5.1.4.1.1.88.3
DRAFT_SRConpr ehensi veSt or age 1.2.840.10008.5.1.4.1.1.88.4
Basi cText SR 1.2.840.10008.5.1.4.1.1.88.11
EnhancedSR 1.2.840.10008.5.1.4.1.1.88.22
Conpr ehensi veSR 1.2.840.10008.5.1.4.1.1.88.33
Procedur eLogSt or age 1.2.840.10008.5.1.4.1.1.88.40
Mammogr aphy CADSR 1.2.840.10008.5.1.4.1.1.88.50
KeyQbj ect Sel ecti onDocunent 1.2.840.10008.5.1.4.1.1.88.59
Chest CADSR 1.2.840.10008.5.1.4.1.1.88.65
XRayRadi at i onDoseSR 1.2.840.10008.5.1.4.1.1.88.67

St andal oneCur veSt or age 1.2.840.10008.5.1.4.1.1.9
DRAFT_Wavef or nSt or age 1.2.840.10008.5.1.4.1.1.9.1

Twel veLeadECGMavef or nSt or age 1.2.840.10008.5.1.4.1.1.9.1.1
Gener al ECGMavef or nt or age 1.2.840.10008.5.1.4.1.1.9.1.2
Anmbul at or yECGMavef or nSt or age 1.2.840.10008.5.1.4.1.1.9.1.3
Hermodynam cWavef or nSt or age 1.2.840.10008.5.1.4.1.1.9.2. 1
Car di acEl ect r ophysi ol ogyWavef or nSt or age 1.2.840.10008.5.1.4.1.1.9.3.1
Basi cVoi ceAudi oWavef or nBt or age 1.2.840.10008.5.1.4.1.1.9.4.1

JVSdicom Server will propose presentation contéxtsall of the abovementioned

supported SOP Classes using the transfer syntaxes:

Littl eEndi anl nplicit Transfer Synt ax 1.2.840.10008.1.2

Li ttl eEndi anExpl i cit Transfer Synt ax 1.2.840.10008.1.2.1

Bi gEndi anExpl i ci t Tr ansf er Synt ax 1.2.840.10008.1.2.2
JPI PRef er encedTr ansf er Synt ax 1.2.840.10008. 1.2.4.94
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ABSTRACT

Virtual microscopy (i.e., the viewing of entire microscope specimens on a computer display) is becoming
widely applied in microscopy teaching and clinical laboratory medicine. Despite rapidly increasing use,
virtual microscopy currently lacks of a universally accepted image format. A promising candidate is
JPEG2000, which has potential advantages for handling gigabyte-sized virtual slides. To date, no JPEG2000-
based software has been specifically suited for virtual microscopy. To study the utility of JPEG2000 in virtual
microscopy, we first optimized JPEG2000 code-stream parameters for virtual slide viewing (i.e., fast naviga-
tion, zooming, and use of an overview window). Compression using ratios 25:1-30:1 with the irreversible
wavelet filter were found to provide the best compromise between file size and image quality. Optimal code-
stream parameters also consisted of 10 wavelet decomposition levels, progression order Resolution-Position-
Component-Layer (RPCL), a precinct size of 128x128, and code-block size of 64x64. Tiling and the use of
multiple quality layers were deemed unnecessary. A compression application (JVScomp) was developed for
creating optimally parameterized JPEG2000 virtual slides. A viewing application (JVSview) was developed
specifically for virtual microscopy, offering all of the basic viewing functions. JVSview also supports viewing
of focus stacks, embedding of textual descriptions, and defining regions of interest as metadata. Combined
with our server application (JVSserv), virtual slides can be viewed over networks by employing the
JPEG2000 Interactive Protocol (JPIP). The software can be tested using virtual slide examples located on our
public JPIP server (http://jvsmicroscope. uta.fi/). The software package is freely downloadable and usable for
non-commercial purposes.

Keywords: JPEG2000, JPIP, telepathology, digital pathology, virtual slide

microscope specimens are often up to 20x30 mm
in size, a virtual slide can contain up to 40 giga-
bytes of uncompressed image data (with three 8-
bit colour channels). When virtual slides are ap-

BACKGROUND

Virtual slides are digitized versions of whole mi-
croscope specimens that can be viewed on a com-
puter display.! Virtual slide image files can be
accessed from the computer hard disk, transport-
able media (e.g., a USB memory stick or a DVD),
or, more practically, over networks.? Within the
internal network of a hospital or pathology de-
partment, virtual slides can be used for case meet-
ings, slide seminars, and didactic live audience

plied in cytopathology or hematology, a higher
optical magnification (scanning with oil-40x, oil-
60x%, or 0il-100x lens) is often needed.® This multi-
plies the amount of image data produced when
compared to standard scanning. Moreover, when
several focus planes (along Z-axis) are digitized,
the resulting data amount is further multiplied by
the number of planes. Due to the large size of the

presentations.’ By allowing access over the inter- virtual slide files, it is not possible to use conven-

net, virtual slides can be used more widely for
national and international conferences and in

tional image viewing software (such as Pho-
toshop®), which requires the image data to be

inter-laboratory quality assurance programmes.* loaded entirely into computer’s memory (RAM).

Feedback from microscopists shows that virtual
microscopy can be regarded as a significant im-
provement over digital snapshot images and the
use of multi-headed microscopes.5¢

To create virtual slides that resemble real mi-
croscopy viewing experiences, specimens must be
scanned at high optical resolution. Image resolu-
tions from 0.20 to 0.40 pm per pixel are consid-
ered necessary for sufficient image quality.” Since

For this reason, the virtual slide viewing systems
described to date apply the on-demand principle,
that is, the viewing software decodes and displays
only a user-requested area of the virtual slide at
the requested resolution. When using JPEG-
compressed images, this requires splitting the
virtual slide image data into tens of thousands of
very small image files, which are uploaded to the
client on demand (e.g., Zoomify).® Proprietary



image formats provided with commercial slide
scanners (e.g., Mirax by Carl Zeiss Microlmaging,
USA; dotSlide by Olympus UK, UK; and
ScanScope® by Aperio Technologies, USA) also
follow this principle in their web viewing solu-
tions. Due to competition, it is unlikely that any of
the proprietary industry-based image formats will
become universally accepted in virtual microsco-
py-

A promising candidate for a universal image
format for virtual microscopy is JPEG2000, which
is a family of standards, developed by the Joint
Photographic Experts Group.! It is based on a
wavelet-based compression scheme that is de-
fined in the core part of the standard series (pub-
lished as International Standard ISO/IEC 15444-1
| ITU-T Rec. T.800)." JPEG2000 provides many
features that support scalable and interactive ac-
cess to large-sized images such as virtual slides.
These include an efficient and unified compres-
sion architecture, especially at low bit-rates, reso-
lution and quality scalability, region of interest
coding, spatial random access, and effective error
resiliency.’>* Currently, the JPEG2000 standard
consists of 11 parts, which describe techniques
that are useful in various areas of imaging. Part 1
(Core Coding System),'! Part 2 (Extensions),’> and
Part 9 (Interactivity Tools, APIs and Protocols)®
are the most essential for virtual microscopy. The
first part specifies the JPEG2000 code-stream syn-
tax and the JP2 file format (“jp2” as the common
file extension), which offers, for example, the pos-
sibility of adding textual metadata into the image
header. The second part specifies the JPX file for-
mat (“jpx” and “jpf” as the common file exten-
sions), which contains more advanced features,
such as building stacks of images (e.g., for speci-
mens scanned at multiple focal depths), and asso-
ciating textual and graphical metadata with spa-
tial regions. The ninth part defines the JPEG2000
Interactive Protocol (JPIP), which provides a cli-
ent-server architecture for network-based remote
viewing of JPEG2000 family images.”” Currently,
web browsers do not have direct, built-in support
for JPIP. For this reason, internet-based viewing of
virtual slides over JPIP requires external viewing
software, which is, for example, invoked automat-
ically from the browser upon clicking on a virtual
slide URL link.

Although JPEG2000 has theoretical advantages
for application in virtual microscopy, no efficient

application software has been described so far.
The computational demands of virtual microsco-
py images differ to a large extent from that of
radiology and other medical imaging because of
the larger size of the image files (up to tens of
gigabytes). In this study, we first searched for an
optimal parameterization of JPEG2000 for virtual
microscopy and constructed a JPEG2000-based
software package entitled JVS (for JPEG2000 Vir-
tual Slide), consisting of image compression,
viewing, and network server applications. The
performance of JPEG2000 was evaluated using
JPIP image serving speed and compression execu-
tion time as outcome measures. In addition, the
performance of our network server application
(JVSserv) was compared against the commonly
used virtual slide server solution Zoomify.? Final-
ly, we present a model for a simple, scalable, and
inexpensive JPEG2000-based virtual microscopy
system.

MATERIALS AND METHODS

Image Acquisition

We acquired test images by using a Zeiss Axi-
oskop40 microscope (Carl Zeiss Microlmaging,
USA) which was equipped with 10x, 20x and oil-
40x objectives and a motorized specimen stage
(Mérzhauser Wetzlar GmbH, Germany). The im-
ages were captured with a CCD colour camera
(QICAM Fast, QImaging, Canada; 24-bit colour
depth; resolution 1,388x1,036 pixels, pixel size
4.65 pm). The camera was attached to the micro-
scope with a 1x phototube. Image acquisition was
controlled by the Surveyor imaging system (Ob-
jective Imaging, UK, software version 5.03) run-
ning on a standard Windows® XP workstation.
The Surveyor software controls for stage and fo-
cus movements matched with automated image
acquisition. In addition to standard histological
samples, cytological slides were scanned using a
multiple focus layer image acquisition option (Z-
stack). Image tiles (up to 5,000 per scanned slide)
were primarily saved in an uncompressed file
format (BMP) and stitched as a contiguous mon-
tage either using the built-in function of Surveyor,
or using the LargeMontage plugin’® of the public-
ly available image analysis software Image]."



JPEG2000 Code-Stream Parameter Op-
timization

The JPEG2000 code-stream parameter optimiza-
tion was based on theoretical assumptions of the
JPEG2000 code-stream properties, visual assess-
ment of the time needed to initially load the im-
age, the time needed for image refreshment dur-
ing magnification change and navigation within
the specimen, and to lesser extent, the compres-
sion execution time. Tests were performed using
the highly configurable Kakadu kdu_compress
and kdu_show applications, version 5.2.2.20

JPEG2000 Performance Evaluation

The performance of JPEG2000 was evaluated us-
ing JPIP image serving speed and compression
execution time as outcome measures. The tests
were carried out on a Windows® XP workstation,
equipped with a dual-core processor, 3 gigabytes
of RAM, two ATA hard disks, and a 100 Mbit
network link. The used main test virtual slide
image can be seen on our website
(http://jvsmicroscope.uta.fi/examples/). The image
had 42,865%57,222 pixels, three 8-bit colour chan-
nels, totalling 6.9 gigabytes uncompressed, and it
was stored as a binary encoded PPM file. An ad-
ditional set of test images was created by extract-
ing sub-resolutions from the original image, halv-
ing the resolution in each step.

The compression tests were performed using
our JVScomp application. During these tests, we
monitored the processor load, RAM usage, disk
usage percentage, and the average disk read and
write queue lengths. The image serving perfor-
mance of JPIP was evaluated with our JVSserv
application, in comparison to the Zoomifyer EZ™,
version 3.0.9 While JVSserv is a standalone server
application, Zoomifyer requires an external HTTP
server underneath it. The Apache HTTP server,
version 2.2.4,21 was selected for this. The evalua-
tion and comparison were performed by simula-
tion, in which 10 local area network workstations
were each simulating 10 clients, yielding a 100-
client pool. Each client had their own test image,
which was duplicated from the main test image.
Server and client caches were disabled. During
these simulations, we monitored the server’s av-
erage disk read queue length, processor load,

network bandwidth usage, RAM usage, and sub-
jectively evaluated the clients’ viewing interactivi-

ty.

Software Package Development

The demonstrational software package was writ-
ten with the C++ programming language and built
for 32-bit Windows® platforms, but can be run
under a 64-bit Windows® platform as well. The
package consists of three applications: JVScomp—
a compression application for creating optimally
parameterized JPEG2000 virtual slides; JVSview —
a viewer application capable of viewing both local
and remote JPEG2000 virtual slides; and
JVSserv—a JPIP server for remote serving of
JPEG2000 virtual slides. JVScomp is built on the
ECW JPEG 2000 SDK,2 while JVSview and
JVSserv are built on the Kakadu JPEG2000
Framework.2

RESULTS

JPEG2000 Code-Stream Parameter Op-
timization

To fully utilize the advantages of JPEG2000 in
virtual microscopy, we first searched for an opti-
mal combination of JPEG2000 code-stream pa-
rameters. The findings are summarized in Table 1.
In virtual microscopy, lossy compression is man-
datory due to the large amount of image data. It is
shown that highly compressed JPEG2000 images
can be used for pathological diagnostic studies.
We found compression ratios ranging from 25:1 to
30:1 in areas containing cells or tissue sections to
produce virtual slides without disturbing visible
image compression artefacts at the original image
resolution. A comparison of the image quality
between different JPEG2000 lossy compression
ratios is demonstrated on our website (http://
jvsmicroscope.uta.fi/examples/).

Of the two alternative wavelet filters (reversi-
ble and irreversible), the irreversible filter yielded
somewhat better visual quality, but at the expense
of compression speed. The Discrete Wavelet
Transform (DWT) process decomposes the origi-
nal image into several low-resolution versions. To



extract an overview image, we found 10 DWT
levels to be sufficient for even the largest virtual
slides, although this creates redundant resolution
levels for smaller slides. Tiling and the use of
multiple tile-parts were not found to be useful in
virtual slides. Technically, an untiled JPEG2000
image actually contains a single tile whose size is
identical to the image size. We found precincts to
be a more useful alternative for partitioning the
JPEG2000 code-stream for random access. A pre-
cinct size of 128x128 was a suitable average for all
resolution levels. Precincts are further divided
into code-blocks, the optimal size of which was
64x64. The progression order defines how pack-
ets—the basic segments of a JPEG2000 code-
stream —are prioritized. We found the Resolution-

Position-Component-Layer (RPCL) order most
useful, since it allowed the fastest access to differ-
ent image resolutions, as well as fast spatial ran-
dom access. No particular advantages were found
for multiple quality layers, since the gradual im-
age quality improvement after navigation or
zooming became noticeable only with very slow-
speed JPIP connections. The JPEG2000 code-
stream headers are composed of so-called mark-
ers and marker segments, which are used, for
example, to specify the image size and to offer
pointers to the code-stream. To further increase
the code-stream random access, we found it ad-
vantageous to use packet length pointer marker
segments within the tile-part header (PLT).

Table 1. JPEG2000 code-stream parameters found optimal for virtual microscopy.

JPEG2000 code-stream parameter Parameter value
Compression ratio (lossy) 25:1 to 30:1
Wavelet filter Irreversible
Wavelet decomposition levels 10
Tiling Not needed
Tile-parts 1
Precinct size 128 x 128
Code-block size 64 x 64
Progression order RPCL
Quality layers 1
PLT pointer marker segments Inserted always




JPEG2000 Compression Performance

We performed various compression speed tests to
ensure that JPEG2000 can be used within a real
virtual microscopy scanning system. The duration
of the compression process was linearly depend-
ent on the original virtual slide image size. RAM
usage was relatively low, as during the compres-
sion of a 7-gigabyte virtual slide the memory
footprint of JVScomp constantly remained around
70 megabytes. JVScomp reached a compression
speed of 50 gigabytes per hour on a dual-
processor workstation. The limiting factor was the
processor performance, as the source hard disk
could have effectively processed over twice the
number of read requests.

JPIP Image Serving Performance

We evaluated the serving performance of the JPIP
protocol using our JVSserv application. In addi-
tion, a comparison was made to the commonly
used Zoomifyer EZ™ virtual slide server solution.
On both systems, virtual slide serving was limited
by the speed of the hard disk; the processor load
was constantly under 50%, as was the RAM allo-
cation. The network bandwidth (100 Mbit/s in our
tests) was utilized only about 25% of the maxi-
mum transmission rate. As the number of clients
increased, the average disk read queue lengths
quickly reached the effective performance limits
(an average of 2.0 was considered to be a suitable
limit).

With the main test virtual slide, which was
duplicated for every client, JVSserv could effec-
tively handle about 30 simultaneous clients, while
the Zoomifyer (run on top of the Apache HTTP
server) had its limit at around 20 simultaneous
clients. The difference can be explained by the fact
that Zoomifyer splits the image into tens of thou-
sands of small JPEG files, which the HTTP server
(Apache) then serves to the clients. Because of
caching policies, both servers would have benefit-
ed for clients that browse the same image simul-
taneously. Thus, assuming that some clients are
usually viewing the same image, JVSserv could
easily serve 50 simultaneous clients.

Furthermore, JVSserv features a load balancing
function, which can be used to distribute clients to
several sub-servers. Thus, we estimate that a
standard JVSserv workstation behind a 100 Mbit/s
network link could handle 200 to 300 simultane-
ous clients when supplemented with 4 to 5 sub-
servers.

Software Package Description

We developed the demonstrational JVS software
package to illustrate the utility of JPEG2000 in
virtual microscopy. The package is designed pri-
marily for Windows® 2000 and XP, and is Win-
dows Vista™ compatible. JVScomp is licensed
under the GNU General Public License, while the
binaries (i.e., the actual executable programs) for
JVSview and JVSserv are released for free, non-
commercial usage. The software package can be
obtained from our website
(http://jvsmicroscope.uta.fi/). Our website also
features a public JPIP server with several virtual
slide collections, which can be viewed using
JVSview.

JVSview. This software is a JPEG2000 virtual slide
viewer that works identically both in local storage
and JPIP-based virtual slide viewing (Table 2).
JVSview displays an overview of the entire sam-
ple and a detailed microscopic view. The magnifi-
cations have been set to mimic commonly used
microscope objectives. The user can navigate
around the sample using either the arrow keys,
mouse panning, or by clicking on a location in the
macroscopic view. The application allows the user
to interactively adjust brightness, contrast and
colour saturation of the main window. Multiple
display devices can be used in full screen viewing
mode. Viewing interactivity is dependent on the
processor performance of the client workstation.
Acceptable speed can already be achieved with
conventional single-processor computers, alt-
hough JVSview has an automatic support for mul-
ti-processor environments.

To illustrate new functionalities of virtual mi-
croscopy, made possible by advanced features of
JPEG2000, we included a focus feature, which
enables switching between alternative image lay-
ers, each representing the cells or tissue scanned



at different focal depth (see the examples on our
website http://jvsmicroscope.uta.fi/examples/).
We also included the possibility to embed short
textual data conveniently within the header of the
virtual slide file. The textual data, called metada-
ta, can contain information on the scanning reso-
lution, organ and histopathologic diagnosis, and
the staining method, for example. The metadata is
written in XML format and its structure is de-
scribed formally with an XML schema;? it can be
added and edited within JVSview. The metadata

is primarily for the purposes of image collections,
where the associated patient data is irrelevant
(e.g., those used in teaching). JVSview also allows
specifying and storing regions of interest (ROls),
which can then be retrieved from a ROI list by the
clients. JVSview also provides a functional link
with Image],’ which is an efficient, feature-rich,
public domain image analysis application. The
link to Image] is an easy way to measure lengths
and areas as well as to count particles (e.g., cells
and nuclei) using a click-and-count feature.

Table 2. Main features of the JVSview JPEG2000 viewer application.

* Local image viewing & remote image viewing over JPIP

* Overview window representing the entire specimen

= Magnifications resembling common microscope objectives

* Interactive panning with mouse or keyboard

* Image brightness, contrast & colour saturation adjustments

=  Multi-display full screen viewing

=  Support for multiple image layers (e.g., focus layers)

=  Storing information and regions of interest as XML metadata
® A functional link with image analysis software (Image])

JVSserv. This software is a JPEG2000 virtual slide
server application, which utilizes the JPIP proto-
col as its data transfer technique (Table 3). It is
based on the kdu_server application by the Kaka-
du Software.? It has been modified by adding a
simple graphical user interface, and by modifying
image sample count restrictions and the messag-
ing system. Therefore, JVSserv should only be
used with the JVSview viewer application.

JVSserv supports multiple simultaneous client
connections and uses a standard FIFO (First In,
First Out) caching policy, which is used to main-
tain the most frequently accessed data in memory.
JVSserv also supports load balancing, which
means sharing the main server’s workload to
several sub-servers, thereby allowing the system
to handle more simultaneous clients.

Table 3. Main features of the JVSserv JPEG2000 server application.

* Remote image serving over JPIP

=  Graphical user interface for administration
=  Support for multiple simultaneous clients
®  Multiple server clustering (load balancing)

JVScomp. This software is a JPEG2000 virtual slide
compression application capable of creating vir-
tual slides that are optimized for viewing and
serving with JVSview and JVSserv (Table 4). It
follows the parameterization guidelines described
earlier, and it is capable of compressing various
input file formats, such as PPM, BMP, and JPEG.
It supports dual-processor workstation environ-
ments, which are detected automatically.
JVScomp utilizes the ECW JPEG 2000 SDK com-

pression algorithm,”? which employs a rate con-
trol policy that yields as efficient a compression as
possible. If an image contains areas that are sub-
stantially responsive to compression, for example,
homogenous areas of virtual slide glass back-
ground with no tissue section, a higher compres-
sion ratio is applied to these areas. Thus, a greater
overall compression ratio and a smaller file size
can be achieved.



Table 4. Main features of the JVScomp JPEG2000 compression application.

Optimised parameterisation for virtual microscopy
Efficient rate control policy for virtual microscopy

= Support for dual-processor environments
= Support for the various input file formats

DISCUSSION

Today many manufacturers of virtual slide scan-
ners use proprietary image formats, which pre-
clude image exchange between different systems.
Support of proprietary non-standard image for-
mats may also be short-lived. For these reasons,
the use of an open image standard is a prerequi-
site for large-scale virtual slide collections that are
supposed to be accumulated and utilized for
years or even decades. Since technical develop-
ment is likely to continue rapidly in slide scan-
ners, it is advantageous if image acquisition can
be decoupled from image archival and delivery.
This ensures that virtual slides generated with
older generation equipment are compatible with
newer ones. All these conditions are met with the
JPEG2000 image format, which, based on its ad-
vanced features, is in many ways an ideal choice
for virtual microscopy. The present study defined
optimal code-stream parameters, which are essen-
tial for fast viewing of JPEG2000 virtual slides.
Compression of virtual slide image data into
JPEG2000 format is a computationally intensive
process. As shown in our experiments, the limit-
ing factor with a conventional dual-core processor
environment is the processor performance. How-
ever, given that JPEG2000 compression software
can be designed to efficiently utilize new multi-
processor environments, the hard disk reading
performance eventually becomes critical. By uti-
lizing the mirrored RAID data storage scheme, in
which multiple hard disks are combined together
and data content is duplicated to all disks, the
reading performance can be effectively multi-
plied. Thus, we estimate that a JPEG2000 com-
pression application using a quad-core processor
is capable of compressing over 100 gigabytes of
image data per hour, which is faster than the time
it takes to scan a 20x20-mm tissue section with a
0.23 pum per pixel resolution using current scan-
ners.” Therefore, it seems that the computational

demands of JPEG2000 image compression can be
fulfilled with a software-based solution, and there
is probably no need for external JPEG2000 pro-
cessing hardware.

In general, JPEG2000 differs from its predeces-
sor JPEG in many important ways. With regards
to virtual microscopy, the most important im-
provement over JPEG is the possibility to retrieve
any part of the image with random spatial access-
ing. Moreover, due to the nature of the JPEG2000
data structure, different image resolutions (mag-
nification levels in virtual slides) can be retrieved
without compromising viewing speed. A single
JPEG2000 file can thus contain the entire virtual
slide data, and even data from multiple focus
layers, when using the JPX file format. It has been
extensively documented that when using the av-
erage Peak Signal-to-Noise Ratio (PSNR) image
quality metric, JPEG2000 outperforms JPEG at all
compression ratios.!3142 If the quality assessment
is based on human observations, the superiority
of JPEG2000 becomes evident at compression
ratios of 20:1 or higher.? In practice, an 8-gigabyte
uncompressed 50,000x50,000 pixel virtual slide
can be readily compressed into a 300-megabyte
JPEG2000 image. If the slide contains vast glass
background areas, the corresponding file size can
be substantially reduced, without compromising
the overall image quality of the cells and tissues to
be imaged.

Recently, an expansion proposal for the com-
mon TIFF file format, entitled BigTIFF,?” has been
suggested as a candidate image format for virtual
microscopy. It circumvents the 4-gigabyte file size
limitation of TIFF, thereby enabling the manipula-
tion of very large images. BigTIFF does not define
a compression scheme of its own. It can contain,
for example, several JPEG or LZW compressed
image code-streams structured in a tile-like fash-
ion. However, by wusing JPEG compressed
BigTIFF, the benefits of JPEG2000 lossy compres-
sion are lost. Incorporating a JPEG2000 code-
stream within BigTIFF is questionable, since the



internal structuring of the JPEG2000 code-stream
already enables, among many other advantages,
an efficient spatial random access. In addition,
JPEG2000 specifies the JPIP protocol for image
remote viewing, which has not been described for
BigTIFF so far.

Due to its demonstrational nature, the current
version of JVS software package does not include
any encryption scheme for transmitted image
data. However, should a need for encrypted net-
work transmission arise, it is possible to use a
standard secure network protocol, such as SSH or
TLS, to tunnel the unencrypted JPIP traffic
through it. For example, use of the TLS protocol
with Virtual Private Networking (VPN) requires
setting up a VPN server alongside the JPIP server
in the server end, and a VPN client alongside the
JPEG2000 viewer in the client end. The VPN client
would then act as a proxy for the JPEG2000 view-
er, redirecting the viewer’s requests through the
network to the VPN server, and from there to the
actual JPIP server, and vice versa.

A Model System for JPEG2000-Based
Virtual Microscopy

As shown in our results, JPEG2000 already meets
the functional needs of virtual microscopy view-
ing. We have described a model for an easily up-

gradeable JPEG2000-based virtual microscopy
system that utilizes load balancing (Fig. 1). The
system consists of a main JPIP server with two
network interfaces: a 100-Mbit link for client ac-
cesses (via internet or intranet) and a 1-Gbit local
area network (LAN) connection for data traffic
between main server and sub-server(s). The im-
ages are distributed on the hard disks of the sub-
servers. The main server includes a database of
the image locations within the sub-server hard
disks. The database can also store other relevant
information (similar to metadata described earli-
er). The main server delegates incoming client
image requests onwards to the sub-servers ac-
cording to the image location data. An ideally
suited sub-server is an inexpensive workstation
equipped with three hard disks (one disk for the
images, one disk for their backup, and one disk
for system software). The backup disk is an inde-
pendent hard disk, activated only during a night-
ly backup. Currently available one terabyte hard
disks can contain approximately 3,000 to 4,000
virtual slides. As the sub-server hard disks reach
their storage capacity, a new sub-server can be
easily inserted into the system. Thus, this repre-
sents an efficient and inexpensive upscaling strat-
egy that can be done gradually over time. In addi-
tion, the modularity of the system allows parts of
the system to be offline without affecting the func-
tionality as a whole.
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Figure 1. A model system for JPEG2000-based virtual microscopy.

sub-servers)

Future Prospects

Large-scale clinical utilization of virtual micros-
copy requires compatibility with the Digital Imag-
ing and Communications in Medicine (DICOM)
standard,?® which is currently recognized as the
standard specification for image archival in clini-
cal medicine. At the present time, DICOM in-
cludes some parts of the JPEG2000 standard, the
foremost being Part 1, which is included in Sup-
plement 61 (JPEG 2000 Transfer Syntaxes).?? Re-
cently, Supplement 106 (JPEG 2000 Interactive
Protocol)®* introduced the JPIP protocol as a
method of delivering the image pixel data apart
from the patient data. A joint international effort
towards consolidating pathology concepts and
virtual slide imaging with DICOM is currently
underway by the DICOM working group for pa-
thology imaging (WG-26).3! Thus, we assume that
the next step towards full implementation of
JPEG2000 in clinical pathology and virtual slide
imaging requires integration with DICOM.

Image storage & retrieval
scanner
» Sub-server #1 || Primary disk(s) | | Backup disk(s)
~—_ 7
\4
JPEG2000 grifé’t’é |
converter LAN » Sub-server #2 | | Primary disk(s) | | Backup disk(s)
v |
>
———  —
Main JPIP » Sub-server #n | | Primary disk(s) | [ Backup disk(s)
server -
(dele_gates 100 Mbit .
sc_anned images & link Internat./ :
client requests to IRtanet Clients

CONCLUSION

We conclude that JPEG2000 is a well-suited image
format for virtual microscopy. It enables com-
pressing, viewing, and serving the large image
files produced by the modern microscope slide
scanners. We developed a demonstrational soft-
ware package for JPEG2000 compression, view-
ing, and JPIP-based network serving, all suited for
the needs of virtual microscopy. The package is
freely downloadable
commercial purposes.

and wusable for non-
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ABSTRACT

The use of digitized histopathologic specimens (also known as whole-slide images (WSIs)) in clinical medi-
cine requires compatibility with the Digital Imaging and Communications in Medicine (DICOM) standard.
Unfortunately, WSIs usually exceed DICOM image object size limit, making it impossible to store and ex-
change them in a straightforward way. Moreover, transmitting the entire DICOM image for viewing is inef-
fective for WSIs. With the JPEG2000 Interactive Protocol (JPIP), WSIs can be linked with DICOM by trans-
mitting image data over an auxiliary connection, apart from patient data. In this study, we explored the fea-
sibility of using JPIP to link JPEG2000 WSIs with a DICOM-based Picture Archiving and Communications
System (PACS). We first modified an open-source DICOM library by adding support for JPIP as described in
the existing DICOM Supplement 106. Second, the modified library was used as a basis for a software pack-
age (JVSdicom), which provides a proof-of-concept for a DICOM client-server system that can transmit pa-
tient data, conventional DICOM imagery (e.g., radiological), and JPIP-linked JPEG2000 WSIs. The software
package consists of a compression application (JVSdicom Compressor) for producing DICOM-compatible
JPEG2000 WSIs, a DICOM PACS server application (JVSdicom Server), and a DICOM PACS client applica-
tion (JVSdicom Workstation). JVSdicom is available for free from our Web site (http://jvsmicroscope.uta.fi/),
which also features a public JVSdicom Server, containing example X-ray images and histopathology WSIs of
breast cancer cases. The software developed indicates that JPEG2000 and JPIP provide a well-working solu-
tion for linking WSIs with DICOM, requiring only minor modifications to current DICOM standard specifi-
cation.

Keywords: digital pathology, telepathology, DICOM, JPEG2000, JPIP, virtual slide, whole-slide imaging,
WSI

several medical specialties, especially radiology.
BACKGROUND In pathology, digitization of whole microscope
specimens has only recently become possible with
high-throughput slide scanners?. The digitized
versions of microscope glass slides are called “vir-

tual slides” or “whole-slide images” (WSIs). Ac-

Hospital information systems (HIS) have evolved
from closed and proprietary-linked systems into
open and standards-based. This change has en-
couraged medical equipment vendors and soft- quiring, handling, and displaying WSIs is com-
ware developers to create uniform and interoper-
able systems. Standardized interfaces let develop-
ers link different internal department information

systems together: for example, connecting the

monly called “virtual microscopy” (or whole-slide
imaging)>4. WSIs can be used for local viewing or,
more practically, for remote viewing by transmit-
ting them over networks®. Within the internal

Laboratory Information System (LIS) of a clinical network of a hospital or pathology department,

chemistry or a pathology department with the
Radiology Information System in a radiology
department. Linked data repositories make all

personnel can use WSIs in case meetings, slide
seminars, and instructional live-audience presen-
tations®. By allowing access over the Internet,

patient-related material (e.g., clinical history and
images from different modalities) available to all
institution personnel. For instance, pathologists
and radiologists can view breast ultrasound and
X-ray images simultaneously with corresponding
histological specimens.

The most widely used medical imaging stand-
ard is the Digital Imaging and Communications in
Medicine (DICOM)!, which is routinely used in

WSIs can also be used more widely in second-
opinion consultations, national and international
conferences, and inter-laboratory quality assur-
ance programs’.

Since microscope specimens are often up to
20%30 mm in size, a WSI can contain up to 40 GB
of uncompressed image data (with a scanning
resolution 0.2-0.5 pm per pixel)?. The amount of
data increases further if scanning is done at a



higher optical magnification and/or if several
focus layers (along Z-axis) are scanned (e.g., in
cytopathology)®. Due to the large size of WSIs, all
viewing systems described to date apply the “on-
demand” principle: that is, only a user-requested
area (with a desired resolution) of the WSI is de-
coded and displayed. Moreover, the large image
size necessitates the use of lossy image compres-
sion. Lossy compression can yield a 10- to 30-fold
compression ratio compared to lossless compres-
sion, without affecting the diagnostic properties
of a WSP. Thus, a suitable image format for virtu-
al microscopy needs to be based on an effective
image compression algorithm, as well as to pro-
vide a sophisticated random access technique.

Virtual microscopy currently lacks a universal-
ly accepted WSI format. There are several proprie-
tary image formats that are tied to specific scan-
ner vendors, such as SVS (by Aperio Technolo-
gies, USA), NDP (by Hamamatsu Photonics, Ja-
pan), and Mirax (by Carl Zeiss Microlmaging,
USA). The interoperability between different ven-
dor formats and viewing software is practically
non-existent. We have previously shown that the
open JPEG2000 standard is a suitable format for
WSIs, allowing fast random slide access and effi-
cient lossy compression!®. Although JPEG2000
compression is computationally intensive, the
process can be matched with current slide scanner
speeds by utilizing multi-core processor environ-
ments'. JPEG2000 is a family of standards super-
vised by the Joint Photographic Experts Group
standardization committee!2. The standard fami-
ly currently consists of 13 parts, three of which are
essential for virtual microscopy. Part 1 (Core Cod-
ing System)'® specifies the code-stream syntax and
the JP2 file format, which uses “jp2” as the com-
mon file extension. Part 2 (Extensions)™ provides
extensions for the first part. Part 9 (Interactivity
Tools, APIs, and Protocols)!> introduces the
JPEG2000 Interactive Protocol (JPIP) for remote
serving and viewing of JPEG2000 images. We
have previously developed and released a free
JPEG2000 software package (called JVS, for
JPEG2000 Virtual Slide) comprising WSI compres-
sion, viewing, and network server applications.
Della Mea et al.16 have presented a survey of cur-
rently available JPEG2000 viewing software.

For clinical diagnostic use, WSIs must be com-
patible with existing imaging standards, such as
DICOMY. Although a DICOM Object definition

for visible light microscopy exists's, WSIs are too
large (both pixel dimensions and byte size) to be
used directly as these objects. A base standard
Correction Item (CP 896)" to overcome the image
dimension limitation was recently rejected by the
DICOM Standards Committee?°. Nevertheless, the
committee will continue to consider the possibil-
ity of introducing this change to the standard as a
supplement. In addition to image size, the access
characteristics of WSIs differ from conventional
DICOM images. Panning and zooming within a
huge WSI require fast random access with on-
demand decoding. Currently, the DICOM stand-
ard includes the basic parts of the JPEG2000
standard in Supplements 612! and 105%2. Supple-
ment 106 (JPEG 2000 Interactive Protocol)® de-
scribes two JPIP-based Transfer Syntaxes as
methods of delivering image pixel data apart
from patient data: the noncompressed JPIP Refer-
enced Transfer Syntax and the Deflate-
compressed?* JPIP Referenced Deflate Transfer
Syntax. Thus, the DICOM standard specification
already contains necessary elements for transmit-
ting WSIs over JPIP.

When using the JPIP Transfer Syntaxes in a
DICOM-based Picture Archiving and Communi-
cation System (PACS), a DICOM server sends its
client a Uniform Resource Locator (URL) string
that refers to the WSI pixel data provider (i.e., a
JPIP server), together with the image name, which
can be arbitrary and unrelated to patient data (as
shown in Fig. 1). Upon receiving the pixel data
provider reference, the client DICOM workstation
can either use a built-in JPIP viewer or invoke an
external one for retrieving the WSI from the speci-
fied JPIP server. All network messaging between
the PACS and the client end is done according to
the DICOM protocol, except the JPIP transmis-
sion, which is by default performed on top of the
Hypertext Transfer Protocol (HTTP/1.1)% for
compatibility with existing Web infrastructure,
but it can also be done using a lower-level
transport protocol (such as Transmission Control
Protocol, TCP)%. Image serving performance of
JPIP has been demonstrated to be excellent and
upwards scalable in multi-client systems!027,



Figure 1. The principle of transmitting whole-slide images (WSIs) within a DICOM-based
PACS by using JPEG2000 Interactive Protocol (JPIP).
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Although JPIP is described in the DICOM
standard specification and a brief description of a
commercial application exists?, we are not aware
of any open DICOM software solutions or librar-
ies supporting it. In this study, we explore the
feasibility of linking JPEG2000 WSIs with a DI-
COM-based PACS by using JPIP. First, we modi-
fied an open-source DICOM library by adding
support for JPIP as described in the Supplement
106. Second, the modified library was used as a
basis for a software package (JVSdicom), which
provides a proof-of-concept for a DICOM client-
server system that can transmit patient data, con-
ventional DICOM imagery, and JPEG2000 WSIs
over JPIP. The software package consists of a
compression application (JVSdicom Compressor)
for producing DICOM-compatible JPEG2000
WEIs, a DICOM PACS server application (JVS-
dicom Server), and a DICOM PACS client applica-
tion (JVSdicom Workstation). Finally, we present
a DICOM-compatible whole-slide imaging system
based on the software developed.

MATERIALS AND METHODS

An open-source DICOM library (OFFIS DCMTK
DICOM toolkit, version 3.5.4)2 was modified by
adding support for JPIP, as described in the DI-

storage

COM Supplement 106. The modified library was
used to embed DICOM functionality to the devel-
oped JVSdicom software package. JVSdicom
Compressor is based on our previously described
JPEG2000 compression application (JVScomp,
version 2.1)10. JVSdicom Server and Workstation
utilize the Qt open-source software framework
(version 4.3)% for core application functionality
and the Tango Icon Library® for graphical user
interface elements. The software package was
written in C++ programming language and built
for 32-bit Windows® platforms but can be run
under a 64-bit Windows® platform as well.
Reference material representing typical diag-
nostic imagery of breast cancer was obtained from
Tampere University Hospital. The material com-
prises radiology imagery (ultrasound, mammog-
raphy, bone scan, and magnetic resonance imag-
ing) and histological specimen slides (routine
H&E stains and immunohistochemistry). The
standard-sized slides (75x25 mm) were scanned
with Aperio ScanScope® XT (Aperio Technolo-
gies, USA) using uncompressed BigTIFF32 as the
primary output format. Whole-mount section
slides (75x50 mm) were acquired with a Zeiss
Axioskop40 microscope (Carl Zeiss Microlmag-
ing, USA) as described equipped with a charge-
coupled device color camera (QICAM Fast; QIm-
aging, Canada) and a motorized specimen stage
(Mérzhauser Wetzlar GmbH, Germany). The au-



tomated image acquisition was controlled by the
Surveyor imaging system (Objective Imaging,
UK) using uncompressed bitmap as the primary
output format. The developed JVSdicom Com-
pressor application was used to convert the histo-
logical reference material into the DICOM-
compatible JPEG2000 WSI format.

RESULTS

The JVSdicom software package was developed
as a proof-of-concept for a DICOM client-server
system that can transmit patient data, conven-
tional DICOM imagery (e.g., radiological), and
JPEG2000 WSIs using the JPIP Referenced Trans-
fer Syntax. The software package consists of a
compression application (JVSdicom Compressor),
a DICOM PACS server application (JVSdicom
Server), and a DICOM PACS client application
(JVSdicom Workstation).

JVSdicom Compressor is a free, command line-
based image compression application capable of
converting multiple image formats (e.g., BMP,
PPM, and BigTIFF) into the DICOM-compatible
JPEG2000 WSI format. The output JPEG2000 file
follows the optimized code-stream parameteriza-
tion we have previously described!. In addition
to the JPEG2000 WSI file, the application gener-

ates a supplementary DICOM file containing
medical information, image properties, and a JPIP
server reference to the WSI file location, which is
used by the DICOM client to access the WSI. The
resulting DICOM file uses the General Microsco-
py modality’® and Visible Light Microscopic Im-
age Information Object Definition (IOD)' with a
minimal set of required attributes.

JVSdicom Server is an open-source DICOM
PACS server application that acts as a Storage
Service Class Provider (SCP) and as a Que-
ry/Retrieve SCP (Table 1). The server is capable of
accepting multiple associations simultaneously.
Server can be configured to contain several
filesystem-based storage areas with different Ap-
plication Entity (AE) Titles, as well as to limit
access to these areas from a predefined AE net-
work (Fig. 2). Alternatively, the server features a
public mode, which can be used to grant open
access to the server. For open access, the calling
AE is assumed to have a receiving Storage SCP set
up. New DICOM entries can be added into the
server storage with pixel data either coming from
existing image files or replaced with a JPIP refer-
ence (i.e., in case of JPEG2000 WSIs). JVSdicom
Server supports several Storage Service Object
Pair (SOP) Classes. A comprehensive conform-
ance statement appears in the software documen-
tation.

Figure 2. A screenshot of JVSdicom Server storage management view. DICOM image
objects can be added to the storage by importing existing image files or by creating a
new JPIP-referenced object.
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Table 1. Main features of JVSdicom Server.

*  Fully DICOM-compliant PACS server

=  Support for several Storage SOP Classes

=  Support for JPEG2000 WSIs with JPIP Referenced Transfer Syntax
* A public mode with open access to server

=  Can be used as a server for JVSdicom Workstation

® Open-source

JVSdicom Workstation is an open-source DICOM
PACS client application that acts as a Que-
ry/Retrieve Service Class User (SCU) and a Stor-
age SCU (Table 2). With it, users can query and
retrieve images from a DICOM-compatible PACS
server (Fig. 3). Users can view the images with
several image enhancement options, as well as
view a summary of patient- and treatment-related
information. JVSdicom Workstation interacts with
a DICOM server as a conventional DICOM client,
but upon receiving a JPIP reference to a JPEG2000
WSI, it invokes an external JPEG2000 viewing
application. The external viewing application
displays the image pixel data, while JVSdicom
displays the associated DICOM medical infor-

mation. Thus, by having an external viewer for
WSIs, users can view conventional DICOM im-
agery and corresponding histopathologic speci-
mens side by side (Fig. 4). The external viewing
application can be chosen by the user. The default
viewer is JVSview10. Regions of interests from the
DICOM images and WSIs can both be opened in a
public domain image analysis software, ImageJ®,
which features a multitude of analysis tools for
medical imaging. JVSdicom Workstation is com-
patible with commercial-grade DICOM servers,
supporting several Storage SOP Classes (a com-
prehensive conformance statement appears in the
software documentation).

Figure 3. A screenshot of JVSdicom Workstation showing the PACS query view. Con-
ventional DICOM imagery is displayed in the thumbnail window, while JPEG2000
WSIs are opened in an external JPIP viewer.
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Figure 4. Viewing of a breast cancer specimen X-ray and corresponding histological
WSI (whole-mount section) side by side with JVSdicom Workstation and an external
JPIP viewer. Within JVSdicom, users can rotate the image, adjust width and center val-
ues, and measure distances by using the ruler tool. The JPIP viewer displays the WSI
using an overview and a main navigation window.

Jv¥Sdicom Workstation
File Edit View Help

=1olx|

Example patient #1

Mammogram of the surgically removed specimen
SIN LAT

2

Rotation: -114.2 deg
Scaling: 0.1x

7 Rotate *,I-Width[cantevl /4 Distance Ml Invert pixels

€ Reset |I7 Annotations

Table 2. Main features of JVSdicom Workstation.

by side

®  Open-source

*  Fully DICOM-compliant PACS client
=  Support for JPEG2000 WSIs with JPIP Referenced Transfer Syntax
* Viewing of radiological images and corresponding histological WSIs side

* A functional link with public domain image analysis software (Image])
=  Can be used as a client for JVSdicom Server

The JVSdicom software package is fully DICOM-
compliant and designed to run on Windows® XP
but is also Windows Vista™ compatible. The bi-
naries and source code, as well as a comprehen-
sive conformance statement, are available on our
Web site (http://jvsmicroscope.uta.fi/). The Web
site also features a public JVSdicom server, con-
taining example images produced in the diagnos-
tics of breast cancer.

DISCUSSION

We developed the JVSdicom software package to
study the feasibility of linking JPEG2000 WSIs
with a DICOM-based PACS by using JPIP. JVS-
dicom Compressor is used for creating DICOM-
compatible JPEG2000 WSIs, which consist of the
actual JPEG2000 image file and a supplementary
DICOM file containing patient-related infor-
mation. The supplementary DICOM file can be
served using the JVSdicom Server, while the
JPEG2000 image files are served using a separate



JPIP server. Querying and retrieving images from
the JVSdicom Server can be done using the JVS-
dicom Workstation, which handles conventional
DICOM imagery directly but uses an external
JPIP client application for JPEG2000 WSI viewing.

A complete, DICOM-compatible whole-slide
imaging system can be constructed by combining
JVSdicom with our previously described
JPEG2000 viewing application (JVSview) and JPIP
network serving application (JVSserv; Fig. 5). In
this model system, a WSI scanner produces raw
image data, which is processed by JVSdicom
Compressor. JVSdicom Compressor produces a
JPEG2000 file containing the actual WSI image
data and a DICOM file containing the associated
medical data (i.e., patient information) as well as
some mandatory image properties, such as width
and height. By default, the produced DICOM file
contains anonymized DICOM entries, but it could
be linked with a LIS or a HIS for retrieving patient
information. A straightforward way to name the
JPEG2000 WSI file is to use the microscope slide

label identification string, which can be read au-
tomatically if bar-coded labels are used. The
JPEG2000 WHSI file is then moved into a JVSserv
server, and the DICOM file is moved into a JVS-
dicom Server, which both are parts of the same
PACS. Both files can be stored separately inside a
server-specific storage area within the PACS.
JVSdicom can also receive imagery from other
imaging modalities, which are in turn linked with
the LIS or HIS. End-users (e.g., pathologists or
physicians) query the JVSdicom Server with a
JVSdicom Workstation and retrieve patient-linked
image objects. They can view and analyze conven-
tional DICOM imagery within JVSdicom Work-
station, while WSIs are opened with JVSview in
another viewing window. The DICOM data is
transmitted using the JPIP Referenced Transfer
Syntax, and the JPEG2000 WSI data is transmitted
via an auxiliary channel over JPIP. The system
architecture makes it possible to use JVSserv sep-
arately outside the PACS, since WSIs do not con-
tain any DICOM references.

Figure 5. A model system for linking whole-slide images (WSIs) with DICOM by using
JPEG2000, JPIP, and the JVS software. The WSI scanner produces raw image data, which JVS-
dicom Compressor processes. The resulting DICOM and JPEG2000 WSI files are moved into the
PACS to JVSdicom Server and JVSserv, from which they are queried with JVSdicom Work-
station and viewed with JVSview.
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An open issue with using JPEG2000 WSIs and
JPIP is the image dimension restriction in the DI-
COM standard specification. Since image width
and height tags are currently described using 16-
bit values, oversized (width or height >65,535
pixels) WSIs will show false information with
regards to these tags. However, since the defini-
tive image width and height information are al-
ways also stored in the JPEG2000 code-stream
header, the DICOM counterpart values can be
bypassed. This requires the JPIP client software to
use the code-stream values instead of the DICOM-
specific values. The software described in this
study follows this principle. In the future, if a
DICOM Supplement equivalent to the CP 896 (to
eliminate 16-bit image dimension restrictions) is
introduced to the standard, the JPIP viewing
software can also operate using the DICOM-
specific image dimension tags. Current limitations
for DICOM image object size due to 32-bit ad-
dressing (4 GB) do not affect JPEG2000 WSIs as
long as they are stored in a separate JPIP server,
such as the one described in this study. As such,
the JPEG2000 standard does not limit individual
file size and image dimensions, even in the largest
future WSIs113,

The DICOM Working Group for pathology
imaging (WG-26) is currently making an effort to
consolidate pathology concepts and whole-slide
imaging with DICOM3*. WG-26 has recently final-
ized Supplement 122 (Specimen Module and Re-
vised Pathology SOP Classes), introducing a new
mechanism for pathology specimen identification
in DICOM®. The new mechanism revises the con-
cept of “specimen” within DICOM framework.
Zwonitzer et al3% have also proposed a similar
approach. The scope of our study was to exempli-
fy a DICOM WSI solution based on JPIP. Thus,
the software described does not currently imple-
ment Supplement 122.

WG-26 has also recently started preparing a
draft for a new DICOM Supplement for whole-
slide imaging containing an IOD and SOP Classes
for WSIs (as discussed in the WG-26 meetings)¥.
At its current state, the supplement utilizes a “py-
ramidal” approach in which the original resolu-
tion WSI is split into small image tiles (usually
thousands of them). In addition, a number of suc-
cessively lower resolution versions of the original
tiles may be precomputed, creating a pyramid-
shaped resolution structure. All the image tiles

are stored as a conventional DICOM Series and
accessed with the DICOM WS6I object, which pro-
vides a mapping between the Series and the con-
ceptual image pyramid. The pyramidal approach
is similar to what various WSI scanner vendors
have used in their web viewing solutions for sev-
eral years. Prior to its finalization, the supplement
draft is subject to changes.

Both approaches for whole-slide imaging in
DICOM, the pyramidal and the JPIP-based, as
described in this study, can be implemented with
minor modifications to the existing standard spec-
ification. An advantage of the pyramidal ap-
proach is that WSIs are treated equal to other
DICOM imagery residing within the same server.
In the JPIP-based approach, an additional JPIP
server must be set up within the PACS. However,
a disadvantage of the pyramidal approach is that
because WSIs are stored in a DICOM-specific data
structure using lossy compression, as is required
in virtual microscopy, relocating WSIs from the
PACS (e.g., for teaching purposes) requires lossy
recompression. This results in image quality deg-
radation. In the JPIP-based approach, on the other
hand, the JPEG2000 WSIs are not stored using a
DICOM-specific data structure, making them
directly interchangeable with non-DICOM sys-
tems. Moreover, since patient-related DICOM
data is not embedded in the JPEG2000 WSI files,
the same JPIP server can be readily used inside
and outside of a PACS without the need for
anonymization.

Since the DICOM standard specification al-
ready includes support for JPIP, the pyramidal
approach and the JPIP-based approach for whole-
slide imaging are not mutually exclusive and can
be used simultaneously in the same PACS. Re-
gardless of the approach, changes in existing
PACS workstation software are also required
because of the WSI-specific image viewing charac-
teristics. At the time of preparation of this article,
the detailed contents of the upcoming WG-26 WSI
supplement, as well as its expected release date,
are open. In the future, when the supplement is
finalized and implemented in practice, compari-
sons between the two WSI approaches might turn
out useful.



CONCLUSION

To our knowledge, the software package de-
scribed in this study is the first practical solution
to overcome the limitations of DICOM in virtual
microscopy. Compared to other approaches, such
as the pyramidal approach of the DICOM WG-26,
JPEG2000 with JPIP is a good alternative, enabling
use of WSI archives either with or without a
linked DICOM system. Further, since JPEG2000
has also many other advantageous features over
those of existing WSI image formats, we antici-

10

accepted standard WSI format in virtual micros-
copy.
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Abstract

Introduction: Accurate assessment of estrogen receptor (ER), progesterone receptor (PR), and Ki-67 is essential in
the histopathologic diagnostics of breast cancer. Commercially available image analysis systems are usually
bundled with dedicated analysis hardware and, to our knowledge, no easily installable, free software for
immunostained slide scoring has been described. In this study, we describe a free, Internet-based web application
for quantitative image analysis of ER, PR, and Ki-67 immunohistochemistry in breast cancer tissue sections.

Methods: The application, named ImmunoRatio, calculates the percentage of positively stained nuclear area
(labeling index) by using a color deconvolution algorithm for separating the staining components
(diaminobenzidine and hematoxylin) and adaptive thresholding for nuclear area segmentation. ImmunoRatio was
calibrated using cell counts defined visually as the gold standard (training set, n = 50). Validation was done using a
separate set of 50 ER, PR, and Ki-67 stained slides (test set, n = 50). In addition, Ki-67 labeling indexes determined
by ImmunoRatio were studied for their prognostic value in a retrospective cohort of 123 breast cancer patients.

Results: The labeling indexes by calibrated ImmunoRatio analyses correlated well with those defined visually in the
test set (correlation coefficient r = 0.98). Using the median Ki-67 labeling index (20%) as a cutoff, a hazard ratio of
2.2 was obtained in the survival analysis (n = 123, P = 0.01). ImmunoRatio was shown to adapt to various staining
protocols, microscope setups, digital camera models, and image acquisition settings. The application can be used
directly with web browsers running on modern operating systems (e.g., Microsoft Windows, Linux distributions,
and Mac OS). No software downloads or installations are required. ImmunoRatio is open source software, and the
web application is publicly accessible on our website.

Conclusions: We anticipate that free web applications, such as ImmunoRatio, will make the quantitative image
analysis of ER, PR, and Ki-67 easy and straightforward in the diagnostic assessment of breast cancer specimens.

Introduction

Immunohistochemical staining of the estrogen receptor
(ER), progesterone receptor (PR), and proliferation anti-
gen Ki-67 are routinely used in the diagnostic assess-
ment of breast cancer. Positive ER status of a tumor is

and paraffin-embedded tumor tissue blocks [1].
Although the analytical quality of ER and PR assays has
been debated for decades, recent results of interlabora-
tory quality assurance studies provide convincing evi-
dence for the high reproducibility of these laboratory

considered necessary for patients to be eligible for post-
surgical hormonal therapies. ER and PR assays are based
on immunohistochemistry performed on formalin-fixed
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staining procedures [2,3]. The tumor cell proliferation
antigen level, as defined by Ki-67 immunostaining, is an
auxiliary tool for defining patient prognosis. Patients
with rapidly proliferating tumors are predicted to endure
poorer outcomes than patients with tumors exhibiting
low proliferation [4]. Meta-analyses confirming the role

© 2010 Tuominen et al; licensee BioMed Central Ltd. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work is properly cited.
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of Ki-67 as a prognostic factor have included more than
15,000 patients [5].

Common practice in pathology laboratories is to score
ER-, PR-, and Ki-67-stained slides visually (also termed
manually) using light microscopy at medium power
magnification (10x or 20x objectives). For ER and PR
evaluation, a tumor is scored as negative or positive or,
as is currently recommended, by evaluating the percen-
tage of positively stained tumor cell nuclei [6]. A thresh-
old of 10% total stained tumor cells is commonly used
as a cut-off for defining positive ER and PR status. A
combination of the stained cell percentage and the
staining intensity is applied in histoscore and Allred-
score methods [7,8]. Whichever scoring method is used,
it is well known that microscopic evaluation of ER- and
PR-stained slides is subjective and can lead to significant
inter-observer variability. For example, in an extensive
inter-laboratory study of 172 pathologists, 24% of ER-
positive slides were interpreted as falsely negative [9].
Interpretation of Ki-67 staining can be even more diffi-
cult, mainly owing to the lack of uniformly accepted
cut-off points for defining low- and high-risk patient
groups. In most of the published studies included in the
meta-analyses, Ki-67 has been evaluated in a single cen-
ter or by one or very few observers, thereby failing to
address the problem of possible inter-observer variability
[4,5]. The magnitude of inter-observer variability for Ki-
67 scoring is largely unknown, but there is no reason to
believe that it would be less than that of ER and PR.

In clinical practice, ER-, PR- and Ki-67-stained slides
are interpreted by a pathologist. Careful estimation of
the percentage of positively stained cells (labeling index)
is not only prone to inter-observer variation, but is also
tedious and time-consuming. To overcome this, various
digital image analysis methods have been described
[10,11]. The principles behind quantitative immunohis-
tochemistry analyses are based on differentiation of the
staining components by using, for example, the color
deconvolution algorithm [12]. The color deconvolution
algorithm detects and separates multiple stains by ana-
lyzing their absorption spectra and relative contributions
to areas containing two or more overlapping stains.
Although the optical density of the immunoreaction
product (brown diaminobenzidine (DAB) precipitate)
may not accurately reflect the abundance of the antigen
(ER, PR, or Ki-67 protein), systems discriminating
between negatively and positively stained cells have
turned out to be useful [13]. Unfortunately, the image
analysis software described in the literature is seldom
released for public use. Likewise, the commercially avail-
able software is usually proprietary and/or bundled with
dedicated analysis equipment or virtual microscopy
scanners, making it difficult to compare them [14].
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In order to become widely accepted and utilized by
pathologists, a digital image analysis system should be
easily accessible, not require dedicated equipment or
software installation, and be compatible with existing
microscope setups. For this purpose, we developed an
image analysis application, named ImmunoRatio, which
is accessed and used within a web browser. ImmunoRa-
tio supports all modern web browsers and operating sys-
tems, requiring no software installation. The application
segments immunostained and hematoxylin-stained cellu-
lar areas from the user-submitted image and calculates
the labeling index (percent of DAB-stained area out of
the total nuclear area). ImmunoRatio is free, open
source, and publicly available on our research group
website [15].

Materials and methods

Immunohistochemistry

Formalin-fixed and paraffin-embedded tissue sections
from invasive breast cancers were derived from the
archive of the Department of Pathology, Seindjoki Cen-
tral Hospital. The study has been approved by the
Scientific Committee of Seindjoki Central Hospital, Fin-
land. According to the Finnish national ethics commit-
tee regulations, informed consent was not considered
necessary for this study. Immunohistochemical stainings
of ER, PR, and Ki-67 tissue sections followed the recom-
mended staining protocols [3]. The slides were stained
using the BondMax staining robot (Leica Microsystems,
Wetzlar, Germany). In brief, ER was detected using
monoclonal antibody 6F11 (diluted 1:300, Leica Biosys-
tems, Newcastle, UK), PR was detected using monoclo-
nal antibody PgR636 (diluted 1:600, Leica Biosystems,
Newcastle, UK), and Ki-67 was detected using monoclo-
nal antibody MIB-1 (diluted 1:100, Dako, Carpinteria,
CA, USA). Antigen retrieval was performed in Tris-
EDTA buffer (pH 9, 100°C for 40 minutes). Bound anti-
bodies were visualized using Bond Refine Detection kit
(Leica Biosystems, Newcastle, UK). Immunoreaction was
intensified using 0.5% copper sulfate (5 minutes). Hema-
toxylin counterstaining (1 minutes in ChemMate diluted
1:6, Dako, Carpinteria, CA, USA) was performed using
PBS as bluing reagent. The samples were cleared with
ethanol and xylene and mounted using standard
procedures.

Prognostic validation

Samples from 123 primary breast cancer patients were
derived from the archives of the Department of Pathol-
ogy at Tampere University Hospital, with the permission
from National Supervisory Authority for Welfare and
Health (Ko6ninki et al.: Analysis of PIK3CA mutations
and protein expression in breast cancer, submitted).
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Survival rates of all patients were calculated by the
method of Kaplan and Meier. Data on breast cancer-
specific mortality was obtained from Finnish Cancer
Registry. Up to 20-year follow-up was available for this
patient cohort (cancers diagnosed between 1988 and
1992). The immunohistochemical staining for Ki-67 was
carried out as described above, except that PowerVision
+ kit (ImmunoVision, Springdale, AZ, USA) was used
for antibody detection and LabVision Autostainer (Lab-
Vision, Fremont, CA, USA) for staining automation.
Informed consent in very old retrospective patient
cohorts was deemed unnecessary, because the study was
approved by the local hospital ethics committee and the
National Supervisory Authority for Welfare Health.

Image acquisition

Digital images were captured using a Leica DM3000
microscope (Leica Microsystems, Wetzlar, Germany)
equipped with 10x, 20x, and 40x objective lenses, a 1x
phototube, and a Scion CFW-1612C digital color cam-
era (Scion Corporation, Frederick, MD, USA; 24-bit
color depth; resolution 1,600 x 1,200 pixels, pixel size
4.40 um). The images were stored using an uncom-
pressed image file format (bitmap). For every imaging
session, an image from empty slide background area was
acquired (blankfield image), which was used to correct
image color balance and uneven illumination. Optimal
image brightness and contrast were determined by using
the Camera Adjustment Wizard, which was developed
as an incorporated function of ImmunoRatio. The Cam-
era Adjustment Wizard measures the brightness of the
blankfield image and performs a contrast analysis using
an image containing hematoxylin-stained cells. An opti-
mal brightness (mean gray intensity) of the blankfield
image is considered to be in the range of 200 to 250
(available range 0 to 255, black being 0). The contrast
analysis segments the hematoxylin-stained cells (fore-
ground) and analyzes their mean gray intensity, which is
then divided by the background mean gray intensity.
The contrast is considered to be optimal if the fore-
ground mean gray intensity is 50 to 80% of the back-
ground mean gray intensity.

Software development

ImmunoRatio was first developed as a plugin for the
Image] image analysis software (1.42 m) [16] using the
Java programming language [17]. In addition to built-in
Image] functions, the ImmunoRatio analysis algorithm
uses the Calculator Plus plugin [18] for blankfield cor-
rection, the Rolling Ball algorithm [19] for background
subtraction, the Color Deconvolution plugin [20] for
DAB and hematoxylin stain separation, the IsoData
algorithm [21] for adaptive thresholding, and the
Watershed algorithm [22] for nucleus segmentation.
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The analysis algorithm steps are outlined in Figure 1. A
more detailed algorithm flowchart is available on our
website [15]. The ImmunoRatio plugin was embedded
into a Java servlet-based web application. The web appli-
cation was developed using Google Web Toolkit (1.7.0)
[23], Apache Commons FileUpload package (1.2.1) [24],
Apache Commons IO library (1.4) [25], Laboratory for
Optical and Computational Instrumentation Bio-
Formats package (4.1) [26], and Apache Tomcat servlet
container (6.0) [27].

Software calibration

From a pool of 100 immunohistochemically stained
slides, 50 were selected to be included in the training
set (25 stained for Ki-67, 13 for PR, and 12 for ER). The
labeling indexes (percentage of positively stained nuclei
by visual assessment) were evenly distributed, ranging
from 0 to 100%. From each training set slide, one image
representative for invasive carcinoma was acquired. Each
acquired image was analyzed visually by counting posi-
tively and negatively stained carcinoma cells on a com-
puter screen (a minimum of 500 cells total per image).
The percent of DAB-stained nuclei out of the total
nuclei (DAB- and hematoxylin-stained) was calculated
as the labeling index. This result was used as the gold
standard for ImmunoRatio calibration. The images were
then analyzed using non-calibrated ImmunoRatio, and
the results were compared with visual counting in a
scatter plot. Owing to the non-linear relation, a third
degree polynomial was fitted to the data. ImmunoRatio
was then calibrated by embedding the fitted polynomial
as a correction function into the analysis algorithm. To
validate the calibration and demonstrate the accuracy of
the analysis, the remaining 50 samples (25 stained for
Ki-67, 13 for PR, and 12 for ER) were used as a test set,
which was analyzed using calibrated ImmunoRatio. In
the final step of the validation, the minimum number of
images needed to be averaged from a typical tumor
sample (diameter 1 to 2 cm) was defined. From 10 sam-
ples, 12 images per sample representing central and per-
ipheral tumor areas were acquired using 20x objective.

Software testing

ImmunoRatio was initially developed and calibrated
using ER-, PR-, and Ki-67-stained slides, which were
considered optimal by an external quality assurance pro-
gram [3]. To simulate interlaboratory variability in stain-
ing results, the effect of suboptimal primary antibody
(Ki-67 MIB-1) dilution and hematoxylin counterstaining
intensity was studied. The robustness of ImmunoRatio
to variations in image acquisition settings was examined
by comparing the optical resolutions provided by 10x,
20x, and 40x microscope objectives, and by comparing
the analysis results obtained with six microscope
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Figure 1 A flowchart outlining the ImmunoRatio analysis algorithm. Step 1: A RGB color microscope image, an optional blankfield
correction image, and thresholding adjustment parameters are received as an input. Step 2: The blankfield image is used to correct uneven
illumination and color balance. If a blankfield image is not available, background subtraction is carried out using the Rolling ball algorithm [19].
Step 3: The Color Deconvolution plugin [20] is used to separate the stains into two eight-bit component images: diaminobenzidine (DAB) and
hematoxylin (H). Step 4: The components are processed with a mean filter and binarized using adaptive IsoData thresholding [21]. Component-
specific threshold adjustments are applied if defined via input parameters. Step 5: The components are processed with a median filter to
smooth the thresholding result. Nucleus segmentation is performed on both components by using the Watershed algorithm [22] and small
particles are discarded based on their size. For the H component, thin (fibroblastic) cells are identified and discarded using non-round particle
removal. Step 6: The H and DAB components are overlaid on the source image. The percentage of DAB-stained nuclear area out of the total
nuclear area (the labeling index) is calculated. An (optional) external calibration function is used to correct the ratio percentage. Step 7: The
result image consisting of image identification string, the analysis date, the result labeling index, the original image, and a pseudo-colored image

-

showing the staining components is created. A more detailed algorithm flowchart is available on our research group website [15].

cameras: Scion CFW-1612C (Scion Corporation, Freder-
ick, MD, USA), Altra 20 (Olympus Corporation, Tokyo,
Japan), ColorView II (Olympus Corporation, Tokyo,
Japan), Leica DFC290 HD (Leica Microsystems, Wetzlar,
Germany), Mightex 3MP Color CMOS (Mightex Sys-
tems, Pleasanton, CA, USA), and Nikon DS-Fil (Nikon

Corporation, Tokyo, Japan). The primary output file for-
mat used in the acquisition was uncompressed (i.e., loss-
less). Images were also acquired using JPEG file format
(quality factors 10, 20, 40, 60, 80, and 100) to study the
suitability of lossy compression for ImmunoRatio analy-
sis. In addition, for each camera, the average diameter
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(pixels per pm) of a hematoxylin-stained nucleus was
measured. Linear regression was used to fit a first
degree polynomial to the data and the polynomial was
then embedded into the Scale Finder function of Immu-
noRatio. The Scale Finder assists the user in determin-
ing a rough scale estimate for the microscope setup, if
not known prior to analysis.

Results

ImmunoRatio software

We developed the ImmunoRatio image analysis soft-
ware, which segments the DAB- and hematoxylin-
stained nuclei areas from a microscope image, calculates
the labeling index (percent of DAB-stained area out of
the total nuclear area), and generates a pseudo-colored
result image matching the segmentation. An example
analysis output of a Ki-67 image is shown in Figure 2.
We first implemented ImmunoRatio as an open source
Image] plugin, which provides a graphical user interface,
as well as the possibility to use it with Image] macro
language. Multiple images from the same specimen can
be analyzed at once, resulting in a montage containing
all of the analyzed images. The plugin version enables a
direct link to image capture either by using the driver
plugins provided by the camera vendors or via the open
TWAIN protocol [28]. An open source version of the
plugin is available for free download [29].

Based on the plugin described above, we developed a
publicly available ImmunoRatio web application (see
screenshot in Figure 3). The web application resides in a
remote server and is accessed over the Internet with a
web browser, without any software downloads or instal-
lations. It supports all modern web browsers (e.g., Win-
dows Internet Explorer, Mozilla Firefox, Safari, and
Google Chrome) and all operating systems (e.g., Micro-
soft Windows, Linux distributions, and Mac OS). The
main features of the ImmunoRatio web application are
summarized in Table 1. The analysis is based on the
color deconvolution [12] for stain separation and adap-
tive IsoData algorithm [21] for thresholding. The analy-
sis can be made either to the whole image or to an
interactively defined region of interest (ROI). The analy-
sis adapts to various combinations of microscope objec-
tive lenses, phototubes, and camera resolutions by using
either an exact or an estimated image scale (pixels per
um). The estimation can be performed using the Scale
Finder function. ImmunoRatio supports most existing
camera models and their output images, including JPEG,
JPEG2000, TIFF, BMP, and PNG. Optimal camera
brightness and contrast settings can be defined using
the assistance of the Camera Adjustment Wizard. Users
can calibrate the software with their own visually deter-
mined labeling index data and derive a suitable result
correction equation (a third degree polynomial). Users
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ImmunoRatio

Sample ID: example-ki&7
Date: 16.11.2009 10:26
DAB | nuclear area: 14%

Pseudo-colored image showing
staining components

Figure 2 An example result of a Ki-67-stained image processed
with ImmunoRatio. The result image includes a sample identifier,
the analysis date, the labeling index (percentage of positively
stained nuclear area), the original image, and a pseudo-colored
image showing the segmented staining components.

can also fine-adjust the hematoxylin- and DAB-thresh-
olding parameters. For demonstrational analyses, Immu-
noRatio offers an introductory basic mode, which has a
simplified user interface with minimal required func-
tionality. ImmunoRatio web application is freely accessi-
ble on our research group website [15].

Calibration of ImmunoRatio

Although non-calibrated ImmunoRatio correlated well
with visual counting of DAB- and hematoxylin-stained
cell nuclei (r = 0.97), the results showed an obvious
non-linear relation (Figure 4a). Due to this non-linearity,
a third degree polynomial was fitted to the data and
used as a correction function to calibrate ImmunoRatio.
The analysis of the separate test set with calibrated
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Figure 3 A screenshot of the ImmunoRatio web application. The Result window is shown as an insert in the right panel. The application is
publicly available on our jvsmicroscope.uta.fi website, where users can analyze their images freely.
.

N

Table 1 Main features of InmunoRatio web application

Feature

Description

Analytical principle

Hardware and software
requirements

Compeatibility with different
microscope setups

Calibration
Usage modes

Analyzes immunostained slides (ER, PR, Ki-67) using color deconvolution [12] for stain separation and
adaptive IsoData algorithm [21] for thresholding.
Users can analyze either the whole image or a region of interest.

Runs within the web browser, requiring no additional program or plugin installations. Is compatible with all
modern web browsers and operating systems.

Adapts to various combinations of microscope objective lenses, phototubes, and camera resolutions.
Supports most existing camera models and image formats (JPEG, JPEG2000, TIFF, BMP, PNG).
Users can define optimal camera brightness and contrast settings with the Camera Adjustment Wizard.

Users can calibrate the application to match with their own visual cell counting data.
Includes a basic mode for introductory analyses and a full-featured mode.

ER, estrogen receptor; PR, progesterone receptor.
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Figure 4 Scatter plots comparing labeling indexes defined by visual cell counting, non-calibrated ImmunoRatio, and calibrated
ImmunoRatio. (a) The calibration was made using a training set of 50 samples, of which 25 were stained for Ki-67, 13 for progesterone
receptor (PR), and 12 for estrogen receptor (ER). To achieve linear relation (dotted line), a correction function was defined by fitting a third
degree polynomial (solid black line) to the training set. (b) The calibration was validated by using a separate test set of 50 samples (25 stained
for Ki-67, 13 for PR, and 12 for ER). The validation test set included two outliers (marked as brown).

(b)

100+ -

©
S
Il
|
~

80+

70+

60+

504

40+

Labeling index (%), visual counting

L] LJ 1
0O 10 20 30 40 50 60 70 80 90 100
Labeling index (%), calibrated InmunoRatio

ImmunoRatio had a strong linear relation with visual
cell counting, showing a near-perfect correlation (r =
0.98; Figure 4b). The test set included two outlier obser-
vations, which were detected by visually inspecting the
pseudo-color result images. The first outlier had weak
DAB-staining intensity, making interpretation based on
visual counting difficult. The second outlier had too low
image contrast as demonstrated by using the Camera
Adjustment Wizard.

In the final step of the validation process, we defined
the minimum number of images needed to be captured
and analyzed in order to obtain a representative result
for the stained breast tumor slides. Using 20x micro-
scope objective, a sufficient number of images per sam-
ple for accurate ImmunoRatio analysis was determined
to be three (Figure 5). Averaging data from a higher
number of images was found to have a minimal impact
on the mean labeling index.

The effect of variability in staining and image acquisition
settings

The compatibility of ImmunoRatio with variable staining
and image acquisition settings is summarized in Table 2.
An optimally titrated primary antibody (1:100 for MIB-1
Ki-67) resulted in the best match with visual cell count-
ing. ImmunoRatio tolerated substantial deviations in the
antibody dilutions well. A usable antibody dilution was

1:50 to 1:200, because a four-times more diluted anti-
body (1:400) resulted in labeling indexes that were too
low, whereas using very concentrated antibody (1:25) led
to cytoplasmic background staining and labeling indexes

that were too high. Optimal hematoxylin
== PR sample =#«Ki-67 sample
Lad \—\_
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Figure 5 The mean labeling index of ImmunoRatio analysis as
a function of the number of images included in the averaged
result. Five samples stained for progesteron receptor (PR) and five
for Ki-67 were tested.
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Table 2 The compatibility of InmunoRatio with variable staining and image acquisition settings

Immunostaining/image acquisition
feature

Compatibility with
ImmunoRatio

Comments

Primary antibody dilution
(defined for MIB-1 Ki-67)

too dilute (1:400) +
optimal (1:100) ++ 4+
too strong (1:25) +

too low labeling index (Figure 6a)
best match with visual counting (Figure 6b)
cytoplasmic background causing overly high labeling indexes (Figure 6¢c)

Hematoxylin counterstaining

weak - insufficient nuclear segmentation (Figure 6d)
optimal ++ + best match with visual counting (Figure 6e)
strong + false segmentation of cytoplasmic structures (Figure 6f)
Microscope objective magnification
(using 1x phototube)
10% + non-carcinomatous cells often included*
20x% ++ + for accurate result, an average of three images per sample is
recommended
40x ++ for accurate result, averaging several images per sample is recommended
Image brightness
underexposed (too dim) + mean gray intensity of the blankfield image <200
in optimal range +++ as guided by the Camera Adjustment Wizard of ImmunoRatio
overexposed (too bright) - mean gray intensity of the blankfield image >250
Image contrast
too low - foreground mean gray intensity over 85% of the background mean gray
intensity
in optimal range ++ + as guided by the Camera Adjustment Wizard of ImmunoRatio
too high + foreground mean gray intensity under 50% of the background mean
gray intensity
Image compression
uncompressed (lossless) + + slow network transmission (slower overall analysis time)
JPEG, quality factor 50 to 100 ++ + optimal for ImmunoRatio
(lossy)
JPEG, quality factor <50 (lossy) - visible image artifacts
+ + + = optimally compatible, + + = compatible, + = compatible with possible chance of analytical errors, - = not compatible with ImmunoRatio.

* Region of interest function can be used to exclude unwanted tissue areas.

counterstaining was found to be important. Weak coun-
terstaining caused the nuclear segmentation to fail,
whereas overly concentrated counterstaining led to false
segmentation of the cytoplasmic structures. Sample
images with optimal and non-optimal primary antibody
and hematoxylin counterstaining are presented in Figure
6.

Owing to the Scale Finder function, the results of
images acquired using 10x, 20x, and 40x objective
lenses (with a 1x phototube) were highly similar (data
not shown). The 20x objective was deemed to be opti-
mal, requiring at least three images per sample to be
averaged. The same results could be achieved by using
the 40x objective, but more images per sample needed
to be averaged. When using a 10x objective, consider-
ably more non-carcinomatous cells were often included
in the analysis. However, the ROI functionality of
ImmunoRatio can be used to circumvent this problem.

The differences in ImmunoRatio analysis results
between the tested camera models and repeated staining
batches were found to be small (data not shown).
Variation in image brightness and uneven illumination
can be accurately corrected by using the blankfield
image, captured using the same microscope and camera
settings. However, greatly underexposed images (blank-
field image mean gray intensity <200) as well as overly
overexposed images (blankfield image mean gray inten-
sity >250) may cause false labeling indexes. For accurate
nuclei segmentation, the image contrast must be rela-
tively high; the foreground mean gray intensity should be
50 to 80% of the background mean gray intensity. Users
can validate their image acquisition settings by using the
Camera Adjustment Wizard function of ImmunoRatio.
For the ImmunoRatio web application, it is advanta-
geous to use lossy image file formats (e.g., JPEG) to
minimize the data uploaded to the server for analysis.
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segmentation.

Figure 6 The importance of optimal immunostaining conditions on the accuracy of ImmunoRatio analysis. The red lines outline the
nuclei and highlight the segmentation of (a to c) brown and (d to f) blue staining components. (a) Overly dilute primary antibody
concentration (Ki-67 MIB-1, 1:400) causes inadequate brown segmentation. (b) Optimal antibody dilution (1:100). (c) Overly strong antibody
concentration (1:25) results in excessive cytoplasmic staining and brown segmentation. (d) Overly dilute hematoxylin staining causes inadequate
blue segmentation. (e) Optimal hematoxylin dilution. (f) Overly strong hematoxylin causes excessive cytoplasmic staining and blue

We found that using lossy JPEG compression with qual-
ity factors 50 to 100 had no significant effect on the
accuracy of ImmunoRatio analysis results (data not
shown). This compression level allows a typical 5 mega-
byte uncompressed image to be compressed into 250
kilobytes (about 20:1 compression ratio), enabling rapid
image transfer with almost any network bandwidth.

Using very low JPEG quality factors (<50) can cause
image distortion and artifacts, making the analysis
unreliable.

Prognostic validation
As Ki-67 is used clinically as a prognostic parameter,
we confirmed the accuracy of ImmunoRatio analysis
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Figure 7 Breast cancer-specific survival of 123 breast cancer patients according to the Ki-67 labeling index determined with
ImmunoRatio. The cut-off was set at median Ki-67 labeling index (20%). Tumors with a high labeling index were associated with poorer breast
cancer-specific survival during the follow up of 20 years (hazard ratio = 2.2, P = 0.01).
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by examining patient survival in a retrospective analy-
sis of 123 breast cancer patients. As expected, based
on the literature [5], a strong prognostic correlation
was observed (Figure 7). Breast cancer-specific survival
of patients with high Ki-67 tumors was significantly
shorter than low Ki-67 during 20-year follow-up.
Labeling index values of 15%, 20%, and 25% were
tested as cut-off. Of those, 20% (the median in this
material), gave a hazard ratio (HR) of 2.2 (P = 0.01 by
log rank test). Cut-off values 15% and 25% yielded
similar results (HR = 2.1 and HR = 2.4, respectively,
data not shown).

Discussion

In this study, we described an image analysis applica-
tion, ImmunoRatio, which is an easy-to-use tool for
assessing ER, PR, and Ki-67 labeling indexes in
hematoxylin-counterstained tissue sections. Immu-
noRatio analysis is based on defining positively
stained pixel counts, which, according to our calibra-
tion data, correlates very well with cell nuclei enum-
erated visually. The calibration was performed using
a training set of 50 samples and validation using a
separate test set of 50 samples representing ER-, PR-,
and Ki-67-stained routine breast cancer specimens.
The correlation between manual and automated ana-
lysis was very high and matched, or exceeded, corre-
sponding results of other similar image analysis
software [30,31]. Due to the significant inter-observer

variability in visually defined labeling indexes, we
recommend that the users calibrate ImmunoRatio
with their own labeling index data, as demonstrated
in Figure 4 for the calibration training set. Once cali-
brated, ImmunoRatio can be easily integrated with
routine diagnostic work.

Another important aspect of calibration is to deter-
mine the optimal Ki-67 cutoff used for prognostic
assessment. We tested this with a retrospective analysis
of data from 123 primary breast cancer patients fol-
lowed up for 20 years. The Ki-67 labeling index 20%
(the median value in this material) gave a strong prog-
nostic discrimination (HR = 2.2). Although cut-off
values 15% and 25% vyielded similar prognostication in
this patient material, we recommend each laboratory to
define their own cut-off value. We recommend using
the median value of the Ki-67 labeling index as cut-off.
This allows comparisons of different patient materials
and provides a reproducible classification of patients
according to Ki-67 labeling index.

In addition to accurate calibration, it is clear that for
routine use, an image analysis system must accept varia-
tion in staining intensity, in microscope setup, and in
image acquisition settings. We found up to eight-fold
range in primary antibody (Ki-67) dilution to be accep-
table for ImmunoRatio. However, when setting up an
optimal staining protocol, the users should pay close
attention to the hematoxylin counterstaining, which
must be bright and clearly separate the nuclei from the
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background (see example Figure 6). In terms of optical
resolution, we recommend using a microscope setup
that roughly corresponds to 20x objective lens magnifi-
cation, 1x phototube, and a 1.5 megapixel camera.
Using this setup, a representative result from a typical
breast cancer tumor (diameter 1 to 2 cm) can be
obtained by averaging at least three images. Variation in
image brightness is well-tolerated owing to the blank-
field image correction. The Camera Adjustment Wizard
function is designed to help the user find the optimal
image brightness and contrast settings. A collection of
reference images with optimal staining and imaging set-
tings are presented on our website [15].

ImmunoRatio analysis is based on the color deconvo-
lution algorithm [12], which is one of the several exist-
ing alternatives for separating the staining components.
In addition to color deconvolution, stain separation and
nuclei segmentation have been performed using texture
analysis [32], cyan-magenta-yellow-black (CMYK) color
model [33], hue-saturation-intensity color model [34],
CIE 1976 L*u*v (CIELUV) color model [35], pattern
recognition [36], cluster analysis [37], and immunofluor-
escence with Automated QUantitative Analysis (AQUA)
[38]. However, the software applications described in
the above mentioned studies are mainly for research
purposes and they have not been released for public
use. Many of the methods may require considerable
work if employed in a routine clinical process. The
color deconvolution-based approach for separating two
stains is straightforward and fast, and is readily usable
for images captured with conventional microscope color
cameras. If more than two staining components are
used or the analysis requires accurate intensity-based
quantification, the AQUA method or multispectral ima-
ging would most likely be better alternatives [11].

ImmunoRatio was developed using Image], which is a
public domain (i.e., completely free and open source)
image analysis software. However, a major obstacle in
adopting Image], or any other image analysis software,
in clinical laboratories is usually the strict computer
security policy. The local system and network rules
usually prohibit users to download, install, and/or run
external applications. To address these constraints, we
released ImmunoRatio as a web application, which pro-
vides an easy-to-use web interface, requires no software
downloads or installations, and can be used in highly
restricted environments.

Conclusions

To the best of our knowledge, ImmunoRatio is the first
ready-to-use web application for analyzing nuclear
immunostains (e.g., ER, PR, and Ki-67). We want to
point out that ImmunoRatio is meant to be used as a
diagnostic aid by personnel trained to score
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immunostained breast cancer slides. Furthermore, the
analysis results should always be interpreted together
with the pseudo-colored images and the original sample
slides. ImmunoRatio has already been used in the
authors’ laboratory for more than 1,000 cases and tested
by several collaborators. The application is open to free
public access on our research group website [15]. Com-
plementary software for analyzing cell membrane stain-
ing (e.g., HER-2) is currently being developed.

Abbreviations

AQUA: automated quantitative analysis; CIELUV: CIE 1976 L*u*v; CMYK: cyan-
magenta-yellow-black; DAB: diaminobenzidine; ER: estrogen receptor; HR:
hazard ratio; PBS: phosphate-buffered saline; PR: progesterone receptor; ROI:
region of interest.
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ImmunoMembrane: a publicly available web application for digital image analysis of HER2

immunohistochemistry

Aims: Assessment of the human epidermal growth
factor receptor 2 (HER2) with immunohistochemistry
(IHC) is routine practice in clinical pathology labora-
tories. Visual classification of the staining reaction
(usually into 0/1+, 2+ or 3+) is subjective and prone
to significant inter- and intra-observer variation. In this
study, we describe ImmunoMembrane, an easy-to-use
HER2 IHC analysis software, which is freely available
as a web application, requiring no download or
installation.

Methods and results: ImmunoMembrane uses colour
deconvolution for stain separation and a customized
algorithm for cell membrane segmentation. A quanti-
tative score (IM-score, 0-20 points) is generated
according to the membrane staining intensity and
completeness. Specimens are classified into 0/1+, 2+

or 3+ based on IM-score cut-offs defined using a
training set. The classification and membrane segmen-
tation are presented as a pseudo-coloured overlay
image. With a validation set (144 HercepTest®-stained
whole tissue sections), ImmunoMembrane matched
well with the pathologist’s visual -classification
(weighted kappa x,, = 0.80), as well as fluorescence
in-situ hybridization (FISH) (IHC disagreement 3.5%,
n = 144) and chromogenic in-situ hybridization (CISH)
(IHC disagreement 2.8%, n = 144).

Conclusions: We anticipate that publicly available web
applications, such as ImmunoMembrane, will acceler-
ate the adoption of automated image analysis in
clinical diagnostics of HER2 IHC. ImmunoMembrane
is freely accessible at: http://jvsmicroscope.uta.fi/
immunomembrane/.

Keywords: breast cancer, human epidermal growth factor receptor 2, immunohistochemistry, open source

software, quantification

Abbreviations: CISH, chromogenic in-situ hybridization; DAB, diaminobenzidine; FISH, fluorescence in-situ
hybridization; HER2, human epidermal growth factor receptor 2; IHC, immunohistochemistry

Introduction

Histopathological diagnosis of breast cancer includes
assessing the human epidermal growth factor receptor 2
(HER2) oncoprotein overexpression, which is defined by
immunohistochemical (IHC) staining. Positive HER2
status of a tumour (IHC score 3+ and/or positive result

Address for correspondence: Jorma Isola, MD, PhD, Cancer Biology,
Institute of Biomedical Technology, University of Tampere, 33014
Tampere, Finland. e-mail: jorma.isola@uta.fi

© 2012 Blackwell Publishing Limited.

by an in-situ hybridization test) is considered necessary
for patients to be eligible for trastuzumab-based chemo-
therapy.' Although the analytical quality of HER2 THC
has been debated for more than a decade, recent results
of interlaboratory quality assurance studies provide
evidence of reasonably high reproducibility of the
laboratory staining procedure.?* With the use of stan-
dardized staining reagent kits [such as HercepTest® by
Dako (Copenhagen, Denmark); PATHWAY® by Venta-
na Medical Systems (Tucson, AZ, USA); and Oracle™ by
Leica Microsystems (Wetzlar, Germany)], the interlabo-
ratory concordance has reached up to 80-90%.%"*
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Common practice in pathology laboratories is to
score HER2-stained slides visually (also termed
manually) using light microscopy at medium-power
magnification (e.g. using x10 or x20 objective lenses).
A tumour is scored as 0/1+ (negative), 2+ (equivocal)
or 3+ (positive), as instructed in the widely accepted
scoring guidelines." A threshold of 30% intensively
membrane stained tumour cells is used commonly as
a cut-off for defining a 3+ positive HER2 status.*
Although verbal description of the scoring principle is
straightforward, in reality the microscopic evaluation
of HER2 THC is subjective and can lead to significant
inter-observer variability and lack of reproducibility. To
overcome this, various digital image analysis methods
have been described.”® The analysis algorithms are
generally based on differentiating the staining compo-
nents: haematoxylin counterstain (blue) and immuno-
reaction product (brown diaminobenzidine; DAB),
followed by segmentation and quantitation of the
DAB component. However, measuring the DAB com-
ponent intensity is, at best, only semi-quantitative, as
the optical density of the immunoreaction product does
not reflect accurately the true abundance of the HER2
protein antigen.”'” Despite the lack of full quantita-
tiveness, systems classifying HER2 IHC are a corner-
stone in clinical breast cancer diagnostics.’

In a recent survey, up to one-third of laboratories
reported to use quantitative image analysis in routine
diagnostics of HER2.''! Routine laboratory image
analyses are usually carried out with proprietary
applications [such as Aperio Digital IHC by Aperio
Technologies (Vista, CA, USA), and ACIS® III by Dako
(Copenhagen, Denmark)], which are tailored to work
only with specific analysis instrumentation and/or are
bundled with an imaging device, such as a virtual slide
scanner or a microscope camera.'? Tight hardware
coupling, combined with closed software source code,
make these analysis systems incompatible with existing
microscope and camera setups, thereby complicating
the widespread adoption of automated diagnostics.
Hardware-independent and open source analysis appli-
cations would improve the situation but, to our
knowledge, none of the HER2 IHC analysis software
described in peer-reviewed journals have been released
for public evaluation and use.

To fulfil this task, we developed ImmunoMembrane
(IM), an image analysis software for HER2 IHC that is
accessed and used with a web browser, without the
need for any software download or installation. In
order to become widely accepted and utilized, we
designed the software to be compatible with existing
microscope and digital camera setups. Consistent
analysis results and repeatability across different stain-

© 2012 Blackwell Publishing Ltd, Histopathology, 60, 758-767.

ing batches and camera models is achieved by nor-
malizing raw image intensity and contrast during
image preprocessing. ImmunoMembrane is free, open
source and publicly available at http://jvsmicroscope.
uta.fi/immunomembrane/.

Materials and methods
IMMUNOHISTOCHEMISTRY

Formalin-fixed and paraffin-embedded tissue sections
from invasive breast cancers were derived from earlier
studies. The training set consisted of tissue microarrays
(TMA) of 220 breast cancers'® and the validation set
of whole sections of 144 invasive breast cancers.'*
Immunohistochemical staining of HER2 was performed
using the HercepTest® kit (Dako, Copenhagen, Den-
mark), according to the manufacturer’s instructions
using Lab Vision Autostainer® (Lab Vision, Fremont,
CA, USA). Gene amplification status of the tumours
was verified with both fluorescence in-situ hybridization
(FISH) and chromogenic in-situ hybridization (CISH)
(SPoT-Light® HER2 CISH kit by Life Technologies,
Carlsbad, CA, USA; and PathVysion® FISH kit by
Abbott Laboratories, Chicago, IL, USA).

SOFTWARE DEVELOPMENT

ImmunoMembrane was first developed as a plugin for
the Image] image analysis software (version 1.45Db;
National Institutes of Health, Bethesda, MD, USA)'®
using the Java programming language.'® In addition
to built-in Image] functions, ImmunoMembrane uses
the Calculator Plus plugin'” for blankfield correction,
the Color Deconvolution plugin'® for DAB stain
separation and the Particles4 & Particles8 plugins'’
for cell membrane segmentation. The ImmunoMem-
brane plugin was embedded into a Java servlet-based
web application. The web application was devel-
oped using Google Web Toolkit (1.7.1),° Apache
Commons FileUpload package (1.2.1),>' Apache
Commons 0 library (1.4),%? Laboratory for Optical
and Computational Instrumentation Bio-Formats
packagf (4.1)** and Apache Tomcat servlet container
(6.0).2

ANALYSIS ALGORITHM

The main steps of the ImmunoMembrane analysis
algorithm are outlined in Figure 1. A more detailed
algorithm flowchart is available on our website
(http://jvsmicroscope.uta.fi/immunomembrane/). Prior
to the analysis, the algorithm expects the user to
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Input Step 1 Step 2 Step 3
Blankfield, positiv_e control, Blankfield ) ) Pre-
and specimen images correction Stain separation processing

R v

Step 4

Step 5

Output

ImmunoMembrane
Sample ID: 94-9662.jpg
Date: 28.9.2010 11:37
Suggested classification: 3+

Cell membrane segmentation

RED = complete and strong
GREEN = incomplete or weak

Figure 1. A flowchart outlining the InmunoMembrane (IM) analysis algorithm. Input: the algorithm receives an RGB colour microscope image,
an optional blankfield correction image, user-defined IM-score category cut-offs and reference intensity (RI) and reference contrast (RC)
measured from the positive control image. Step 1: the blankfield image is used to correct uneven illumination and colour balance. Step 2: the
diaminobenzidine (DAB) component is separated using colour deconvolution. Step 3: the DAB component is contrast-normalized using RC, and
processed with a median filter and an unsharp mask filter, followed by binarization with a fixed threshold. Step 4: cell membrane segmentation
is performed using median filtering, skeletonizing and contour- and size-based particle filtering. The segmented membrane regions are divided
into two groups: membranes with complete and strong membrane staining and membranes with incomplete or weak staining. Step 5: the
membrane groups are overlaid on the source image and the sample is awarded an IM-score (0—20 points) using a scheme described in Materials
and methods (equation 1). Finally, the sample image is classified (0/ 1+, 2+ or 3+) based on the user-defined IM-score category cut-offs. Output:
the resulting image consisting of image identification string, analysis date, suggested classification, the original sample image and a pseudo-
coloured image showing the segmented membrane regions is created. A more detailed algorithm flowchart is available on http://
jvsmicroscope.uta.fi/immunomembrane/.

provide two reference images: a blankfield image,
which is captured from an empty slide background
area, and a positive control image, which is captured
from the positive control slide supplied with every
staining kit. The blankfield image is used to correct
uneven illumination and colour balance of the
imaging setup, whereas the positive control image
is used to normalize the intensity and contrast
variations between different staining batches and
image acquisition settings. More specifically, the
positive control image provides reference intensity,
which is the mean membrane pattern intensity, and

reference contrast, which is the dynamic range width
of the separated DAB component.

To quantitate the membrane pattern completeness
and intensity, a point-based IM-score evaluation sys-
tem was developed for the ImmunoMembrane analysis
algorithm. For a given sample, the IM-score (0-20
points) is the sum of two components:

IM-score = C + I, (1)

where C is the membrane completeness (0—10 points)
and I is the membrane intensity (0-10 points). Com-

© 2012 Blackwell Publishing Ltd, Histopathology, 60, 758-767.



ImmunoMembrane for digital image analysis of HER2 immunohistochemistry 761

ponent C is divided further into two subcomponents.
The first subcomponent measures the total membrane
area C; (0-5 points):

M, = 0.00
0.01>M, < 0.05
0.05>M, <0.10 2)
0.10>M, <0.15
0.15>M, <0.20
, M,>0.20,

G (Mp) =

gk w i~ O

where M, is the percentage of membrane area out
of total image area. The second subcomponent
measures the complete membrane area C, (0-5
points):

C, = round(%* 5), (3)

t

where M, is the complete cell membrane area (in
pixels) and M, is the total membrane area (in pixels).
The membrane intensity component I (O—10 points) is
formed by normalizing component C with the reference
intensity and contrast:

I = round(I, * C) (4)

Imem - Iref
Iy=1——w——, 5
- (5)

where I, is an intensity weight, I,,,.,,, is the measured
membrane intensity, I, is the reference intensity and
D, is the reference contrast.

ALGORITHM TRAINING

To train the algorithm to match the 0/1+, 2+ and 3+
classification by the American Society of Clinical
Oncology /College of American Pathologists (ASCO /
CAP), predefined category cut-offs were specified by
using a training set, which consisted of 220 breast
cancer on TMA slides stained with HercepTest®. The
slides were scanned using Aperio ScanScope® XT
(Aperio Technologies, Vista, CA, USA; x20 objective
lens, 2.0 pixels/um). From each tissue core, one
representative snapshot (1596 x 1116 pixels) was
selected for analysis. The analysis was first performed
visually by an expert pathologist (J.I.) and then
automatically by ImmunoMembrane. Using the pathol-
ogist’s visual classification as golden standard, the
optimal IM-score cut-offs were defined by searching the
peak weighted (equally spaced) kappa agreement k,,.>>

© 2012 Blackwell Publishing Ltd, Histopathology, 60, 758-767.

ALGORITHM VALIDATION

To validate the analysis algorithm training, first the
optimal required number of image fields to be captured
and averaged from a typical tumour sample (diameter
1-2 cm) was defined. From a non-negative set of 13
breast cancer samples, 10 images per sample repre-
senting central and peripheral tumour areas were
imaged using Scion CFW-1612C camera (Scion Cor-
poration, Frederick, MD, USA; 1/1.8” sensor, x10
objective lens, x1 phototube, 1600 x 1200 pixels, 2.15
pixels/um) and analysed using ImmunoMembrane.
After specifying the optimal field count, a separate
validation set consisting of whole sections of 144
HercepTest®-stained invasive breast cancers was anal-
ysed using ImmunoMembrane and compared against
the visual assessment of an expert pathologist (J.I.).
Finally, the disagreement rate of the IHC classifications
was compared with the results obtained with FISH and
CISH.

ALGORITHM ROBUSTNESS TESTING

Initial versions of the analysis algorithm did not include
intensity and contrast normalization, which caused
variable results with different imaging hardware and
acquisition settings (Figure 2). After adding the nor-
malization feature, the algorithm robustness was tested
using 41 non-negative breast cancer TMA cores, which
were digitized with six different camera models: (i)
ColorView II by Olympus Corporation, Tokyo, Japan;
(ii) Leica DFC310 FX by Leica Microsystems, Wetzlar,
Germany; (iii) OptixCam OCD-3.3-ICE by The Micro-
scope Store, VA, USA; (iv) QICAM Fast1394 by
QImaging, Surrey, Canada; (v) Scion CFW-1612C by
Scion Corporation, Frederick, MD, USA; and (vi) the
virtual microscope scanner camera of Aperio Scan-
Scope® XT by Aperio Technologies, Vista, CA, USA. To
simulate the real-life diagnostic environment, the
cameras were attached to workstations using LCD
displays from various manufacturers (all set to factory
default settings). Camera illumination was fixed (auto-
exposure disabled) and adjusted to match with the
image seen through microscope oculars. Non-linear
image intensity and contrast corrections, as well as
additional software image enhancements, were set as
low as possible. Each camera’s scale (in pixels per pm)
was measured by using a stage micrometer and
recorded for usage during analysis. After these initial
configurations, the actual testing was split into several
steps. First, to normalize camera intensity and contrast
variation, a blankfield and a positive control image
were captured for each camera model. Secondly, with
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Figure 2. The effect of intensity and contrast normalization on ImmunoMembrane (IM) analysis. A predefined image field was acquired

with three digital microscope cameras (using fixed exposure, camera-specific image scale and non-linear image corrections disabled) and
analysed using ImmunoMembrane with and without image normalization. The normalization is performed using two reference images: a
blankfield image for correcting the uneven illumination and incorrect colour balance, and a positive reference image — captured from the positive
control slide — for balancing changes between staining batches and/or image acquisition settings. Without normalization, the analysis
becomes inconsistent across different camera models and, for example, a failed stain separation might produce incorrectly detected membrane

areas (as exemplified with camera 3).

each camera, a fixed area from each sample was
imaged using a x 10 objective lens (Aperio x20) and
analysed subsequently using ImmunoMembrane.
Thirdly, all result IM-scores obtained for a sample were
averaged into a sample-specific reference score. For
each camera—sample pair, the absolute difference of the
camera-specific IM-score and the sample reference
score was measured (=error value). Finally, the error
values of each camera were averaged and their
equivalence was compared statistically using variance
analysis  (Kruskal-Wallis  non-parametric  test,
a = 0.05).

Results

We developed the ImmunoMembrane image analysis
application for semi-quantitative classification of HER2
IHC. The application segments DAB-stained cell mem-

brane regions from a set of sample images, classifies the
staining according to standard criteria (into 0/1+, 2+
or 3+) based on the membrane staining completeness
and intensity. The results can be verified using a
pseudo-coloured overlay result image, which matches
with the detected membrane segmentation (Figure 3).
ImmunoMembrane was first developed and published
as an open source Image] plugin, which provides a
graphical user interface and the possibility to integrate
it with Image] macro language. The plugin version also
enables a direct link to image capture either by using
the driver plugins by the camera vendors or via the
open TWAIN protocol.?® The ImmunoMembrane plugin
is available for download at http://jvsmicroscope.uta.
fi/immunomembrane-plugin/.

ImmunoMembrane was precalibrated to match the
visual classification of an expert pathologist. For this
task, we developed the IM-score evaluation system,

© 2012 Blackwell Publishing Ltd, Histopathology, 60, 758-767.
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Figure 3. A screenshot of ImmunoMembrane (IM) web application and an example human epidermal growth factor receptor 2 (HER2)
immunohistochemistry (IHC) classification. The analysis is performed within a web browser, which displays the analysis result in a panel
window (A). The result (B) contains image identification string, analysis date, suggested classification (0/1+, 2+ or 3+) and, optionally, the
IM-score (combined from the completeness and intensity score). The result also contains the original sample image (upper part) and a pseudo-
coloured overlay image showing the segmented cell membrane regions (lower part). Red colour indicates complete and strong cell membrane
staining, whereas green indicates incomplete or weak staining. InmunoMembrane is publicly available for free use at http://jvsmicroscope.uta.fi/

immunomembrane/.

which awards the specimen with a point score in a
range from O to 20 points. The calibration was
performed by analysing the training set and searching
the optimal IM-score cut-off values. Using the visual
classification of the training set as golden standard, the
optimal cut-off values were found to be three and eight
points (weighted kappa coefficient «,, = 0.91, ASE =
0.08). Accordingly, the default classification of Immu-
noMembrane uses the following category division: 0—2
points = negative (0/1+, 3—7 points = equivocal (2+)
and 8-20 points = positive (3+). The negative cate-
gory comprises both the O and the 1+ classification
because their distinction is generally not needed in
diagnostic setting. The category cut-offs are user-
adjustable, allowing ImmunoMembrane to be inte-
grated more easily with a custom diagnostic process.
Sampling of [HC-stained breast cancer tissue sections
is hampered by the biological tumour heterogeneity. It
is well known that a single image field is not fully
representative for the tumour. Conversely, imaging an

© 2012 Blackwell Publishing Ltd, Histopathology, 60, 758-767.

entire tumour (diameter typically 1-2 cm) is imprac-
tical. Therefore, we defined the optimal number of fields
to be captured and averaged for ImmunoMembrane
analysis. According to our results (using x10 objective
lens with x1 phototube and 2 megapixel 1/1.8” CCD
camera), the sufficient number of images for a typical
breast cancer sample was four to five (Figure 4).
Capturing a higher number of image fields was found
to have a minimal impact on the averaged IM-score
and classification (0/1+, 2+ or 3+).

The validation set (n = 144) was analysed with
ImmunoMembrane (using at least four image fields
per tumour) and compared the results against the
corresponding visual classifications of an expert pathol-
ogist (Table 1). The analysis of the validation set
showed very good agreement with the pathologist
assessment (weighted kappa coefficient x, = 0.80,
ASE = 0.08). The FISH-IHC disagreement was 3.5%
(calculated from the total number of cases), containing
false IHC-positive in two cases (1.4%) and false
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Figure 4. The mean sample ImmunoMembrane (IM)-score of IM
analysis as a function of the number of image fields included in the
averaged result. Thirteen non-negative human epidermal growth
factor receptor 2 (HER2) breast cancer samples were tested (nine to
10 image fields per sample, imaged using a x 10 objective lens).
Precalibrated IM-score category cutoffs are displayed with gray dotted
line (three points for 2+ and eight points for 3+; scale 0-20 points).

IHC-negative in three cases (2.1%). Similarly, the CISH—
IHC disagreement was 2.8%, containing false IHC-
positive in two cases (1.4%) and false IHC-negative in
two cases (1.4%).

To test the robustness of ImmunoMembrane for
variations in the imaging setup, we imaged a separate
test sample set using six different microscope cameras.
The variation between the tested camera models was
found not to be statistically significant (P = 0.344) and
the average margin of error for each camera was
within * 1 point (IM-score scale 0—20 points).

The main features of the ImmunoMembrane web
application are summarized in Table 2. The web

application resides in a remote server and is accessed
via the internet with a web browser, without any
software downloads or installations (see screenshot in
Figure 3). The software has two usage modes: an
introductory Basic mode for initial test analyses and a
fully-featured Advanced mode for routine analysis. The
analysis can be performed using any modern web
browsers (e.g. Windows Internet Explorer, Mozilla
Firefox, Safari and Google Chrome) running on various
operating systems (e.g. Microsoft Windows, Linux
distributions and Mac OS). ImmunoMembrane adapts
to various combinations of microscope objective lenses,
phototubes, cameras, image resolutions and image
formats. With the aid of a stage micrometer, the user
can specify accurate image scale (pixels per um) or it
can be estimated empirically by using the Scale Finder
function described in our earlier study.?” The analysis
can be performed either to a single image or to a series
of images, in which case the analysis result is the series
average. Unwanted image areas can be excluded by
interactively defining regions of interest (ROIs). Immu-
noMembrane is free for public use at http://jvsmicro
scope.uta.fi/immunomembrane/.

Discussion

ImmunoMembrane was developed to provide an easy-
to-use diagnostic tool for the classification of HER2 ITHC.
The application forms a comprehensive breast cancer
analysis package together with our previously de-
scribed ImmunoRatio software, which is meant for the
digital image analysis of hormone receptors and Ki-
67.27 ImmunoMembrane shares some of the same
algorithmic principles (e.g. colour deconvolution?®),
but builds a model of the cell membrane staining

Table 1. The concordance of human epidermal growth factor receptor 2 (HER2) immunohistochemistry (IHC) classification
between ImmunoMembrane (IM), an expert pathologist, fluorescence in-situ hybridization (FISH) and chromogenic in-situ
hybridization (CISH). All classifications followed the American Society of Clinical Oncology/College of American Pathologists

(ASCO/CAP) guidelines’

Pathologist FISH* CISHt
Immuno
Membrane 0/1+ 2+ 3+ Total Non-amplified Equivocal Amplified Total Non-amplified Equivocal Amplified Total
0/1+ 98 2 0 100 95 2 3 100 98 0 2 100
2+ 7 16 7 30 21 0 9 30 19 4 7 30
3+ 0 2 12 14 2% 0 12 14 2% 0 12 14
Total 105 20 19 144 118 2 24 144 119 4 21 144

*FISH HER2/CEP17 ratio: <1.8 = non-amplified, 1.8-2.2 = equivocal, >2.2 = amplified.
tCISH HER2 copy number: <4 = non-amplified, 4-6 = equivocal, >6 = amplified.
$The IM-scores of these two cases fell very close to the 2+/3+ cut-off.

© 2012 Blackwell Publishing Ltd, Histopathology, 60, 758-767.
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Table 2. Main features of InmunoMembrane (IM) web application for the analysis of human epidermal growth factor receptor

2 (HER2) immunohistochemistry

Feature Description

Robust analytical principle

Utilizes the widely accepted colour deconvolution for stain separation

Consistent and repeatable
classification

Uses positive control slide to normalize variation between staining batches
and/or image acquisition settings

Easy to use
installations

Runs within web browser, requiring no additional software downloads or

Cross-platform compatible

Supports all modern operating systems (Microsoft Windows, Linux

distributions, Mac OS) and web browsers (Windows Internet Explorer,
Mozilla Firefox, Safari, Google Chrome)

Readily usable with existing
microscopes and cameras

Adapts to various combinations of microscope objective lenses, phototubes,
cameras and resolutions and image formats

Precalibrated to match expert
pathologist's visual classification

The IM-score category cut-offs (0/1+, 2+ and 3+) are adjustable to match
user-specific classification

similar to the scoring principles described in the
literature." ImmunoMembrane is designed to be used
as a diagnostic aid by a trained pathologist. The
analysis results should always be interpreted together
with the pseudo-coloured result images and the
original histology of the slides. Although Immuno-
Membrane is intended for clinical diagnostics, regula-
tions governing the usage of automated image analysis
systems vary between countries. For example, in
Europe, no stringent regulations exist for software
medical devices, whereas in the United States the
software would require clearance from the Food and
Drug Administration (FDA).

In our validation experiment, classification of HER2
[HC by ImmunoMembrane matched very well with the
visual assessment made by an expert pathologist. The
advantages of using automated image analysis soft-
ware, such as ImmunoMembrane, include shorter
overall analysis time and improved reproducibility
and repeatability of the analysis. Moreover, by utilizing
an image captured from the positive staining control
slide as a normalization reference (as supported in
ImmunoMembrane), the inter- and intra-observer var-
iability can be decreased significantly. As with all HER2
image analysis systems, a prerequisite of valid and
consistent analysis is good-quality IHC staining. Tissue
morphology should be optimally preserved, and the
slide should be free of non-specific staining or other
well-known HER2 IHC artefacts.

Because the HER2 IHC staining itself may vary
between laboratories, we recommend that the users
calibrate ImmunoMembrane by defining the IM-score
classification cut-offs with their own data. This is

© 2012 Blackwell Publishing Ltd, Histopathology, 60, 758-767.

advisable especially for laboratories using staining kits
other than the HercepTest®, which was used when
developing ImmunoMembrane. Once calibrated, Im-
munoMembrane can be integrated readily with routine
diagnostic work. In terms of optical resolution, we
recommend using a microscope with x10 objective lens
magnification, which is used commonly in the visual
evaluation of HER2 IHC. Most of the currently used
microscope cameras (typically 1.5-4 megapixels) pro-
vide sufficient image quality for the analysis. We found
that capturing and averaging four to five image fields
per sample provides an optimal analysis result — lower
field count yielding unreliable results and higher field
count having minimal impact on the sample average.

ImmunoMembrane is based on the colour deconvo-
lution algorithm,?® which is the most frequently
applied algorithm for separating the immunostain
(brown) and the counterstain (blue) components.
Colour deconvolution is mathematically straightfor-
ward and fast to compute from a microscope colour
image (RGB). If more than two staining components
are used or the analysis requires accurate intensity
based quantification, other methods (such as the
AQUA?® or multispectral imaging) would most proba-
bly be better alternatives. Although not tested in this
study, ImmunoMembrane should be applicable to any
immunostaining localized to cell membranes, such as
truncated (p95HER2) or phosphorylated HER2, the
analysis of which may become clinically important in
the future.

ImmunoMembrane was developed using Image],
which is a public domain (i.e. completely free and
open source) image analysis software. However, a
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major obstacle in adopting Image] is the strict
security policy often applied in the clinical laboratory
computer systems, which often prohibit end-users to
download, install and/or run any external applica-
tions. To address these constraints, we released
ImmunoMembrane as a web application, which
provides an easy-to-use web interface, requires no
software downloads or installations, and can be used
in highly restricted environments. To simplify testing
and tryout of the software, first-time users can
familiarize themselves with ImmunoMembrane by
using the Basic mode, which contains only the bare
minimum set of features needed for the analysis. In
routine use, we encourage the users to switch to the
Advanced mode, which contains several additional
features, such as accurate image scale and intensity
and contrast normalization, all of which are essential
for reliable analysis.

To the best of our knowledge, ImmunoMembrane is
the first free, ready-to-use web application for analysing
HER2 IHC. The application is hardware-independent
and robust for variations in the camera settings and
laboratory-specific staining practices. We anticipate
that publicly available and open source image analysis
applications, such as ImmunoMembrane, will acceler-
ate the adoption of automated analysis techniques in
clinical diagnostics of HER2 THC. ImmunoMembrane
can be used anonymously and freely at http://jvsmi
croscope.uta.fi/immunomembrane/.
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