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Sensitivity Analysis Highlights the Importance of
Accurate Head Models for Electrical Impedance
Tomography Monitoring of Intracerebral Hemorrhagic
Stroke
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Abstract—Objective: Electrical impedance tomography (EIT)
has been proposed as a novel tool for diagnosing stroke. However,
so far, the clinical feasibility is unresolved. In this study, we aim to
investigate the need for accurate head modeling in EIT and how
the inhomogeneities of the head contribute to the EIT
measurement and affect its feasibility in monitoring the
progression of a hemorrhagic stroke. Methods: We compared
anatomically detailed six- and three-layer finite element models of
a human head and computed the resulting scalp electrode
potentials and the lead fields of selected electrode configurations.
We visualized the resulting EIT measurement sensitivity
distributions, computed the scalp electrode potentials, and
examined the inverse imaging with selected cases. The effect of
accurate tissue geometry and conductivity values on the EIT
measurement is assessed with multiple different hemorrhagic
perturbation locations and sizes. Results: Our results show that
accurate tissue geometries and conductivity values inside the
cranial cavity, especially the highly conductive cerebral spinal
fluid, significantly affect EIT measurement sensitivity distribution
and measured potentials. Conclusions: We can conclude that the
three-layer head models commonly used in EIT literature cannot
depict the current paths correctly in the head. Thus, our study
highlights the need to consider the detailed geometry of the
cerebrospinal fluid (CSF) in EIT. Significance: The results clearly
show that the CSF should be considered in the head EIT
calculations.

Index Terms—electrical impedance tomography, lead field
theory, sensitivity distribution, stroke imaging, stroke monitoring

I. INTRODUCTION

Stroke is the second leading cause of death worldwide, causing
5.5 million deaths annually. Up to 50% of stroke survivors are
permanently disabled. The public health burden of stroke is
expected to increase as the population ages, especially in
developing countries [1]. The diagnosis of stroke and
monitoring of stroke are both areas where novel methods are
needed. Here we discuss the challenges of modeling the head as
a volume conductor for 3D electrical impedance tomography
for monitoring of hemorrhagic stroke.
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There are two main types of stroke, ischemic and
hemorrhagic, with generally 80% of the cases being ischemic
and the remaining being hemorrhagic [1]. While hemorrhagic
stroke represents only a minority of the cases, it carries
significantly higher mortality rates than ischemic stroke.
Repeated bleeding and hematoma expansion are common
complications resulting in poor outcomes and increased
mortality. [2], [3]

Computed tomography (CT) is the preferred way of
diagnosing and monitoring intracerebral hemorrhage (ICH).
Magnetic resonance imaging (MRI) can also be used, but CT is
generally more available in emergency departments. Both CT
and MRI are not suitable for continuous monitoring of the
patient. If the patient’s condition changes, the only way to see
if the ICH is progressing is to transport the patient from the
intensive care unit to the imaging facilities for another set of CT
or MR images. Increased intracranial pressure (ICP) may
indicate intraventricular hemorrhage or mass effect from a large
hematoma or edema; however, it cannot provide information on
the causes. [3], [4]

Electrical impedance tomography (EIT) is a promising
imaging technique that has the potential to provide a solution
for continuous bedside monitoring for patients suffering from
ICH. While EIT doesn’t offer the spatial resolution of CT or
MRI, it has a high temporal resolution, and the EIT
measurement setups are generally portable and low-cost [5].
Thus, they could enable continuous assessment of the medical
condition [6]. In EIT, a priori information of the conductivity
distribution of the measured volume can be used to constrain
the inverse solution [7]. In monitoring ICH with EIT, this would
be patient-specific a priori information about the patient head
anatomy based on the routine CT/MRI data acquired to
diagnose the stroke.

Previous EIT brain imaging research targets have included
epilepsy [8], differentiation between intracerebral hemorrhage
(ICH) and ischemia [9], [10], monitoring progression of a
hemorrhagic stroke [11], or other conditions which may alter
the impedance of tissues inside the cranial cavity [12]. While
computational and phantom models have provided promising
results, there has been only one clinical study on the feasibility
of EIT in delivering diagnostic information for differentiation
of different pathologies such as ischemic and hemorrhagic
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stroke and tumors [12], and it had negative findings.
Differentiation of pathologies is a more challenging application
than monitoring of ICH, which is our primary interest. In this
clinical study, a five-layer (scalp, skull, cerebrospinal fluid,
grey matter, and white matter) finite element (FE) mesh with
simplified geometry layers without anatomical details such as
the sulci of the brain was used for both measurement channel
sensitivity analysis and EIT reconstruction. This underlines the
need to study the possible ways to improve the computational
models to match their real-life counterparts more closely.

Computational modeling of EIT provides a way to assess its
capabilities in detecting bioimpedance changes or to design the
measurement configurations [5]. When modeling the EIT
measurements, we can either simulate the measurements
directly and obtain electrode potentials or compute the
difference in measured voltages caused by the perturbation in
question. Alternatively, models can be used to compute lead
fields to visualize and assess the sensitivity of the
measurements [5]. The lead field theory [13], [14] provides a
powerful tool to visualize and determine the sensitivity
distribution of impedance measurement and its sensitivity to
changes in electrical conductivity in any region of the measured
domain [5]. Lead field theory has been proposed as a tool for
designing impedance cardiography [15] and micro-electrode
arrays for bioimpedance measurements [16] but is rarely
mentioned with brain EIT. Kauppinen et al. used the lead field
concept for visualizing the head EIT measurement and the
currentinjection and voltage measurement patterns ina 2D slice
[5]. Seoane et al. used a 3D head model but only calculated
sensitivity for the current injecting electrodes [17].

Overall, in most of the previous EIT head modeling studies,
relatively simple models of the head and its inhomogeneities
were used; a three-layer model with brain, skull, and brain
compartments or otherwise geometrically simplified model has
been the usual approach [10], [18]-[22], though lately some
higher detail models similar to the one presented in this article
have been developed. However, they were primarily used for a
software demonstration, and they did not use frequency-
dependent material properties [23]. Also, water tank
experiments often replicate the three-layer model setup with
skull separating the scalp and intracranial cavity, which has
homogeneous conductivity [24], [25], or use a single
compartment [26], [27].

In a recent study, Jehl et al. [28] explored the effect of
patient-specific accurate tissue modeling on stroke detection
using EIT time-difference imaging. Their seven-layer models
included scalp, skull, CSF, white matter, grey matter, diploé,
and sagittal sinus and air, closely resembling the model used in
this paper. While the utilization of anatomically structured
meshes in the linear difference reconstruction didn’t improve
the actual stroke detection, it was discovered they resulted in
better image quality. From our perspective, this would be of
interest when monitoring the progression of an existing
hemorrhagic stroke as it could make smaller changes
detectable.

In this computer modeling study, we aim to study the
capability of 3D EIT to detect intracerebral hemorrhage in the
brain and assess the importance of the anatomical details,
especially the cerebrospinal fluid, on EIT measurements. We
use the finite element method (FEM) to model the human head

accurately and use lead fields to visualize the sensitivity
distributions of 3D EIT measurements. We also compute the
measured EIT voltages to simulate the impedance measurement
and assess their detectability. We compare these in a simplified
anatomical three-layer model and anatomically accurate six-
layered model with detailed CSF and brain geometry to
evaluate the effect of the anatomical details and especially the
role of CSF in EIT. We also examine how the size and depth of
the ICH perturbation affect the sensitivities and measured
voltages.

Based on our results, we will discuss the need for accurate
modeling and the feasibility of impedance measurement for
monitoring a hemorrhagic stroke. We mainly approach the
problem from the forward problem perspective to omit the
possible bias of different inverse EIT algorithms. However, we
provide an example of how the complexity of the model affects
inverse imaging using commonly used total variation
regularized nonlinear least-squares reconstructions.

Il. MATERIALS AND METHODS
A. Lead field theory

Lead field theory states that the measured impedance Z in the
measured volume can be described by

Z= J%]_LE Judv @)

where ¢ is the electrical conductance and J, and J,; are the
current density vector fields, or the lead fields, of the current
injection and the voltage measurement leads, respectively [5],
[13]. These can be obtained by applying a unit current to both
the current injection and voltage measurement electrode pairs.
Dot product between J,  and J;; produces scalar sensitivity field
S, which expresses how sensitive the measurement is to
changes in conductivity in different regions of the measured
volume. The equation for the scalar sensitivity field

S :]_LE ’]_LI 2

was implemented in COMSOL, and the results were visualized
on a 2D slice of the 3D head models.

B. Head model and finite element mesh generation

Pre-segmented healthy human head from the Population
Head Model repository [29] was used as a basis for the head FE
models. These pre-segmented head models contained STL-
format surface models of scalp, skull, CSF, grey matter, white
matter, cerebellum, and ventricles. Thirty-two electrodes with a
diameter of 10 mm were placed on the scalp (Fig. 1). The
electrodes were selected from EEG 10-5 system based on
recommendations by Goren et al. for EIT measurements [30].
The pre-segmented surfaces were imported into Synopsis
ScanlP Simpleware for meshing. A finite element mesh of ~ 2.5
million tetrahedral elements was created. Adaptive meshing
was used to mesh regions, such as areas around the electrodes,
with higher density to improve the accuracy of the simulations.
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(b)

Fig. 1. (a) The 32 electrodes used from the extended 10-5 system are circled in red and numbered. (b) Surface of the finished FE mesh. The electrode locations
are meshed with denser mesh. (c) Cross section of the finished FE mesh displaying the different tissue layers and a spherical perturbation inside the brain.

Fig. 2. 2D slices of the 3D head models with different tissue layers visible. (a)
The six-layer model and (b) the three-layer model. A spherical 30 mm diameter
perturbation has been included in both.

Simple perturbations modeling an ICH were created by creating
spherical geometric primitives and inserting them into the pre-
segmented head model (Fig. 1 and 2). The default diameter of
the perturbation was 30 mm, and the distance to the scalp was
65 mm from the center of the perturbation. This perturbation
location was carefully selected, so it would only overlap white
matter in the six-layer model. One perturbation series was
created where the perturbation location was the same as the
default, but the diameter was grown from 10 mm to 30 mm in
5 mm steps. FE meshes were also created for different
perturbation locations where the perturbation was moved in 10
mm steps towards the temporal region of the brain with a
maximum displacement of 30 mm from its original location in
the basal ganglia region. In the six-layer model, moving the
perturbation caused some overlapping of the perturbation and
grey matter and CSF layers.

C. EIT forward model setup in COMSOL

The EIT measurements were simulated in COMSOL
Multiphysics 5.5. The electric currents physics interface from
the AC/DC-module was used as it supports alternating current
injections and the use of frequency-dependent material
properties. The frequency-dependent material properties for

different tissue layers (Table 1) were obtained from Gabriel’s
extensive work on the dielectric properties of tissues [31]. The
tissue layers included in the six-layer model are the scalp, skull,
CSF (including ventricles), grey matter, white matter, and
cerebellum. The three- and six-layer models use the same FE
meshes to avoid potential discretization-related differences in
the results. The three-layer model was built by giving each
tissue domain inside the cranial cavity the same conductivity as
the scalp. So, the finalized three-layer model comprised of the
scalp, skull, and homogeneous mass inside the cranial cavity.
When the perturbation is present in the model, it is modeled
with the material properties of blood using the Material Switch
function of COMSOL. It is worth noting that the relative
conductivity change in the six-layer model with respect to the
surrounding tissue is much larger when the perturbation is
present compared to the three-layer model. In the three-layer
model, the scalp and the contents of the cranial cavity have a
conductivity of 0.32 — 0.36 S/m depending on the frequency
used. The white matter present in the six-layer model has a
much lower conductivity of 0.06 — 0.08 S/m, while the ICH
lesion has a conductivity of 0.7 S/m. So, in the three-layer
model, the conductivity difference of the lesion and background
is just over 2:1, while in the six-layer model, the difference is
approximately 10:1. Complete electrode model (CEM) has
become the standard for accurate modeling of electrode
measurements in EIT [32]. For the electrode model, COMSOL
implementation of CEM by Fouchard [33] was used. This CEM
implementation was benchmarked against EIDORS in the paper
[33]. This CEM implementation couples both the contact
impedance and the current injection into a single Neumann
boundary condition,

—nj = e (e, vl + zeie = IE,Iv) 3)
where n - j is the normal current density, z, is the contact
impedance, i, is the injected current, ||E, || is the surface area of
the electrode, and v is the electric potential. The electrodes
defined in the imported FE mesh were numbered from 1 to 32
(Fig. 1). The electrodes were paired in 1-2, 2-3, ..., 32-1 order
to facilitate the calculation of differential voltages.

COMSOL with MATLAB LiveLink interface was used to

automate the setup of boundary conditions and probes,
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variables, material properties, current injection patterns, and
parts of the post-processing pipeline.

We selected five different current injection patterns with 1
mA alternating current to visualize the lead fields and assess the
measured voltages of different impedance measurement
configurations. Electrode pairs 1-17, 2-15, 8-27, 6-14 and 8-13
were chosen, as they provide visualization of sensitivity
patterns for adjacent (electrode pairs 6-14 and 8-13), opposite
(electrode pairs 1-17 and 2-15) and cross (electrode pairs 1-17
and 8-27) measurement patterns.

The current injections were simulated at 1000, 10000, and
100000 Hz frequencies, and the tissue impedances were
changed accordingly (Table I). While the complete electrode
model used permits the use of complex impedance for the
electrodes, the contact impedance of the electrodes was set to
have a real value of 2000 Q, which is within the acceptable
range for Ag/AgCl scalp electrodes [34]. COMSOL’s built-in
iterative BICGSTAB solver was used for solving the impedance
measurement simulation.

The 3D electric field resulting from the applied current from
the selected electrodes was simulated. The results were used to
calculate lead fields in the 3D head volume and the scalp
potentials to simulate the sensitivity distribution and EIT
voltage measurements, respectively. One pass of current
injection simulations with a single perturbation type took
approximately 2 hours with a PC fitted with Intel Core i7-8700
hexacore CPU and 64GB of RAM.

Simulations were completed with the six- and three-layer
head models with four different perturbation locations and five
sizes. Visualizations of the sensitivity distributions were
produced for both types of models with multiple different
perturbation locations. All in all, the study included 165 current
injection simulations.

Additionally, full EIT measurement simulations with 32
independent current injection patterns were performed with the
three- and six-layer models for an EIT reconstruction example.
Four sets of full EIT solutions were computed; one set of
simulations with both models set to healthy configuration (no
perturbation) and one set with both models having the 30 mm
perturbation in the basal ganglia region, typical location of ICH
originating from middle cerebral artery bleeding.

D. Post-processing the simulation results

COMSOL’s default implementation for obtaining current
densities was used to determine the lead fields of the current
injecting and measuring electrode pairs. The current density
vector lead fields of the current injecting and voltage
measurement electrodes were visualized on top of the current
density images with a magnitude-controlled distribution of

current flow lines. The dot product of these lead fields produces
the sensitivity distribution of the current feeding and voltage
measurement configuration (Equation 2). This dot product was
calculated within COMSOL.

A 2D axial slice (Fig. 2) of the 3D head model was defined
for visualization purposes. Current densities and sensitivity
distributions of different current injection patterns were
visualized on this plane. One 3D sensitivity distribution image
was included as an example (Fig. 6).

The differential voltage between the electrode pairs was
calculated in COMSOL post-processing. Differential voltage
was chosen as a measurement method to eliminate the need for
a common electrode [35].

The potential difference on the entire surface of the scalp
between a case with a perturbation and without a perturbation
was calculated for three current injections using electrode pairs
1-17, 8-13, and 8-27. Visualization of the potential difference
was rendered to show how the presence of the perturbation
affects the potential distribution on the entire scalp with the
above-mentioned current injection patterns.

The impedance measurements on the electrode potentials were
calculated using boundary probes on the electrode boundaries
of the model and solving

v, :“El—elleevdI"+zeie (4)
for each electrode boundary. Differential voltages between
electrode pairs were calculated.

The effect of the size and location of the perturbation on the
simulated differential voltages was calculated in Excel by
calculating the measurement difference between a healthy head
and model with a perturbation and its median difference of each
measurement electrode pair in all current injection patterns and
frequencies. Inaddition, the median percentage change between
the no-perturbation and perturbation situations was also
calculated.

All lead field and sensitivity distribution visualizations were
performed on 100 kHz frequency as for visualization purposes,
there was very little difference in the sensitivity distributions
between the frequencies simulated in this study.

E. Image reconstruction

The simulated full EIT measurement datasets were used to
compare the effect of the model for data simulation on
reconstructed images. Noisy realizations of the simulated
measurement data were obtained by adding Gaussian zero-
mean random noise with a standard deviation equal to 0.01 %
of the maximum amplitude of the voltages to the simulated
noiseless measurements. The standard deviation of the noise

TABLEI
DIELECTRIC PROPERTIES OF TISSUES

Scalp Skull Cerebro_splnal Cerebellum White matter Grey matter Intracerebral
fluid hemorrhage
f (Hz) 6 (S/m) & 6 (S/m) & 6 (S/m) & 6 (S/m) & o (S/m) & 6 (S/m) & 6 (S/m) &
1000 0.32 434932 0.02 2702 2 109 0.12 164358 0.06 69810 0.10 164062 0.70 5259
10000 0.34 25908  0.02 522 2 109 0.13 22535 0.07 12467 0.11 22240 0.70 5248
100000 0.36 8089 0.02 228 2 109 0.15 3515 0.08 2107 0.13 3221 0.70 5120

Material properties used in this study. Each tissue had conductivity (o) and relative permittivity () defined for every current injection frequency. [28]
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was on average 0.14 % of the absolute values of the noiseless  resulting scalar sensitivity field S visualizes the sensitivity
voltages. The measurements were simulated using a current  distribution of the four-electrode measurement setup. As the

frequency of 1 kHz. current density near the electrodes is orders of magnitude higher
Reconstructed images were computed by solving a nonlinear . -

least-squares problem regularized with isotropic smoothed total Current density (A/m?) Sensitivity «10°3

variation regularization, as in [36], by solving 0.2 = 20

o = argmin||V = U(@II? + TV(0) (5) - A\

15
where V are the measured and U(o) the forward model )
electrode voltages. The regularization term TV(o) favors 016 () V4
reconstructed images with sparse gradients and can be written — 10
as [37] 0.14
V(o) = a [o(IIVol|* + B*)¥edx (6)

0.12

where « is a weight coefficient, Vo is the gradient of the
conductivity, and g is a small smoothing parameter. A wide 0.1
range of @ and S values were tested, and the value pairs giving '
the visually best-reconstructed images were chosen for the
reconstruction comparison. When using data from the three- 0.08
layer model « = 0.1 and 8 = 1e-4 were used and when using
data from the six-layer model « = 1 and 8 = 1e-5 were used.

In the image reconstruction solution, the surface of the head fp-06
and electrode locations on the skin were assumed known — the
image reconstruction model did not utilize any of the 0.04
anatomical information of the three- or the six-layer models.
Instead, the forward solutions and reconstructed images were
computed using a non-structured head mesh. A constant initial 0.02
guess equal to the conductivity of scalp tissue was utilized in ‘
iterative Gauss-Newton minimization of the regularized : R

nonlinear least squares functional in (5). 20

Fig. 3. (a) and (b) display the current density and current density lead fields

of electrode pairs 6-14 and 8-13 respectively in the three-layer model. (c) is
Il. RESULTS the resulting sensitivity distribution. (d), (e) and (f) are otherwise the same
! setup but a 30 mm hemorrhagic perturbation is included in the model. The

A. Visualizations of current density and Sensitivity current densities and lead fields in the six-layer model with current injection
T pairs 6-14 and 8-13 is displayed in (g) and (h) with the resulting sensitivity
distributions distribution in (i). (j), (k) and (I) have the 30 mm hemorrhagic perturbation

included.

Fig. 3 displays an example of the resulting current density

fields and lead fields from electrode pairs 6-14 and 8-13. The Sensitivity
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Fig. 5. The 30 mm hemorrhagic perturbation is moved gradually towards the
temporal region in 1 cm steps. This alters the sensitivity distribution inside
the cranial cavity. Three-layer model is in the top row with (a) being the
starting position for the perturbation and in (b), (c) and (d) the perturbation is
moved towards the temporal location. (e), (f), (g) and (h) display the same
setup with the six-layer model.

Fig. 4. Examples of 3D sensitivity distributions with adjacent measurement
pattern using electrode pairs 6-14 and 8-13. (a) the six-layer model and (b)
the three-layer model.
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Fig. 6. Sensitivity distributions with three different measurement patterns in
the three- and six-layer models both with and without the perturbation. (a),

(b) and (c) have the three-layer model without the perturbation with opposite,

adjacent and cross measurement patterns respectively. In (d), (e) and (f) a 30
mm hemorrhagic perturbation is added to the model. (g), (h) and (f) display
the same measurement patterns in a six-layer model without a perturbation
and (j), (k) and (I) with a perturbation.
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than inside the cranial cavity, the measurement sensitivity is
also relatively high near the electrodes. The sensitivity values
were capped in the visualization at 0.02 and -0.02 for the 2D
slices and 0.05 to -0.05 for the 3D image as the CSF and the
scalp shunt current very effectively (Fig. 3). The sensitivity in
the CSF and scalp domains reach significantly higher values
than anywhere else in the model.

This current shunting by CSF increases the overall current
density and sensitivity inside the cranial cavity in the six-layer
model compared to the three-layer model. As the hemorrhagic
perturbation also has higher conductivity than the surrounding
tissues, it also alters the lead fields and the sensitivity
distributions inside the cranial cavity in both three- and six-
layer models.

Fig. 4 displays the sensitivity distribution of the four-
electrode measurement setup in Fig. 3 in 3D space to further
highlight the differences between the three- and six-layer
models.

Fig. 6 demonstrates how different measurement and current
injection electrode pairs produce different sensitivity
distributions inside the cranial cavity and how much the more
anatomically accurate six-layer model differs from the three-
layer model. The first simulated measurement pattern with
electrode pairs 1-17 and 2-15 shows how injecting current
through the head and measuring the voltage along the same axis
with nearby electrodes provides some sensitivity even in the
deepest regions inside the head in the simple three-layer model.
In the six-layer model, the CSF effectively shunts the current,
and the sensitivity is more distributed around the actual brain
tissue. In the middle panel of Fig. 6, the measurement and
injecting electrodes are moved to the same side of the head
(electrode pairs 6-14 and 8-13), and the images demonstrate
how this provides better sensitivity in the temporal region thus
on superficial layers of the brain in both the three- and six-layer
models. On the right column, the cross-pattern formed by
electrode pairs 1-17 and 8-27 results in equal areas of negative
and positive sensitivity inside the cranial cavity, and the pattern
of sensitivity becomes very complex.

087 g r T
| I 1 kHz
0.7} - 10 kHz
' [:hoo kHz |

$06]
S
S 0.5
L
o
$04
)
°
>
c 0.3}
8
©
o
Eo02}

0.1}

o'
0 mm- —10 mm -20 mm -30 mm-

Fig. 7. The perturbation was moved from the basal ganglia region to the temporal region in 10 mm steps in both three- and six-layer models. Five current
injections were simulated on 1000, 10000 and 100000 Hz frequencies and the differential voltages between electrodes were recorded. The median voltage
change resulting from the perturbation when compared to baseline healthy head model was calculated. On the left chart the median voltage change is
presented as an absolute value (1V) and as relative percentage change on the right.
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Fig. 8. The perturbation was in the basal ganglia region and its diameter was increased in 0.5 cm steps in both three- and six-layer models. Five current
injections were simulated on 1000, 10000 and 100000 Hz frequencies and the differential voltages between electrodes were recorded. The median voltage
change resulting from the perturbation when compared to baseline healthy head model was calculated. On the left chart the median voltage change is

presented as an absolute value (1V) and as relative percentage change on the right.

Fig. 5 depicts the effect of the perturbation location; even if
the measurement and current injection pair stay the same as in
Fig. 3, the sensitivity distributions are different due to the
different locations of the perturbation. In the three-layer model,
the cranial cavity is homogeneous except for the perturbation.
It can be observed that moving the perturbation does not
significantly affect the sensitivity as in the six-layer model.
There is a notable difference in the six-layer model when the
perturbation is moved towards the temporal region as the
insulating layer of grey and white matter gets smaller, and the
perturbation comes closer to the well conductive CSF layer,
increasing the current density lead field strength in the area of
the perturbation.

B. Contribution of perturbation to the differential voltage
measurements

The effect of the location and the perturbation size on the
simulated voltage measurement results are presented in Fig. 7
and Fig. 8.

In Fig. 7, the perturbation was located as shown in Fig. 2 in
the basal ganglia region, and then it was moved towards the
temporal region in 10 mm steps. The median differential
voltage change between electrode pairs was calculated in both
absolute value and percentage change.

The effect of the perturbation size was also calculated with
the perturbation in the same location as in Fig. 2 but now
growing progressively from 10 mm to 30 mm diameter in 5 mm
steps. These results are presented in Fig. 8. When the
perturbation size is reduced to less than 25 mm, its effect on the
voltage measurement diminishes quickly on both the three- and
six-layer models.

Fig. 10-12 display the differences in the scalp potentials
between the healthy head model and a head model with 30 mm
hemorrhagic perturbation in the basal ganglia region. These
were simulated for both the three- and the six-layer models with
opposite, adjacent, and cross current injection patterns. Overall,
both the measured voltages in Fig. 7 and Fig. 8 and the scalp
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Fig. 9. Comparison of total variation regularized reconstructions computed
using measurement data simulated using the 3-layer model (a - f) and the 6-
layer model (g-1). The first column (a, d, g, j) shows the “healthy”
conductivity g, the second column (b, e, h, k) shows the “stroke”
conductivity g, and the third column (c, f, i, I) shows the change in
conductivity g, — o, from the “healthy” to the “stroke” conductivity. The
firstrow (a, b, ¢) and the third row (g, h, i) show the true targets and the
second row (d, e, f) and the fourth row (j, k, I) show the reconstructed
conductivities. The unit of conductivity is S/m.

potential difference images Fig. 10-12 show that the more
complex and anatomically realistic six-layer model differs from
the three-layer model. In those cases, the median differential
voltages had a difference of 4.6 % between the three- and six-
layer models.
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C. Total variation regularized reconstruction

The reconstructed images are shown in Fig. 9. The top two
rows correspond to the 3-layer model (a - f) and the bottom two
to the 6-layer model (g - ). The first column (a, d, g, j) shows
the “healthy” conductivity o;, the second column (b, e, h, k)
shows the “hemorrhagic stroke” conductivity o, and the third
column (c, f, i, I) shows the change in conductivity o, — o,
from the “healthy” to the “hemorrhagic stroke” conductivity.
The first row (a, b, ¢) and the third row (g, h, i) show the true
conductivities, and the second row (d, e, f) and the fourth row
(i, k, 1) show the corresponding reconstructed conductivities.
Because of large differences in the conductivity values, the true
conductivities and the reconstructed conductivities are shown
with different colormaps.

The reconstructed images of the “healthy” and the
“hemorrhagic stroke” conductivity distributions are visually
identical for both data from the three-layer model (d and €) and
the data from the six-layer (j and k) model. In both cases, the
reconstructed images of the “hemorrhagic stroke” conductivity
distribution alone fail to show an indication of the added
perturbation. However, the subtraction images (f) and () both
indicate the “hemorrhagic stroke” correctly. Of note is the fact
that the three-layer model indicates the “hemorrhagic stroke”
with better contrast even though the true contrast in
conductivity is smaller in the three-layer model (c) than in the
six-layer model (i) with the respect of surrounding tissue. This
shows that it is easier to monitor the progression of
“hemorrhagic stroke” from the data simulated with the three-
layer model than from data simulated with the six-layer model.
This further implies that using measurement data simulated
with the three-layer model might give misleadingly good results
and that the six-layer model, or some such more realistic model,
should be used for data simulation when the feasibility of EIT
for stroke monitoring is evaluated.

IV. DISCUSSION

A. Assessment of the lead field and sensitivity visualization

The differences in the electrical conductivity of tissues
influence the lead fields. As presented in Fig. 3-6, the sensitivity
distribution of the EIT measurement changes significantly
depending on the tissues present in the measured volume. The
complex geometries of well conductive CSF and relatively
poorly conductive white and grey matter in the cranial cavity
alter the lead fields and thus the EIT sensitivity distribution
considerably. This can be seen when the six-layer model is
compared to the three-layer relatively homogenous head model,
e.g., in Fig. 3-6. In both three- and six-layer models, the skull
reduces the sensitivity inside the cranial cavity compared to the
scalp layer. In general, our three-layer model produces similar
sensitivity distributions to the simple homogeneous 2D model
used by Kauppinen et al. in their study visualizing various
current injection patterns [5].

However, in addition to the skull and the scalp also the
cranial cavity inhomogeneities are of importance. For example,
it can be seen from Fig. 3 in the three-layer tissue model; the
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Fig. 10. Difference in scalp potential with and without and perturbation
with 8-27 current injection electrodes. (a) current injection electrodes
shown in 10-5 map. Six-layer model is on the top row with axial (b),
sagittal (c) and coronal (d) views. Three-layer is on the bottom row with
axial (e), sagittal (f) and coronal (g) views. It can be seen how the three-
and six-layer models produce different results in the scalp potentials when
same perturbation is added to both models.
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Fig. 11. Difference in scalp potential with and without and perturbation with
1-17 current injection electrodes. (a) current injection electrodes shown in
10-5 map. Six-layer model is on the top row with axial (b), sagittal (c) and
coronal (d) views. Three-layer is on the bottom row with axial (e), sagittal (f)
and coronal (g) views. The difference between three- and six-layer models is
not as large as in Fig. 7 with this current injection electrode pair.
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coronal (d) views. Three-layer is on the bottom row with axial (), sagittal (f)
and coronal (g) views. With this current injection the perturbation produces
the smallest changes in the scalp potentials because the electrodes are close to
each other and most of the current is shunted through the scalp and very little
enters the cranial cavity. Still, the three- and six-layer models produce
different results.
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lead field lines are quite evenly distributed. On the other hand,
in the six-layer model, the current inside the cranial cavity
follows the well-conducting CSF, and the lead field lines are
aligned along with the CSF domain or close to it. Also, the
difference in the behavior of the lead fields between the three-
and six-layer models results in very different sensitivity
distributions inside the cranial cavity.

Fig. 6 demonstrates the same effect with two additional
current injection and measurement patterns. This implies that
the three- and six-layer models will produce different
measurement results with the same type of perturbation
regardless of the measurement configuration. The same effect
is also visible in Fig. 4, which displays the sensitivity
distribution of one measurement and injection pair in 3D space.
The effect of the CSF is apparent but also sometimes drastically
different. The CSF can either improve or decrease the
perturbation detection depending on the perturbation location
and the electrode configuration used, as shown in Fig. 5-7.

In a model with the perturbation located deeper in the brain
(Fig. 6), the sensitivity in the perturbation volume is reduced in
the six-layer model compared to the three-layer model. This is
caused by the combination of CSF conducting electrical current
very well and the brain tissue functioning as an insulator around
the perturbation.

When moving the perturbation towards the temporal region
(Fig. 5), the sensitivity in the perturbation region improves in
the six-layer model as the perturbation gets closer to the CSF,
which shunts the current.

In the six-layer model, the same current shunting behavior
was observed as in the 3D model used by Seoane et al. [17],
even if their results were determined based on two-electrode
impedance measurements impractical in actual patient EIT.

All the lead field and sensitivity distribution visualizations
lead to the same conclusions; there is a significant difference
between the three- and six-layer models. A perturbation also
causes a change in the sensitivity distribution inside the cranial
cavity compared to a model without a perturbation. In general,
this change is much smaller than the change adding CSF on EIT
forward simulation.

B. Effect of the perturbation and the model details on the EIT
measurement and reconstruction

The effect of the depth and size of the perturbation on the
simulated EIT electrode voltages isalso considerable. When the
perturbation is small and deep in the brain (Fig. 8), the median
effect on the EIT measurement is very small. For example, with
the small 10 mm hemorrhagic perturbation added into the
model, the changes in the median simulated differential
voltages generated by the realistic 1 mA current are less than 1
pV. This is just 0.01 % of the simulated differential voltage in
both three- and six-layer models and thus below the limit of the
detection capabilities with the realistic instrumentation
currently available when using scalp electrodes [38].

The relative conductivity change caused by the perturbation
with respect to the surrounding tissue in the six-layer model was
much larger than in the three-layer model. In the six-layer
model, the perturbation with the conductivity of the blood
replaced white matter, which had less than one-tenth of the

electrical conductivity. In the three-layer model, the blood had
only twice the conductivity of the cranial cavity’s tissues, but it
still produced a similar change in the measured potentials. The
sensitivity distributions in Fig. 3-6 further explain these results,
as it’s visible that the three-layer model provides higher
sensitivity in the perturbation region. So, the relatively smaller
conductivity change in the three-layer model can produce a
similar magnitude of voltage differences as measured from the
six-layer model. This is also visible in the reconstruction
example provided in the paper, as the reconstructed
conductivity change utilizing the data from the three-layer
model has better contrast than in the conductivity change
obtained from the data of the six-layer model, even if, in reality,
the conductivity change contrast was much larger in the six-
layer model. This indicates that the three-layer model might not
be optimal for assessing the capabilities of new inverse
methods.

The potential distributions on the scalp differ between the
three- and six-layer models, as seen in Fig. 10-12. As seen in
lead field visualization, the CSF shunts the current to cortical
regions. Depending on the perturbation location, the CSF may
increase or decrease the sensitivity and recorded potentials (Fig.
7). For example, CSF increased the impact of the perturbations
closer to the surface of the skull on simulated scalp electrode
potentials, leading to higher voltage differences in the six-layer
model than in the three-layer model for the perturbations closer
to the surface.

Our results imply that if a forward model is used to determine
the optimal measurement patterns, it is important to have
accurate anatomical structures, including CSF in the model.
There are notable potential differences between the simplified
three-layer model and the more anatomically realistic six-layer
model with some current injection patterns (Fig. 9). For
example, the 30 mm perturbation deep in the brain, 65 mm from
the surface of the scalp, causes approximately 0.30 % change in
the simulated differential potentials (Fig. 7). The difference
between the three- and six-layer models with the same
perturbation is 4.6 %. Our results show that the modeling error
when using a three-layer model is an order of magnitude larger
than the potential differences emerging from the perturbations.
Thus, the voltage simulation results manifest the importance of
the accurate anatomical details of the CSF and brain in
modeling the EIT measurements.

In general, the effect of the frequency on the detected
voltages was small within the frequency range used in our
simulations. The low frequencies exhibited marginally larger
percentual changes; however, the differences were minor. Also,
the lead fields were practically unaltered, so all lead field
visualizations are only shown at 100 kHz frequency.

C. Considerations for anatomical

phantoms

computational and

Our results show a significant difference between the three-
and six-layer models when it comes to how sensitive the EIT
measurement is to the perturbation. Based on these results,
using high-fidelity computational forward models would be
ideal when testing stroke EIT algorithms. Even with the robust
time-difference methods, the highly conductive CSF layer can
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mask the true conductivity change caused by the perturbation
and thus make monitoring of progression of ICH more difficult.

Currently, most of the research with water tank-type
phantoms is limited to three-layer phantoms. However, modern
manufacturing techniques employing 3D printing and casting
have been used for transcranial direct current stimulation [39]
and EIT [40] phantoms with high-fidelity anatomical details.
The 3D printable conductive polymers enable the preservation
of details of the brain. The use of high-fidelity phantoms with
detailed anatomical features beyond the three-layer model
should be more widely considered in the EIT community.
Manufacturing of high-fidelity phantoms is more labor-
intensive than using the traditional three-layer phantoms, so the
computational in silico models presented in this paper could be
used to determine what type of simplifications are justifiable for
EIT phantoms.

D. Limitations and strengths of chosen methods

This study concentrated mainly on the effect of accurate
tissue geometries inside the cranial cavity on the simulated EIT
measurements. Simplified models produce significantly
different results than the anatomically more realistic models,
where the presence of the CSF can partially mask the effect of
a hemorrhagic lesion, as shown by the sensitivity distributions
and the reconstruction examples. The lead field approach and
the analysis of the simulated EIT voltages provide a powerful
way to visualize and quantify the effects of the model errors and
the detectability of the stroke perturbations.

While the complete electrode model was used to model the
scalp electrodes, it was not configured with frequency-
dependent complex impedance for the electrodes. Additionally,
despite being frequency-dependent, the material properties in
our simulation were considered isotropic. Skull and white
matter are anisotropic, but this is usually omitted in EIT studies
[18]. The scalp was modeled as a single layer, and the skull was
a closed skull model. Further, we used spherical perturbations
instead of realistically shaped ones. However, these limitations
do not affect our modeling results’ main conclusions,
highlighting the need for accurate geometries and material
properties, especially regarding the CSF on EIT forward and
inverse estimation.

V. CONCLUSIONS

Our results highlight that the effect of the CSF on the EIT
measurement for stroke imaging is too significant to be ignored
in computational modeling. The high electrical conductivity
and the irregular shape of the CSF volume alter the EIT
measurement sensitivity distribution and the recorded voltages
as seen in comparing the three- and six-layer models.

This highlights the need for accurate modeling when
developing EIT stroke monitoring algorithms. This could pose
a problem in diagnostics; however, in patient monitoring, using
a priori information from the patient CT and MR images to
construct a proper a-priori personalized head model could
provide the solution for the challenges caused by the complex
CSF volume shape.

10

Our results demonstrate that the lead field concept provides
excellent insight into the measurement capabilities. Lead fields
can also be used to design optimized measurement strategies for
monitoring the progression of a hemorrhagic stroke, especially
when CT or MR images are available and the location of the
original stroke is known. This would allow determining the
current injection and measurement patterns that provide the best
sensitivity for that region of the brain. However, our results
showcase that correct anatomical details of the forward model
are needed for assessing the EIT measurement and the fidelity
of the inverse methods.

Overall, our study aims to clarify the need for accurate head
models for EIT-based stroke monitoring. Based on our results,
we can conclude that perhaps one of the possible reasons the
previous clinical study [12] on stroke classification ended up
with negative findings is the use of simplified geometries for
both the forward model for finding the most sensitive
measurement patterns and the inverse model for reconstructing
the EIT images.
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