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Abstract— Two model reduction methods, proper orthogonal decomposition (POD) and dis-
crete empirical interpolation method (DEIM) are applied to a finite-element model of a one-phase
transformer. The resulting reduced order model is strongly coupled with a system simulator and
the performance, feasibility and accuracy of the resulting system is studied. The results show that
the workload of evaluating the finite element model drops drastically as the amount of degrees of
freedom reduces by 99 % and the amount of involved elements reduces by 65 %. The accuracy of
the results is feasible. The time to calculate a single timestep reduces on average 75 %. The full
simulation time drops on average by 45 %. In this case the performance of the naive coupling is
bad because it introduces two nested nonlinear solvers. This reduces the total speed up of the
simulation.

1. INTRODUCTION

In the process of product development one often needs to create highly detailed models of elec-
tromagnetic devices to simulate the internal phenomena of the device. Many devices also work as
a part of some larger system and system level simulation must be done to verify the external be-
haviour of the device. This is usually obtained by generating some lumped parameter circuit model
of the device [1] by either coupling the field system directly into the circuit equations to achieve
strong coupling [2] or then solving the two systems in parallel and exchanging data between them
when needed [3].

Model reduction methods [4, 5, 6] offer a tool to extract the behaviour of the detailed system by
creating a reduced order model which approximates the behaviour of the device accurately enough
but is orders of magnitude lighter to evaluate. This enables us to couple the detailed model of the
device directly into a system simulator to help investigate the behaviour of the device.

In this paper a new approach to couple electromagnetic field equations to circuit analysis is taken.
Two model reduction methods, proper orthogonal decomposition (POD) and discrete empirical
interpolation method (DEIM) are used to create a reduced order model. The created model is then
strongly coupled to a system simulator to investigate the performance, feasibility and accuracy
of the technique. The system investigated in this paper is a one-phase EI transformer which has
a laminated core. Nonlinear behaviour and eddy currents are taken into account and the finite
element (FE) model is formulated so that hysteresis can be taken into account later on.

2. FORMULATION OF THE FINITE ELEMENT SYSTEM

In the formulation of the electromagnetic field equations we account for nonlinear material and eddy
currents. A low-frequency approximation for eddy currents in a laminated core which is described
in [7] is used. The magnetic constitutive relation is assumed to be arbitrary. The technique of
deriving an FE system with these assumptions is described in [8]. Many magnetic materials are
hysteretic which is why we formulate the equations so that hysteresis can be accounted for in
following studies. In this study we focus on the reduction techniques and the coupling between FE
system and the circuit simulator.

We are using a two-dimensional magnetic vector potential formulation where the vector potential
is A(x) = (0, 0, Az(x)) and the magnetic flux density is given as B(x) = curl (A(x)) which results
in the following partial differential equation (PDE)

curl

(
σ
L2

12

d

dt
curl (A(x)) + H(A(x),x)

)
= Js(x, t) , (1)

where σ is the conductivity of the core material, L is the thickness of a single plate in the core,
H is the magnetic field strength and Js is the source current density in the coils. We are using a
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Dirichlet boundary condition where A(x) = 0 over the whole boundary ∂Ω. In the rest of the paper
we mostly omit the notation of the spatial dependency of the fields and functions for simplicity,
i.e., we denote A(x) = A.

In (1) the first term with the partial derivative with respect to time is the contribution of the
eddy currents in the laminated core. The magnetic field strength H is a function of the vector
potential. In this form we don’t assume anything about the B-H relation.

The FE discretization for (1) results in a nonlinear ordinary differential equation (ODE) system.
To derive the ODE system we follow the method of weighted residuals and in the finite-element
derivations we use Petrov-Galerkin formulation. The ODE system can be given in matrix notation
as

T
d

dt
a + f(a) = F(t) , (2)

where T is referred to as a damping matrix, f is referred to as the nonlinear term and F is the
source term. They can be calculated elementwise as

Tij =

∫
Ω

curl (Ni) · σ
L2

12
curl (Nj) dΩ (3)

fi(a) =

∫
Ω

curl (Ni) ·H(a) dΩ (4)

Fi(t) =

∫
Ω

curl (Ni) · Js(t) dΩ , (5)

where Ni are the finite element shape functions. The equation system (2) is solved using a
Backward-Euler time integration scheme and Newton-Raphson (NR) method. For the NR method
we need to derive the residual term and the Jacobian. After time discretization the residual term
is

R(at) = T
at − at−1

∆t
+ f(at)− Ft , (6)

where ∆t is the length of the time step. The Jacobian is calculated based on the residual as

J(a) =
d

da
R(a) =

1

∆t
T + Jf(at) , (7)

where the Jacobian of the nonlinear term Jf is calculated componentwise as

(Jf(a))ij =

∫
Ω

curl (Ni) ·
∂B

∂H
(a) curl (Ni) dΩ . (8)

The term ∂B
∂H is called differential reluctivity tensor and it can be computed based on the constitutive

model. It is represented here by a 2× 2 matrix valued function of the magnetic vector potential.

3. APPLYING THE REDUCTION TECHNIQUES

Proper orthogonal decomposition (POD) and discrete empirical interpolation method (DEIM) are
applied to the equation system derived in the previous section. POD [5, 9] is originally based on
principal component analysis. The idea behind POD is to capture snapshots out of the state of
the system, arrange them into a snapshot matrix and use singular value decomposition (SVD) to
capture the largest eigenvalues and corresponding eigenvectors of the matrix. The eigenvectors
are used to form a projection mapping which reduces the state vector to some subspace whose
dimension is much smaller than the dimension of the full state space.

For time dependent systems as (2) the snapshots are taken at different time instances from the
state vector a. We will denote the snapshot matrix with S = [aµt ] and its column vectors are the
state vector values at different time instances t and different parameter configurations µ.

The model being reduced needs to be parametrized in those functioning domains where we want
to have a good approximation of the behaviour of the system. For example in our case of a dynamic
model of a transformer the parameters are chosen so that primary and secondary current frequency,
amplitudes and phases are embedded as changeable parameters. When the reduced order model is
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Figure 1: The flux densities B calculated from the four POD modes for vector potential A of the system.
All solutions of the reduced model are linear combinations of these modes.

made it will then give approximately same results as the full model with the same parameters and
inputs.

SVD decomposes the snapshot matrix S into a product of three matrices

S = VTΣW , (9)

where V contains the left singular vectors, W contains the right singular vectors and Σ is a diagonal
matrix which contains the singular values of S in its diagonal ordered from the largest to the smallest.

The projection operator Ψ : Rn → Rm is a m× n matrix where n is the original dimension and
m the reduced dimension. It is formed from the rows of the product VTΣ. To form a sufficiently
accurate reduced model we only need to pick the singular vectors that correspond to the most
dominant singular values. The tolerance limit affects the dimension m of the reduced space.

The cut-off criterion suggested in [10] is used to determine the required amount of singular
values. First we pick an error tolerance parameter ε which will be the upper bound for the L2 error
norm of the POD solution. Then we can solve the index l of the smallest singular value from

k∑
i=1+l

σ2
i < ε , (10)

where k is the total amount of singular values. Each column of Ψ can be thought of as a POD
mode and the solution of the reduced order model will be a linear combination of all POD modes
which are taken into account. Figure 1 shows all four POD modes of the reduced system produced
for the EI transformer used as an example.
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Figure 2: The FE mesh and the significant nodes picked by DEIM algorithm. As can be seen the significant
nodes are focused inside the nonlinear core in corners and near the attachment holes of the plate.

DEIM [6] focuses to reduce the workload needed to evaluate vector valued functions. It uses a
POD basis to pick the most significant elements of the vector and creates interpolation coefficients
to interpolate the less significant ones. As a result only a small number of actual elements of the
vector function needs to be calculated and the rest can be evaluated using a matrix product.

A POD basis for the nonlinear term in equation (2) is produced similarly as for the state vector.
After this the DEIM algorithm is used to pick the most significant indices. These indices correspond
to nodes of the finite element mesh. The DEIM nodes of the example transformer are presented
in Figure 2. The results of POD-DEIM procedure are the POD projection matrix U and selector
matrix P. With these mappings the nonlinear term f can be approximated as

f(a) ≈ U(PTU)−1PTf(a) . (11)

The key thing to note here is that multiplying with P just picks the most significant indices of f
and the product PTf(a) can be evaluated by only evaluating a subset of the elements of f . Term
U(PTU)−1 can be precomputed only once and reused.

When both methods are applied to (2) we end up with a reduced system. First we replace the
state with a = Ψã and then multiply the equation from left with ΨT. Furthermore we insert the
DEIM approximation of f and obtain

ΨTTΨ
∂

∂t
ã + ΨTU(PTU)−1PTf(Ψã) = ΨTF . (12)

In (12) the dimension of the state space and the workload to evaluate f has reduced greatly. We
only need to calculate those components of f which correspond to DEIM nodes. Furthermore in
NR method the dimension of the residual term and Jacobian matrix have reduced resulting in a
significant drop in amount of work when solving the next iterate. The reduced versions of the
residual in (6) is

R̃(ãt) = ΨTTΨ
ãt − ãt−1

∆t
+ ΨTU(PTU)−1PTf(Ψãt)−ΨTFt , (13)

and the reduced Jacobian is

J̃(ã) = ΨTU(PTU)−1PT Jf(Ψãt) Ψ . (14)

In (14) it is noteworthy that evaluating the matrix product PTJf(Ψãt) corresponds to picking only
those rows of the Jacobian which correspond to DEIM nodes. The dropped rows don’t have to be
computed.
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When the reduced nonlinear term and the Jacobian are evaluated the full state vector is not
required. We only need to project the nodal values of all nodes which belong to elements which
contain at least one DEIM node. It is only required to pick the necessary components from Ψã.
This can be achieved by selecting only those rows from Ψ in the multiplication which correspond
to DEIM nodes and the nodes which are involved in elements containing DEIM nodes.

4. CASE STUDY: ONE-PHASE TRANSFORMER

The theory presented in this paper was applied to a single-phase EI transformer. The transformer
was modelled so that eddy currents and nonlinear core effects were taken into account. A nonlinear
FE solver was developed using MathWorks Matlab software. The model was reduced and coupled
with a simple circuit presented in Figure 3 modelled with MathWorks Simscape circuit simulator.

Uin

R1 R2

RL

Figure 3: Simple circuit used to benchmark the coupling between FE solver and the simulator. The trans-
former was replaced with the reduced order model derived from FE analysis. R1 and R2 are the resistances
of the primary and secondary coil respectively. Uin is the feeding voltage and RL the load resistance.

The time-discretized equation system for the voltage controlled full order model is

R1i1 +
1

∆t
C1(a− ap)− Uin(t) = 0

1

∆t
C2(a− ap) + (R2 +RL)i2 = 0

1

∆t
T(a− ap) + f(a)−D1i1 −D2i2 = 0 ,

(15)

(16)

(17)

where Uin is the input voltage, i1 and i2 are the currents of the coils, R1, R2 are the coil resistances,
RL is the load resistance, ap is the solution of the previous timestep, C1, C2 are matrices which
are used to calculate the integral of the flux through the coils in the core and D1, D2 are matrices
which divide the currents of the coils evenly to the coil area of the domain.

During the benchmark calculations the developed FE solver class is used to calculate the induced
voltages from the input currents. Therefore the system of equations which needs to be solved is{

R1i1 + u1(i1, i2)− Uin(t) = 0

u2(i1, i2) + (R2 +RL)i2 = 0 ,

(18)

(19)

where u1 and u2 are the induced voltages over the primary coil and secondary coil respectively
given by the solver class. This equation system was solved with the full model at each timestep
using Matlab’s fsolve function. This made the model of the transformer work like a black box
and made it possible to easily switch between the reduced order model and the full order model to
compare results. Later the results were compared to the actual Simscape model coupled with the
reduced FE model.

The Simscape model of the benchmark circuit is presented in Figure 4. The transformer was
formulated as a subsystem presented in Figure 5 with primary coil terminals and secondary coil
terminals. The subsystem contains the connections between the physical signals of Simscape and
Simulink models. The actual transformer model connected to the Simulink environment was im-
plemented using a Matlab System block which lets the user to implement a customized class with
inputs and outputs.

The drawback of this approach is that we end up with bad performance as Simscape uses a
nonlinear solver to solve the circuit equations and the solver uses another nonlinear solver to solve
the field equations in each timestep. Although the reduced order model is lightweight to solve
having two nested nonlinear solvers will impact performance negatively.
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Figure 4: The main circuit implemented with Simscape. The primary side circuit with voltage source on
the left and the secondary side circuit with load resistance on the right. The subsystem in the middle is
presented in Figure 5.
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Figure 5: The subsystem contains a Matlab system block which calculates the reduced FE solution for each
timestep.

5. NUMERICAL RESULTS AND DISCUSSION

The generated reduced order model was benchmarked using a simple circuit into which the trans-
former was inserted. The circuit consists of a feeding voltage source and a load resistor. Numerous
simulations were made with different kinds of feeding voltages and load resistances. The speed of
the calculation was benchmarked at the timestep level and at the system level over multiple periods
of the feeding voltage.

The reduction in state space dimension was over 99 % from 593 degrees of freedom to 4 degrees
of freedom. The amount of indices to calculate from the nonlinear term f reduced from 593 to 109
which is a reduction of 82 %. Furthermore to evaluate these indices it was required to incorporate
only 389 elements out of original 1120 elements.

Some convergence issues were detected when different reduced order model instances were tested.
It was observed that if the number of DEIM nodes is too small the NR method used to solve the
equations seizes to converge. Decreasing the time step size fixed this problem in some cases. The



7

issue seemed also to be related to the parameter configurations of the captured snapshots. Different
model instances with the same reduced dimension and DEIM node amount behaved differently.
The convergence, accuracy and optimality of the reduced order models which was generated needs
further investigation.

The behaviour of the transformer was most nonlinear when the transformer was idling with
a low frequency feeding voltage. Increasing both the frequency or decreasing the load resistance
causes the flux density in the core to decrease. The largest errors in the results of the reduced
model are present in the nonlinear region. Figure 6 shows the waveforms calculated with both
full and reduced models when the input voltage is sinusoidal and pushes the core into nonlinear
region and the transformer is idling. The amplitude of the feeding voltage was

√
2 · 24 V with the

frequency of 50 Hz. A small error can be seen in the primary current I1 in Figure 6. The curves of
the load voltage are basically overlapping.
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Figure 6: The final period of the input voltage, pri-
mary current and output voltage when the trans-
former is idling.
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Figure 7: The final period of the input voltage, pri-
mary current and output voltage. Transformer was
fed with a PWM signal.

To demonstrate the limits of the generated reduced model it was used to simulate the output
voltage of a PWM modulated feeding voltage in Figure 7. The feeding voltage amplitude is

√
2·24 V

and frequency is 50 Hz. Carrier wave frequency was 2.5 kHz. The value of the load resistance was
10 Ω. The reduced order model was generated using sinusoidal currents as inputs to primary and
secondary coils. Still the model can deliver results with feasible accuracy even with extreme voltage
waveforms. The curves in both plots I1 and Uload in Figure 7 are overlapping.

The calculation times were compared with a moderate laptop computer running Matlab. The
side effects, for example memory allocations, were not factored out from these times as they are
a part of the real world computation anyway. It is clear from the reduction rates of the degrees
of freedom and involved elements that the workload of the calculation has reduced greatly. The
only difference in a reduced order model run in addition to a full model run was to pick the correct
elements corresponding the DEIM nodes from necessary terms by using Matlab logical and linear
indexing.

The mean value of the time it took to compute a single timestep using the full model was
12.6 ms. The time for the reduced order model was 3.1 ms so the single step time reduced 75 %. A
full simulation run of three periods with 50 timesteps per period took in average 186 seconds from
the full model and 102 seconds from the reduced order model. The full simulation time reduced
44 %.

The speed up rates for a single timestep are promising but for both full and reduced simulation
run the overhead of the current Simulink coupling causes bad performance. The nested nonlinear
solvers cause unnecessary many calls to the FE solver. We believe that the speed of computations
can be improved by optimizing the coupling between the systems. The difference will also become
more significant if the full order model contains more degrees of freedom.
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6. CONCLUSION

The model reduction methods POD and DEIM seem to be well applicable to nonlinear dynamic
electromagnetic problems. Furthermore they can be used to strongly couple an FE model into
a circuit simulator. The performance for this particular setup was poor. The overall speed up
compared to full model case was only 45 % but the accuracy of the reduced order model seems
good and the reduction rates were good, 99 % for the state and 82 % for the nonlinear term.
Furthermore a reduced order system like this could be plugged in any circuit simulator capable
of nonlinear circuit analysis which allows user to derive a custom component with relatively low
effort. Therefore we can conclude that model reduction is a promising technique to be applied to
couple FE models with circuit models.
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