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ABSTRACT

Cellular networks and technology have evolved substantially since the late
1970s, with successive generations bringing a variety of new features. Each
upcoming generation is better and more advanced in technology when com-
pared to the previous generation. To this end, a huge amount of research
in the field of wireless communications has been dedicated to the following
two major aspects: the increasing demand for user data rate requirements
and the exponential growth of internet-dependent devices around the world.
It is undeniable that the outcome of this phenomenon is a heavy congestion
of the available spectral resources. This has inspired the utilization of many
innovative solutions for improving the spectral efficiency in wireless commu-
nication systems by facilitating simultaneous transmission at a high data rate
without having the need for additional spectrum. Some of these technologies
include in-phase/quadrature (I/Q) modulation, multiple-input-multiple-output
(MIMO) systems, and orthogonal frequency-division multiplexing (OFDM). In
part because of these existing solutions, the spectral efficiency of wireless com-
munication has improved considerably. However, more advanced techniques
are necessary if future data transfer requirements are to be met, for example
in the sub-6 GHz band. Given this, the frequency division duplex (FDD) in
Long Term Evolution-Advanced (LTE-Advanced) has suggested carrier aggre-
gation (CA) technology as another step towards the better utilization of the
spectral resources. The CA techniques enable the utilization of multiple con-
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tiguous or noncontiguous parts of the spectrum, thus allowing for flexibility
in transmission bandwidth. By using CA, spectral resources can be combined
from the same operating frequency band (intraband CA) or from multiple fre-
quency bands (interband CA). In CA, multiple transmitters and receivers are
integrated into a single chip to reduce costs, space, and power consumption.
Additionally, the industry is moving towards low-cost radio frequency (RF)-
front-end solutions containing duplex filters with limited isolation capabilities
in order to cope with ever-increasing CA combinations. This results in the
leakage of the own transmit (TX) signal and other so-called blocker signals.
One of the challenges in the utilization of the CA is when the combined non-
contiguous signal propagates through the TX chain passing through the RF
front-end passive components, the cross-modulation of the transmitted signal
further creates unwanted passive intermodulation (PIM) products. These PIM
products in some cases may fall onto their own receiver (RX) band and may
cause receiver desensitization.

In this thesis, we present novel solutions for modeling and suppressing
PIM distortion and passive harmonic distortion (PHM) in FDD based radio
transceivers. This distortion results from nonlinear RF components and simul-
taneous transmission and reception, with a particular focus on modern carrier
aggregation networks. PIM-induced distortion terms generally have a higher
power than the weak received signal, even with state-of-the-art RF compo-
nents, because of the linearity characteristics of the passive components. Con-
sequently, it is necessary to minimize the harmful impact of such distortion,
which can be achieved by taking a variety of approaches. A simple technique
can be to decrease the transmit power or relax the receiver reference sensitivity
requirements. This is known as maximum power reduction (MPR) and maxi-
mum sensitivity degradation (MSD), respectively, for LTE-Advanced and new
radio (NR) user equipment (UEs).

In addition to preventing receiver desensitization, these approaches will neg-
atively affect coverage, so they are not very appealing. Uplink (UL) and down-
link (DL) resource allocation and scheduling can also be optimized to avoid in-
band distortion. This approach, however, will be very complex, and could also
result in reduced peak throughput and spectrum utilization. The PIM/PHM
distortion power can, however, be controlled by improving RF component qual-
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ity and isolation. Nevertheless, this solution has the drawback of increasing the
overall cost of the device. In addition, even with the more expensive compo-
nents PIM-induced distortion might not be avoided. In this thesis, we take
an alternative approach by using the original transmit data as a reference to
cancel such PIM in the transceiver digital front-end. For the generation of
an accurate cancellation signal, we derive different advanced signal models for
the observable intermodulation distortion in the receiver band that incorporate
also power amplifier nonlinearities, together with the passive component non-
linearities and the frequency-selective responses of the duplex filters. Real-life
RF measurements are conducted with an actual LTE-Advanced user equipment
(UE) transceiver system to evaluate the performance and processing complex-
ity of the devised digital cancellation and parameter estimation solutions. The
experiments show that PIM-induced self-interference is almost 20 dB above the
noise floor even while utilizing state-of-the-art RF components. However, the
results show that each of the proposed signal models and the related digital
cancellers in this thesis are able to cancel the PIM-induced interference up to
15 dB. The results also indicate that in many cases it is necessary to account for
nonlinear distortions caused by amplifiers. This is even if the individual compo-
nent carriers are combined after the amplification stage. In general, when the
nonlinear distortion of the power amplifiers is taken into account the amount
of cancellation is further improved by 4-5 dB, in contrast to the linear power
amplifier based cancellers.
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CHAPTER 1

INTRODUCTION

1.1 Background and Thesis Motivation

Driven by evolving services and applications there has been a significant
increase in the amount of data that is being shared wirelessly over the past

decades. As technology advances, an increasing amount of information is trans-
ferred over-the-air each day, demanding an increase in the efficiency of wireless
communications systems in every aspect. There is, however, a physical limit to
the amount of information that can be transferred over radio waves. Therefore,
it is imminent that in the future, existing technologies will not be sufficient
to satisfy the ever-increasing demand for wireless data transfer requirements.
Ultimately, a time will come when the available spectrum has been used as
efficiently as physically possible. Only a truly radical solution will be needed to
maximize spectrum usability efficiently. Given that, the currently implemented
systems are already unable to meet the desired data rate targets specified for
the future fifth generation (5G) networks, mainly because of the congestion of
the radio spectrum [6, 58, 68]. This is due to the fact that the spectrum in
the sub-6GHz band is the most suitable one for radio transmission because of
its better coverage properties. However, this also makes the sub-6GHz spec-
trum the most crowded and hence cannot fulfil the continuous requirement of
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Chapter 1. Introduction

data growth. Thus, to meet the demands of increased data speed while simul-
taneously better utilizing the existing spectrum resources and overcoming the
scarcity of the electromagnetic spectrum to meet the wireless data transfer de-
mands of modern society, new and innovative technologies must be developed
[38, 77, 85].

To this end, several techniques and solutions have been proposed, namely the
employment of the massive multiple-input-multiple-output (mMIMO) technol-
ogy, where the number of antennas could be increased by tens or even hundreds
[11, 17, 18, 64, 84] or alternatively, a higher centre frequency can be utilized
for communicating where the bandwidth is abundant for the time being [14,
15, 29, 83, 104]. Enhanced spectral efficiency and higher data rates are in-
deed possible with these methods that require operation in the milli-meter fre-
quency band where radio design presents unique challenges, meanwhile, there
is another fundamental approach to realize increased data rate and capacity
where wider transmission bandwidths can be utilized by aggregating spectral
resources from multiple frequency channels or bands simultaneously [26, 72].
Third-generation Partnership Projects (3GPP) introduced this technique in Re-
lease 10, also known as (LTE)-Advanced [41], also supported on 5G new radio
(NR) and later [70]. The carrier aggregation (CA) technique enables simul-
taneous transmission and reception over several contiguous or noncontiguous
parts of the spectrum. As a result, the overall transmission bandwidth can
be expanded flexibly. CA allows combining the spectral resources from either
the same operating frequency band (intraband CA) or from multiple frequency
bands (interband CA). The user equipment (UE) can also be connected to both
LTE and NR cells at a time, commonly known as LTE-NR dual connectivity,
and thus, having the ability to transmit and receive data at the same time.
The dual connectivity also helps operators improve mobility robustness and
handovers in macro/micro-cell deployments [59, 82].

An interband CA transmits signals at two or more LTE or NR bands at
the same time, with signals transmitted at each band referred to as component
carriers (CC) [26, 70]. Given the deployment scenarios, the CA can be further
categorized as CA among low-band (< 1 GHz) and high-band (> 1 GHz) carrier
frequencies, known as LB-HB CA, and CA among more similar frequencies,
known as LB-LB CA or HB-HB CA. Furthermore, in 5G NR, CA can be
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1.1. Background and Thesis Motivation

utilized at both FR1 (below 6-GHz bands) and FR2 (millimeter-wave bands)
[82]. Fig. 1.1 shows an illustrative example of CA in frequency division duplex
(FDD) with contiguous and noncontiguous inter and intraband CA.

Band 1

Band 1

Band 1 Band 2

Intra-Band Contiguous

Intra-Band Non-Contiguous

Inter-Band Non-Contiguous

Nx300KHz

Component Carrier

UL and DL resources on the aggregated resource 

consisting of two or more Component Carriers 

Figure 1.1 Carrier aggregation in FDD, with interband and intraband carrier aggre-
gation alternatives.

The CA technique enables the operators to expand the overall transmission
bandwidth flexibly, however, the increasing number of CA frequency band com-
binations poses a variety of practical implementation-related challenges for the
radio frequency (RF) front-end design and implementation, which must also
now support several RF paths concurrently [16, 47, 100]. One of the chal-
lenges from the undesired emission point of view is the nonlinear distortion
in the transmitter (TX) power amplifier (PA), which typically leads to spec-
tral regrowth around the CCs when each of the CC is amplified separately by
each PA [16]. However, when the combined noncontiguous signal propagates
through the TX chain passing through the RF front-end passive components,
the cross-modulation of the transmitted signal further creates unwanted pas-
sive intermodulation (PIM) products. PIM can create interference that will
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negatively affect receiver sensitivity and even block calls in some cases. This
interference not only affects the cell in question but can also affect the other
nearby cells. This makes PIM a serious issue for the network operators that
want to increase their network reliability and data rate capacity [16, 22, 43, 60,
70, 88].

The physical factors that can cause PIM can be several, such as the passive
components present in the radio unit front-end that typically includes for ex-
ample, connectors, switches, duplexer filters, the cable assembly and even rusty
metallic objects in the antenna near field [34, 35, 43, 98]. The PIM that is gener-
ated as a result of the presence of rusty metallic objects in the antenna near the
field is referred to as the "rusty-bolt effect" which not only affects its own oper-
ating cell but also the neighbouring cells on the same site [51]. The generated
PIM products are located at specific intermodulation (IM) subbands, which
are in fact the integer linear combinations of the CCs center frequencies, which
depending on the LTE or NR band combinations or frequency co-allocation
may fall into the RX operating band [46, 60, 62, 79, 101]. This phenomenon
is illustrated in Fig. 1.2 as an example, where the third-order IM (IM3) falls
within the DL frequencies of band B1 when 3GPP-specified interband CA of
Band 1 (1920 - 1980 MHz) and Band 3 (1710 - 1785 MHz) is used.

Other band combinations which are prone to similar problems are, e.g.,
B3+B8, B2+B4, and B5+B7. The PIM is generated after the duplexer TX
filter, meaning it only experiences the insertion loss of the duplexer RX filter.
The signal, which is substantially stronger than the desired weak received signal,
therefore, may directly go into the RX causing self-interference (SI) that could
lead to RX desensitization. Furthermore, the PIM can also couple over the air
into the RX band causing SI. The generation of PIM in the uplink band results
in the increased noise floor which in turn may lead to throughput degradation
and poor end-user experience. This problem is expected to become a serious
issue in the future with the introduction of several new band combinations.

In recent years, several 3GPP studies have identified this problem for many
LTE/NR band combinations in interband CA [1, 26, 80] and at the same time
provided some solutions to tackle the problem of PIM. These solutions include
for example, decreasing the transmit power or alternatively easing the RX refer-
ence sensitivity requirements, known as the maximum power reduction (MPR)
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Figure 1.2 Spectral illustration of the undesired PIM products with interband CA of
Band 1 and Band 3. In this example, some of the internal PIM products
hit the Band 1 receiver.

and maximum sensitivty degredation (MSD), respectively when referring to
LTE-Advanced and NR UEs [2, 24, 81]. These solutions may prevent the re-
ceiver desensitization but will negatively impact the link budget performance
and are thus not very appealing. Another solution to avoid PIM in practice
is by ensuring proper frequency planning. However, such planning is almost
impractical with the growing number of configured bands on the same radio or
on a site where FDD or time-division duplexing (TDD) radios are co-located.
Yet, another solution to reduce the power of SI would be to use highly linear
RF components with good isolation but the drawback of such a solution is that
it would increase the cost of the devices significantly. Given these facts, an
appealing solution would be to develop and deploy a digital cancellation algo-
rithm that exploits the deterministic nature of the SI to model and suppress it
in the digital front end (DFE).
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1.2 Thesis Scope

Radio interference mitigation is a well-known area and is an active research
field. The scope of this thesis is to present advanced digital cancellation so-
lutions to suppress the PIM in FDD-based transceivers originating from the
passive nonlinear RF components and simultaneous transmission and recep-
tion, with a focus on the modern CA transmission. The PIM and passive
harmonic distortion (PHM) resulting over-the-air because of the presence of
metallic objects in the antenna near the field are also briefly discussed. As
discussed above, with certain band combinations e.g., LTE-Advanced and 5G
NR mobile radio systems, the resulting PIM can fall onto one of the configured
RX band and thus block the desired RX signal. Compared to traditional solu-
tions to this problem such as reducing the transmit power which may affect the
link budget performance we develop novel digital cancellation solutions where
a replica of the interference is created from the known TX data and is then
subtracted from the original interference at the RX end to cancel it out. The
benefit of such solutions is that the interference signal can be modelled with
great accuracy taking into account the PAs and the passive components’ non-
linear characteristics and also the frequency-selective response of the duplex
filters.

As we will discuss further in Chapter 4, in this thesis comprehensive be-
havioural models of the observable PIM waveform that incorporates the joint
effects of the combined nonlinearities of PAs and the passive RF front-end
components are considered. The substantial filtering or memory effects of the
duplexer filter or the RF front-end components are also taken into considera-
tion. PIM can also arise over-the-air or at fundamental harmonic frequencies
called PHM distortion which in some cases may fall onto the RX band of a co-
located radio and hence modelling of such scenarios is also considered, where
a multiple-input-multiple-output (MIMO) antenna setup is adapted [35, 51].
To further facilitate the actual digital cancellation, efficient parameter esti-
mation methods are also derived which are built on top of the derived PIM
signal models. These include, e.g., least-squares (LS) or least-mean-squares
(LMS). The performance of the proposed cancellation methods is further eval-
uated with actual real-life RF measurements, utilizing actual NR signals and

6



1.3. Thesis Contribution and Structure

LTE-Advanced/NR UE. The obtained results indicate excellent suppression
of PIM under realistic scenarios while maintaining acceptable computational
complexity from a hardware implementation perspective. To this end, the pro-
posed digital cancellation solutions can suppress PIM, without affecting the RF
components’ linearity requirements, maintaining the RX sensitivity while also
keeping the cost and maintenance at a minimum. Furthermore, the developed
advanced digital cancellation solutions can further enable new frequency band
combinations, which may have been otherwise avoided because of the SI chal-
lenge [Publication I, Publication II, Publication III, Publication IV,
Publication V].

To achieve the goals that are mentioned above, this thesis attempts to pro-
vide an answer to the following research questions:

• RQ1. What kind of benefit do the proposed digital cancellation solutions
offer over the traditional methods such as reducing the TX power or relax-
ing the reference sensitivity requirements, MPR and MSD respectively?

• RQ2. The resulting PIM stems from the nonlinear components in the
TX chain such as PAs and the passive components and undergoes the
frequency-selective response of the duplexer filter. How accurate are the
developed signal models that mimic the SI and what is the computa-
tional complexity of the proposed parameter estimation methods and the
cancellation solutions?

• RQ3. How easy it is to implement the proposed digital cancellation so-
lutions in practice and whether they can perform efficiently in complex
scenarios such as mMIMO communication systems?

1.3 Thesis Contribution and Structure

The main contributions of this thesis are deriving a nonlinear signal model
for the PIM induced SI, which results from the cascaded nonlinearity of the
PAs and the passive components present in the RF front-end [Publication I].
Building on that, while now taking into account the PA memory effects, the
suggested digital cancellation solutions are evaluated with real-life RF measure-
ments. This is to provide evidence of the performance of the proposed cancella-
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tion method in [Publication II]. Furthermore, the computational complexity
of the proposed solutions is evaluated and a novel reduced-complexity digital
PIM cancellation solution along with self-orthogonalizing decoupled parame-
ter learning rules are presented [Publication III]. [Publication IV], builds
on [Publication I, Publication II, Publication III] and presents more
advanced PIM induced SI models. This is combined with computational com-
plexity analysis and detailed RF measurement results for the developed signal
models and digital cancellation methods suggested. Finally, [Publication V]
focuses on PHM distortion while considering a MIMO scenario, shedding light
briefly on the fact that in addition to PIM, PHM is also an issue that needs
to be addressed, especially in co-located scenarios with special band combina-
tions such as FDD/TDD. We further explore this in [Publication V] where
we consider a co-located scenario in which one radio transmits on Band 3 FDD
and another radio receives on Band 78 TDD, with harmonic distortions from
Band 3 FDD falling onto Band 78 TDD RX.

The articles comprising this thesis [Publication I-V] have been grouped
together and presented as a summary in Chapter 4, and Chapter 5 of this thesis.
Chapter 3, sheds light on the PIM problem in general in modern radio systems
and finally chapter 6 concludes the thesis.
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CHAPTER 2

NEW RADIO PHYSICAL LAYER
OVERVIEW AND CHALLENGES

The 3GPP project, completed its studies on 5G mobile communications in
its Release - 15 in June 2018 and thus laid the foundation of the commercial
5G deployment worldwide [56]. The 3GPP NR is a unified, adaptable air
interface that supports three categories of the 5G mobile communications as
defined by the International Telecommunication Union (ITU), i.e., enhanced
mobile broadband (eMBB), massive machine-type communications (mMTC),
and ultra-reliable low-latency communications (URLLC).

In this chapter, we give a basic overview of the 3GPP NR. We also dis-
cuss, e.g., the 5G NR frame structure, physical layer characteristics such as
waveforms and numerology. Furthermore, we discuss the evolution of the CA
technology in cellular networks and some basic principles. Last but not least, we
also briefly discuss the transmit signal leakage problems in FDD transceivers.

2.1 An Overview of the 3GPP New Radio

3GPP plays a key role in almost once-in-every-decade progression of cellular
networks technology, since the very first phase of the mobile standards in the
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1980’s. Each generation harvests improvements from the previous generation
and is divided as 3GPP releases. Fig. 2.1 shows the 3GPP’s evolution roadmap
from 5G (Release 15) to 5G-Advanced (Release 18).

Release 15 Release 16 Release 17 Release 18

      Release 16 evolution

• Enhancing existing 

features: MIMO, 

DSS, UE Power 

saving

• New features: 

URLLC, V2X

Release 15 work item: 

5G new RAT

Release 17 5G evolution*

Enhancing existing 

features MIMO, DSS, UE 

Power

New features: RedCap, 

MBS, NTN

Release 18 

5G Advanced

Release 18

Package 

approved

2018 2019 2020 2021 2022 2023

Figure 2.1 3GPP’s 5G technology evolution roadmap from 5G to 5G advanced.

3GPP provided a new 5G air interface in its Release 15, known as NR,
where the main focus was to address a variety of usage scenarios such as eMBB,
URLLC and mMTC [3, 23, 55, 67]. NR supports both non-standalone (NSA)
as well as standalone (SA) operation. In NSA mode, NR utilizes LTE for initial
access and handling, while in SA model NR does not rely on LTE. Other key
features of NR include low latency, flexible spectrum and high-frequency oper-
ations, among others [25]. 3GPP continues the journey towards 5G evolution
in Release 16, where several significant enhancements are introduced. These
enhancements not only improve existing features but also define new use cases
and deployment scenarios. Some of the key improvements made to existing
features include beam forming enhancements, MIMO, enhanced dynamic spec-
trum sharing (DSS), CA and UE power saving. Release 16 also addresses some
novel use cases and deployment scenarios such as enhanced industrial internet
of things (IIoT), operations in unlicensed spectrum and vehicle to anything
(V2X) communication. The functionalities proposed in NR Release 15 and 16
were submitted by 3GPP to IMT-2020 and were approved by the International
Telecommunication Union radio-communication Sector (ITU-R) in 2020.
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3GPP continues NR evolution in Release 17 and 18. The existing features
such as, DSS, MIMO, and URLLC are further enhanced. Release 17 further in-
troduces novel use cases and deployment scenarios, including reduced capability
(RedCap) UE and non-terrestrial networks (NTN). 3GPP approved the Release
18 (5G-Advanced) package in December 2021, radio access network (RAN) ple-
nary meeting [90]. Several study items were proposed in this package which
will further boost network performance and address novel use cases.

Illustratively, the NR 5G system uses the same elements as the previous
generations, i.e., a UE, RAN, and a 5G core network (5GC) as shown in Fig. 2.2.

5G UE
gNB 5G Core

RAN

New Radio New Radio -RAN

Figure 2.2 An overview of the 5G system.

The main component is the "gNB" where the "g" stands for 5G and "NB" for
node B. Node B is used for the radio transceiver since the third generation (3G)
and onwards. The gNB can be further split into the gNB-central unit (gNB-
CU) and gNB-distributed unit (gNB-DU). The gNB-CU provides support for
the higher layers of the protocol stack such as service data adaptation protocol
(SDAP), and packet data convergence protocol (PDCP) while DU provides
support for the lower layers of the protocol stack such as medium access control
(MAC) and physical layer [56]. The 5G UE is a medium of access for the end
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user to utilize the network services, while the 5G core establishes a reliable
and secure connection to the network for end users and provides access to its
services.

2.1.1 5G NR Waveform and Numerology

5G NR DL radio access is achieved via a specific version of orthogonal frequency-
division multiplexing (OFDM) called the cyclic prefix orthogonal frequency-
division multiplexing (CP-OFDM). CP-OFDM is a multicarrier and multiple
access transmission scheme, where the overall bandwidth is divided into narrow
bandwidth subcarriers which are orthogonal to each other and carry data as
illustrated in Fig. 2.3.

Subcarrier 1

Subcarrier N

O
F

D
M

Frequency

Figure 2.3 Basic concept of OFDM, Orthogonal Frequency Division Multiplexing

Similarly, each active user can be mapped to a particular subset of the
overall pool of subcarriers. By allocating a varying number of subcarriers to
each user, OFDM becomes more robust to frequency selectivity. OFDM has
been widely studied in the literature [40], and it offers various advantages over
other waveforms.

OFDM is considered to be highly spectral-efficient. Spectral efficiency is
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essential for meeting the demands of an increasing data rate. OFDM is also
more robust towards channel time selectivity and channel frequency selectivity
compared to the single carrier frequency division multiple access (SC-FDMA).
The channel time selectivity is due to the motion of the transmitter or the re-
ceiver. The frequency changes due to the Doppler effect depend on the relative
motion of the source and the receiver and on the speed of the propagation of
the wave, which is dependent on the channel frequency. Channel time selec-
tivity is a crucial factor in high-speed scenarios. This is usually not a concern
at lower frequencies, however, at higher frequencies channel time selectivity,
which is hugely dependent on the channel frequency is a critical performance
indicator. OFDM can be made robust to channel time selectivity by choosing
proper subcarrier spacing. OFDM is also robust towards channel frequency
selectivity which makes it an excellent choice for scenarios where a signal with
large transmission bandwidth is propagated over a wireless channel. In CP-
OFDM, some information from the end of an OFDM frame is taken and it is
appended to the start of the same OFDM frame while keeping the length of
the CP wider than the channel delay spread. This overcomes the inter-symbol
interference (ISI) that may result from delays and reflections.

One of the drawbacks of the OFDM transmission scheme is that simultane-
ous transmission of multiple subcarriers leads to variation in the instantaneous
transmit power i.e., a large peak-to-average power ratio (PAPR). A lower PAPR
is essential for power-efficient transmissions. When the amplitude of the OFDM
signal is greater than the linear range of the PA, the PA may operate in the
nonlinear region, thus leading to nonlinear distortion. However, high PAPR
can be significantly reduced by well-known PAPR reduction techniques and
thus improve the performance of the PA operation [65, 86, 89].

In the uplink NR utilizes both CP-OFDM and single carrier waveforms. Sin-
gle carrier waveforms are very useful at higher frequencies as they are very power
efficient. Single-carrier waveforms can be further divided into two categories,
which are the discrete Fourier transform single-carrier OFDM (DFT-s-OFDM)
and pure single-carrier. Pure single-carrier waveforms have low PAPR com-
pared to DFT-s-OFDM and OFDM. It should be noted that the PAPR depends
on the modulation order and a direct comparison between different waveforms
may be vague but in general, single carrier waveforms have low PAPR. Pure
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single-carrier waveforms are also more robust to phase noise and Doppler shift
with high power efficiency but they do not allow for adequate resource spec-
trum utilization. They also require a more complex receiver design as it does
not allow frequency domain channel equalization, has lower compatibility with
MIMO, and is less spectrally efficient in general. DFT-s-OFDM, has better
frequency domain equalization compared to pure single-carrier waveforms. It
offers better scheduling flexibility and is compatible with MIMO. DFT-s-OFDM
has lower PAPR compared to OFDM but not as low as the pure single-carrier
waveforms [39]. These properties of the DFT-s-OFDM make it a good choice
for uplink (UL) and downlink (DL) transmissions in NR at higher frequencies,
particularly for UL transmission where power efficiency is a key factor.

The 5G NR is able to handle several use cases and support a wide range
of carrier frequencies thanks to its unique feature of supporting a wide range
of subcarrier spacings (SCSs). 3GPP Release 15 has defined two different fre-
quency ranges with different numerologies The frequency range 1 (FR1) which
is defined for carrier frequencies (CFs) 410 MHz – 7.125 GHz and supports
SCSs of 15/30/60 kHz and the frequency range 2 (FR2) defined for CFs 24.25

GHz – 52.6 GHz and supports 60/120/240 kHz SCSs. These numerologies have
a great impact on the performance of the system. For example, if the subcar-
rier spacing SCS is increased for a given fast Fourier transform (FFT) size, the
bandwidth and the symbol rate increase and thus faster processing are required
in the transceiver. The time duration of the CP decreases with the increasing
SCS, however, this does not always affect the ISI as the channel delay spread
for narrow beams at higher frequencies is very small. However, too short CP
may become a problem for beam-based transmission if the channel delay spread
is almost equal to the CP length. Lower SCSs are useful when it comes to CA
and enable better use of legacy systems. Table I shows some of the supported
transmission numerologies [4, 5, 40, 92, 103].

2.1.2 5G NR Frame Structure

In the time domain, the length of an NR subframe is 1 ms. Each subframe is
composed of 14 OFDM symbols while using a 15 kHz SCS and a normal CP
length. A subframe is made up of an integer number of slots each containing
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Table I 5G NR WAVEFORM NUMERLOGIES AS DEFINED BY 3GPP.

Numerology µ Nslot
symbol N frame

slot Nsubframe
symbol

0 14 10 1

1 14 20 2

2 14 40 4

3 14 80 8

4 14 160 16

14 OFDM symbols. Each slot can carry control or channel signals either at
the start or the end of the given OFDM symbols as illustrated in Fig. 2.4a
and Fig. 2.4b. In the frequency domain a full carrier BW is characterized by a
resource grid as illustrated in Fig. 2.4c. A resource grid represents information
in terms of the number of allocated PRBs and subcarriers in a PRB.

This flexible design allows gNB to quickly allocate resources for URLLC
when a data with high data rate arrives. It is also possible for the OFDM sym-
bols to be all UL or all DL or have at least mix one UL and DL part allocation.
These features make time division-multiplexing (TDM) in NR more flexible
compared to LTE. Additionally, NR introduced the concept of a mini-slot for
very small-size packet transmission. Each mini-slot is able to carry UL/DL
signals or part of each at the beginning or end of the OFDM symbol(s). A
mini slot is the smallest unit of resource allocation/scheduling. In NR different
SCS with the same CP overhead can be multiplexed together within a sub-
frame, Fig. 2.4b. However, to maintain the 1 ms duration of a subframe, there
needs to be symbol boundary alignment within a subframe. Therefore, for SCSs
larger than 15 kHz the sum of these symbol durations including the CP length
must be equal to the symbol duration of one symbol of a 15 KHz subcarrier.
Similarly, for SCSs lower than 15 kHz, the sum of OFDM symbol durations of
a 15 kHz subcarrier should equal 1 symbol duration of SCS less than 15 kHz.

In the frequency domain, the basic scheduling unit in the 5G NR is a physical
resource block (PRB). A PRB is composed of 12 subcarriers, where all the
subcarriers are of the same spacing and CP overhead. Since NR supports
multiple SCSs the range of the PRBs bandwidths also varies. The boundaries
of the PRBs must be aligned when PRBs of different bandwidth ranges are
multiplexed in the time domain. Therefore, in NR PRBs of the same bandwidth
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Figure 2.4 Frame structure of the 5G new radio.

range form a PRB grid, as shown in Fig. 2.4c [30, 37, 54].

2.2 Carrier Aggregation and 5G NR

To meet the increasing demand for higher peak data rates by users and im-
proved cell coverage, efficient bandwidth utilization is essential [82]. To fulfil
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these demands the concept of CA was introduced in LTE Release 10. CA is a
technology introduced to increase data capacity, peak data rates, and network
performance. CA allows efficient spectrum utilization by combining the CCs
either from the same frequency band or different frequency bands into one sin-
gle aggregated channel [59, 82]. It also enables the aggregation of FDD and
TDD, as well as licensed and unlicensed spectrum.

In CA, as specified by 3GPP the carriers can be aggregated in three different
ways:

• Intra Band Contiguous CA: In this scenario, the CCs are aggregated con-
tiguously within the same frequency band. It is a rare scenario however,
with the introduction of new spectrum bands in 5G NR such as 3.5 GHz
such allocation is made possible. Since the contiguous channels are from
the same band, this type of CA is the easiest when it comes to hardware
implementation.

• Intra Band Non-Contiguos CA: In this scenario, the CCs are aggregated
non-contiguously but within the same band. The middle carriers are
usually loaded with other users or utilized when network sharing is con-
sidered. The channels are of different or the same sizes within the same
frequency band.

• Inter Band Non-Contiguous CA: Inter band non-contiguous CA is achieved
when the CCs are combined from different frequency bands,e.g., 5G NR
Band 1 and Band 3 (B1+B3). In this scenario, the channels are of the
same size but in different frequency bands.

CA technology is critical and plays a major role in the coexistence of fourth
generation (4G) and 5G, by allowing operators to combine different 4G and 5G
carriers [41, 67, 74, 87].

2.3 Transmitter Architectures and Carrier
Aggregation Challenges

There are a variety of challenges and complexities associated with CA transmit-
ter architecture depending on where the CCs are combined in the transmitter
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chain. Given a dual-carrier scenario, i.e., CC1 and CC2, there are three possible
options to combine these CCs as shown in Fig. 2.5.
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Figure 2.5 Three possible TX architectures for a dual-band CA in 5G NR. An I/Q
upconversion based TX architecture is assumed in each case.

• Combining the CC1 and CC2 already at the digital front-end. This is a
feasible scenario in the case of intraband contiguous CA. In general, it is
possible also in intraband non-contiguos CA scenario. However, a higher
sample rate would be required.

• Combining the CC1 and CC2 at the RF, right before the PA. This is a
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suitable scenario in case of intraband non-contiguous CA and interband
CA, when the bands are not far apart from each other thus making it
possible to use a single dual-band PA.

• Combining the CC1 and CC2 at the RF after the PA amplification stages.
This is a feasible scenario in case of non-contiguos intraband CA and
interband CA.

2.4 Interference Problems in CA-based Cellular
Transceivers

In CA based cellular transceivers interference can occur at many levels and
in many forms. The interference can occur for example, at the network level,
inter-cell level, or chip level such as within the integrated circuit of a UE. In this
thesis, we mainly focus on the topics related to chip-level interference, which
may occur in the modern RF transceivers, especially the distortion caused by
PIM. In general, the receiver is treated as a victim, while the TX signal, on-chip
clocks, and other blocker signals are treated as aggressors.

Within the past two decades, cellular transceivers have undergone a re-
markable transformation to meet industry demands for high performance while
retaining a small area and low power [10]. The superheterodyne receiver has
been the receiver of choice for cellular UEs for many years because of its supe-
rior performance [9]. A superheterodyne receiver down-converts the incoming
RF signal into an intermediate frequency (IF) for amplification and channel
selection filtering. Then, in the next step, the filtered signal is down-converted
to the baseband, i.e., centred around the direct current (DC), where the signal
is demodulated and quantization is carried out. However, the disadvantage of
this architecture is that the unwanted image signal that lies at the IF frequency
offset to the LO will also fold into the desired received signal after the initial
down-conversion stage. To overcome this problem, in front of the IF down-
conversion filter, an off-chip, bulky image rejection filter is deployed to block
the unwanted image signal and this is not desirable.

To this end, the direct-conversion receivers (DCR) or the homodyne receiver
started to gain popularity in the early 1990s [9]. In this type of receiver, the
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received RF signal is down-converted to the baseband in a single step, i.e., by
programming the LO signal to the carrier centre frequency. As a consequence,
the unwanted image signal problem that exists in the superheterodyne receiver
is now alleviated and with some digital correction, it is possible to remove
the remaining unwanted image. However, the DCR architecture has several
cons in some areas where the superheterodyne is more resilient. For example,
the down-conversion is performed directly at the RF, therefore, the design of
the receiver for minimum amplitude and phase mismatch is essential. Any
mismatch between the phase and amplitude will lead to in-phase/quadrature
(I/Q) imbalance in the receiver. Furthermore, due to the distortion of the
receiver, second and third-order intermodulation products are generated by the
unwanted signals which may fall near the DC and interfere with the down-
converted signal.

The sensitivity of DL is another challenge related to CA. In designing the
duplexer for the CCs, the interference at the DL and the uplink UL should
be taken into account. If the frequency separation between the two CCs is
very large and an additional duplexer/diplexer or multiplexer is required it will
increase the cost of the device as a multiplexer is expensive to develop and it
will also increase the area of the component board. This is a serious issue in
CA based FDD transceivers [71, 72].

2.5 Transmit Leakage Induced Interference
Problems in CA-based Transceivers

As discussed in Section 2.1, 5G supports two duplex modes, i.e., FDD and
TDD [32, 76]. 5G NR FDD enables full duplex operation meaning that both
TX and RX are operating at the same time but are transmitting and receiving
on different frequency bands. This makes the FDD operation more challenging
as enough isolation is required between the UL and DL signal to avoid the
strong TX signal leaking into the receiver band causing receiver desensitization
[50, 78]. To connect the TX and RX to the same antenna it is essential to ensure
adequate isolation between them. This is commonly achieved with a duplexer
filter. To support a wide dynamic range of transmit and receive signals, a
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duplexer filter is composed of two bandpass filters. In the TX path, the duplexer
bandpass filter suppresses the out-of-band (OOB) emissions, which commonly
result from the PA noise present on the transmit path. On the receiver side,
the duplexer bandpass filter suppresses the strong transmitter in-band signal.
The restriction on the device size such as a UE, does not allow for designing
a duplexer filter that has a good TX-RX isolation. Furthermore, the cost that
comes with the utilization of extremely linear components such as PAs is not
sustainable. The duplexing distance is becoming even narrower due to the
introduction of new frequencies in 5G and NR and the excessive use of CA, in
particular the non-contiguous CA. This has also been recognized recently in [21,
28, 46, 48, 49, 91]. The problem of transmit signal leakage is briefly addressed
in the following Sections. These Sections cover the TX spectral emissions due
to nonlinear PA and TX induced leaks at their own RX.

2.5.1 TX Spurious Emissions at Own RX Band due to a
Nonlinear PA

There are three different kinds of undesired emissions that result when a non-
contiguous CA signal is applied at the input of a single nonlinear PA. These
unwanted emissions affect three different regions of the spectrum. The first kind
of emission is in the in-band, i.e., right on top of each CC, which degrades the
transmit signal quality, which in turn means it degrades the in-band error vector
magnitude (EVM). The second kind of emissions are the OOB emissions, which
are emitted in the nearby channels and cause interference to the neighbouring
users, that is to say, it degrades the adjacent channel leakage ratio (ACLR).
The third kind of unwanted emissions are those that are emitted beyond the
spurious domain, outside the adjacent channel region, as illustrated in Fig. 2.6.
These kinds of emissions can violate the emission limits or can also lead to RX
desensitization.

21



Chapter 2. New Radio Physical Layer Overview and Challenges

Upsampling, D/A, Filtering, I/Q 

upconversion

I/Q downconversion, Filtering, A/

D, CSF

𝑓1 𝑓2 

Desired 

RX signal

𝑓1 𝑓2 

Spurious

 emissions

OOB 

emissions RX 

Signal

F
ro

m
 T

X
 

B
aseb

an
d

T
o

 R
X

B
aseb

an
d

Nonlinear

PA

LNA

D
u

p
lex

er w
ith

 lim
ited

 

iso
latio

n

𝑓𝑅𝑋  𝑓T𝑋  

T
X

  L
eak

ag
e 

S
ig

n
al

f

f
f

In-band

emissions

Figure 2.6 Spectral illustration of undesired PA emissions, In-band, OOB and spu-
rious emissions at the RX band due to a limited finite isolation duplexer
filter.

2.5.2 TX Induced Leakage at Own RX due to Nonlinear
Passive Components

Continuing from the previous Section, in FDD transceivers, besides violating
the general spurious emission limits, the generated spurious components can
fall into one of the RX bands. This can lead to receiver desensitization. Fur-
thermore, in addition to PAs, the nonlinear passive components present in the
TX chain at the DFE, can generate PIM distortions which in some cases may
fall into the RX band and also contribute to receiver desensitization. Consid-
ering a 5G, NR interband CA example, in which the two CCs from band 1
and band 3 after being presented to the nonlinear passive components undergo
PIM distortions, where the 3rd order PIM distortion may fall onto the RX
band and thus lead to RX desensitization [Publication I-IV]. In addition,
the PIM distortion can also couple over-the-air into RX band, if there are for
example rusty metal objects in the antenna near field or from nearby antennas
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in MIMO, scenarios [35, 51, 52],[Publication V]. As discussed in Chapter 1,
there are several methods to mitigate PIM distortions such as MPR, MSD or
increasing the TX/RX isolation of the duplexer filter. However, all these meth-
ods are costly and drastically affect the performance of the whole system. An
alternative and efficient solution is digital cancellation of the PIM distortions.
In this case, a replica of the interference is created from the known TX data
and is then simply subtracted from the received signal. Before We dive into the
topic of digital cancellation of PIM distortion, We will discuss PIM distortion
in detail in the following chapter.
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CHAPTER 3

PASSIVE INTERMODULATION
DISTORTION IN RADIO

SYSTEMS

Linearity is a fundamental concept in physics, mathematics and more. The lin-
ear relationship in mathematics and science refers to a direct and proportional
relationship between two variables. This relationship can be described by a
straight-line equation in which one variable changes as the other does. The
general form of a linear relationship between two variables, let’s call them "x"
and "y" is expressed by the equation:

y = mx+ b.

where "y" is the dependent variable, "x" is the independent variable, "m" is
the slope of the line indicating how much "y" changes for a unit change in
"x" and "b" is the y-intercept, indicating the value of "y" when "x" is zero.
On the other hand, a nonlinear system is one where the output is not directly
proportional to the input. This can be elaborated by a simple equation:

y = x2.
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3.1. Fundamentals of the PIM distortion

where "y" is not directly proportional to "x2", i.e., if x = 2, y = 4, but when
x = −2, "y" is still equal to "4".

As discussed in Chapter 2, to meet the increasing demands for higher data
rate 5G tends to utilize larger bandwidths, which in turn put stringent require-
ments on the linearity of the RF components present in the transceiver systems.
Intermodulation distortion (IMD), occurs when two or more signals are input
to a nonlinear system, such as in the case of CCs in a CA based system. In
such a scenario, the output of the system will not only consist of the original
signal frequencies but also the sum and difference frequencies of the input sig-
nals together with their harmonics. That is to say, e.g., if a nonlinear system
has two signals at the input at frequencies f1 and f2, the nonlinearity of the
system will give rise to various nonlinear products at the output such as f1+f2,
f1 − f2, 2f1 − f2, 2f2 + f1, 2f1, 2f2, as illustrated in Fig. 3.1, which are also
known as the 2nd order intermodulation products, 3rd order intermodulation
products and harmonics respectively [69, 75].

For a nonlinear system if the source of the nonlinearity is a passive com-
ponent or device the nonlinearity is then termed as PIM distortion or PHM
distortion [20, 22, 28, 35, 36, 43, 44, 49, 51, 98], [Publications I-V]. Before
we dive into the details of the sources of PIM distortion, let’s first briefly review
the fundamentals of PIM distortion.

3.1 Fundamentals of the PIM distortion

Transceivers using FDD have a serious problem with intermodulation distortion
when IM frequencies generated at the RF interface, fall onto one of the RX
bands. This can lead to partially or completely blocking the desired received
signal if the power of the IM distortion is stronger than the received signal
thus hampering the signal quality. PIM distortion follows similar behaviour
as IMD, however the term passive, since they are generated by the nonlinear
passive components. Therefore, it is sufficient to explain PIM in the context
of IMD. To elaborate further on IMD mathematically, consider a simple case
where the input signal is denoted as xi, where "i" is the number of tones. The
input signal xi in this case is composed of two tones with frequencies f1 and f2
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and an amplitude of A1 and A2, which can then be written as,

xi(t) = A1 cos(2πf1t) +A2 cos(2πf2t) (3.1)

This signal is then subjected to a nonlinear system, a system whose transfer
function is given by nth-order power series with coefficients C1, C2, C3,... The
output signal Xo of the nonlinear system is then described as,

Xo(t) = C1Xi + C2X
2
i + C3X

3
i + ... (3.2)

Based on (3.2), it is obvious that the larger the C-th coefficient, the more
dominant is the nonlinear term. Expanding the series further using trigonomet-
ric identities and the Binomial/Multinomial theorems, several other new terms
and different frequencies are generated [73]. It should be noted that (3.2) is
in fact an approximation derived from Weierstrass Approximation Theorem,
which states that polynomials offer a uniform approximation for continuous
real-valued functions over a finite interval.
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Figure 3.1 Frequency spectrum of intermodulation components in a nonlinear sys-
tem
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3.1. Fundamentals of the PIM distortion

The resulting frequency components are either harmonics of the original sig-
nal or IM distortion of various orders which results from the sum and difference
of the original frequencies. This phenomenon is illustrated in Fig. 3.1 which
shows an example of the output spectrum of a nonlinear system when it is
subjected to signals with frequencies f1 and f2.

Besides the centre frequencies, other significant aspects that must be taken
into consideration for a nonlinear communication system are the bandwidth
(BW) and power of the signal. The BW of the IM products is wider than the
original input signal bandwidth and is scaled according to the order of the IM
component. For example, if the input signal BW is 5 MHz, the corresponding
3rd-order IM signal will have a BW of 15 MHz.

Nonlinear Function

Figure 3.2 Frequency spectrum of the 3rd order IM products illustrating the band-
width of the IM products is 3 times the bandwidth of the fundamental
frequencies

The BW of corresponding IM components will be the order of the IM com-
ponent times the BW of the input signal if two carriers have the same BW as
illustrated in Fig. 3.2. This can be generalized as in (3.3), where m and n are
integer coefficients respectively.

BWIM = |n|BW1 + |m|BW2 (3.3)
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Fig. 3.2, also shows in-band and out-of-band distortions which are the un-
wanted changes or alterations within the same frequency band or distortions
that occurs outside the frequency band of the original signal. Both in-band
and out-of-band distortions can adversely impact the quality and integrity of
communication or signal processing systems. It’s essential to identify, mitigate,
and minimize these distortions to ensure reliable operation and high-quality
signal transmission.

The power of the IM products is also a crucial aspect and cannot be ignored.
When the power of the input signal is low the power of the IM frequency compo-
nents is very small. When the input power is increased by 1 dB the (IM3) power
increases by 3 dB. Fig. 3.3 shows the third-order intercept point (IP3), which

IP3 (dBm)

IP2 (dBm)
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1:1
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Figure 3.3 Illustration of intersection points (IP) of the 2nd and 3rd order IM prod-
ucts with the desired output power. The dashed lines represent the the-
oretical slope from the calculation whereas the full line represents the
actual plots respectively.

is an intersection point between the theoretical line of the output IM3 signal

28



3.2. Classification of PIM Sources

and the desired output power. One can argue that IP3 is the most important
specification of a receiver dynamic performance as it predicts the performance
regarding intermodulation, cross-modulation and RX desensitization [19].

3.2 Classification of PIM Sources

The first investigations regarding PIM date back to 1980-90, when it was iden-
tified as a potential source of interference in analogue radiocommunication sys-
tems: [34, 45, 61]. However, with the increasing demands for efficient spectrum
utilization and the adoption of wideband multicarrier communications such as
CA, tackling PIM distortion has now become even more challenging. In gen-
eral, PIM distortion can be divided into three types: design PIM, where PIM
is generated because of how the designers have selected the components to be
used in the system, e.g., the quality of the components, size, power, rejection
and PIM performance trade-offs. The second one is the assembly PIM, where
PIM is generated because of how the system ages over the years. Materials
quality, layout, and stability all contribute to PIM as they age. The third one
is the "Rusty-Bolt" effect, where the TX signal can produce PIM when reflect-
ing from nearby surfaces in the antenna near-field. Such interference can couple
into the RX band and can cause RX desensitization [Publication-V].

Overall, the PIM distortion sources can be divided into two categories, i.e.,
within the radio system called the internal PIM sources and outside the ra-
dio system called the external PIM sources. In this thesis, we examine both
internal and external sources of PIM when modeling PIM nonlinearities. There-
fore, the following subsections provide descriptions of the main PIM generation
mechanisms. These sources are not directly used in developing the PIM models
discussed later in this thesis but aims to offer the reader insights into these
distinct sources.

3.2.1 Internal PIM Sources

In FDD transceivers PIM is caused by several mechanisms, which include elec-
tron tunnelling, thin dielectric between metallic contacts, nonlinearities related
to dirt and small particles on metal surfaces, electro-thermal (ET) cohesion and
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memory effects due to ferromagnetic and ferrimagnetic materials.
Contact mechanisms in RF components have always been thought of as

the primary source of internal PIM in modern radio communications systems
[88, 99]. However, recent research shows that dirt particles on metal surfaces
and ET cohesion are also major factors contributing to PIM distortion. The
discussion of the internal sources of PIM in the following Sections will focus on
contact mechanisms and ET. This is because the physics of contact mechanisms
can help explain why corrosion over time can also generate PIM.

3.2.1.1 Contact Nonlinearities

The nonlinearity in metal contacts is one of the major internal sources of PIM
products. There are two types of physical metal contact scenarios that can oc-
cur: metal-insulator-metal (MIM) and metal-metal (MM). Each of these con-
tacts has various nonlinear mechanisms of its own. Phenomenons like electron
tunnelling, thermionic emissions, and Corona discharge are more likely to hap-
pen in MIM structures. MM structures on the other hand can form diode-like
junctions due to variations in metal work functions caused by thermal processes
such as expansion and thermal fluctuations [98]. These two types of contacts
can happen in several ways, especially as they are impacted by the surface and
pressure on both ends of the contact.

During fabrication, it is almost impossible to obtain a completely smooth
surface on the termination of radio components. When two radio components
are coupled, both metal surfaces have multiple peaks in random positions and
a local oxide or sulfide layer covers them on a microscopic level. This thick-
ness depends on the type of metal that is used but is usually in the nanometer
range. Contacting two metals at this level is almost identical to contacting two
needles that have different lengths. Therefore, a contact can be viewed as a
combination of both form and structure. By increasing the pressure, mechani-
cal deformation occurs, resulting in more microasperations and expanding the
"original" area. Fig. 3.4, illustrates the physical situation in which the current
is confined to flow via the microasperities connections, where at high frequencies
the current effectively hugs the contacting surfaces and the pattern of the flow
of current changes. This change in the current pattern has serious implications
for connector design and material selection.
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Figure 3.4 Confinement of current in the connections between microaspirities

These mechanisms can be found throughout the RF network, including radio
transceivers, transmission lines, mobile units, and metallic junctions and hence
cannot be ignored. These mechanisms become even more severe, especially at
gNB where high transmit power is utilized.

3.2.1.2 Electro-Thermal PIM Sources

In modern radio communication systems, the transmit power at the gNB in DL
is very high since a large service area needs to be covered. Transmit signals
with very high power may cause electro-thermal effects which may also in turn
lead to the generation of PIM. When a modulated RF signal is travelling, it
may experience time-varying linear conductivity due to changes in both the
thermal and electrical domains. This may also lead to the formation of PIM
distortion. The generation of PIM due to ET conductivity is also one of the
key contributing factors to the increasing problem of internal sources of PIM.
The science behind this is explained in the following subsection.
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3.2.1.3 Distributed Sources of PIM

The passive nonlinearities in modern radio systems can be further categorized
as lumped, in which there is one major source of PIM, like MM contacts, and
distributed, where the sources are scattered throughout the whole infrastruc-
ture. In the base stations, the weak passive nonlinearities generated due to
the ET effects and behave like PIM sources are spread throughout the system.
This is similar as MIM situation. The influence of the temperature on the con-
ductivity causes significant electrical distortion in the microwave elements and
because of the ET phenomenon, the distributed PIM sources are sometimes
referred to as a nonlinear transmission line (NTL) [98].

The PIM distortion in an NTL is caused by multiple singular elements in
the transmission line. In practice, each of the singular elements is a nonlinear
generator whose signal power is proportional to the impedance which also varies
throughout the line as illustrated in Fig. 3.5. There are two electric fields
generated at each point, forward and reverse. The reverse electric field is,
however, negligible after length, δz = λ/4, where "z" is the impedance and "λ"
is the signal wavelength. PIM can however be flowed back at the termination
of the line.
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Figure 3.5 The sequential increase in PIM’s signal strength due to the generated
fields in nonlinear consecutive points in the transmission line.
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3.2.2 External Sources of PIM

Up till now, the discussion has been focused on internal nonlinear triggers as
the sources of PIM. However, the PIM problem extends beyond the internal
components of a radio system. PIM distortion can also be generated externally
by unpredictable and uncontrollable sources. In either scenario, indoor or out-
door, the external sources of PIM may result in the problem of self-interference
and therefore, it highlights the issues related to the external sources of PIM.
Generally, metallic objects in the antenna near-field such as street lamps, rusty
metal objects, electric transmission lines, lamps, ceiling lights, and ceiling fans
may generate PIM [13, 61, 102] [Publication-V]. If any of these objects lie
directly in the line of sight of the incident wave the reflection of the wave from
the object’s uneven surfaces may result in IMD products, which in some cases
may fall onto the receiver band of the same antenna or a co-located antenna. In
an FDD system, the TX and RX operate simultaneously and are connected to
the same antenna. In a co-located scenario where multiple radios are operating
at the same time and on different frequency bands, especially while utilizing CA
technology, the resulting passive nonlinearities in some cases may fall on one of
the RX band and thus lead to receiver desensitization as also discussed at the
beginning of this Chapter. The science behind some of the external sources of
PIM is discussed in the following subsections.

3.2.2.1 Reflection on Metal Surfaces

Reflections from metal surfaces, "metal flashing" in the RF path can generate
PIM. In fact, any finite (naturally occurring rare earth metal) metallic or di-
electric component in the beam’s path can generate PIM. Fig. 3.6 shows an
example where a radio is transmitting in the direction of a metal sheet. The
incident waves are reflected from the nonlinear metallic surface. The scattered
electric field from the metal surface can be calculated by the physical optics
(PO) approach. PO is a well-known and effective method for high-frequency
diffraction techniques. The PO approach states that the incident wave induces
a local surface current on the illuminated part of the metallic sheet body’s sur-
face. For a perfectly conducting body, the postulated surface-current-density
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Figure 3.6 Two incident waves f1 and f2 lit the area of a plane metallic surface and
the resulting IM products are reflected off the nonlinear region.

in the time domain is calculated by time domain physical optics (TDPO) and
is described in [63]. The physics of how reflection happens from metal surfaces
is not in the scope of this thesis. However, it is sufficient to understand that
PIM is generated when a transmit wave hits a metal surface. The dielectric
coating and other variables such as wave polarization affect the generation of
PIM of the metal surfaces and is elaborated further in the following subsection.
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3.2.2.2 Dielectric Coating and Wave Polarization

In the previous Section, we discussed the generation of PIM from smooth metal-
lic surfaces. However, scattering from a metallic object with a dielectric coating
is another complex problem, but the scientific approach for studying it remains
the same, i.e., TDPO.

The example in Fig. 3.6 presented a simple planar conducting surface, but
the TDPO approximation also remains valid for a convex surface that is cov-
ered with a dielectric material. Coating with a dielectric material changes the
impedance of the object and this directly affects the nonlinear current namely,
the direction in which the current is produced and also its strength [12, 31, 63].
Thus, in conclusion, both the dielectric coating and wave polarization affect the
nonlinear current produced at the surface of the metallic objects, which in turn
may reflect the incident radio wave in a particular direction also generating the
PIM and IM products.

3.2.2.3 The Rusty Bolt Effect

In the antenna near-field, the external PIM sources are mainly transmission
lines, street lamps, and protective shields on balconies almost all of them are
made of steel and iron. Corrosion from rain, humidity and other environmental
factors has a strong effect on steel and iron. Typically, if these rusty metallic
objects are in the signal path or in the close vicinity of the antenna, they
generate very strong PIM distortion. Research suggests that PIM is caused by
the semi-conducting oxide of corroded metal. However, further studies show
that poorly welded junctions which develop rust over time are usually the major
sources of PIM. The generation of PIM due to rusty metallic objects in the
signal path is commonly called the "Rusty Bolt Effect".

3.3 Effects of PIM distortion on Network
Performance

As discussed in Chapter 1 and Chapter 2, 5G NR utilizes the CA technology.
CA helps increase the data rate and efficient spectrum utilization, by utilizing
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CCs from different or the same frequency bands in a contiguous or noncontigu-
ous manner. However, combining the CCs in multiband radios may result in
acute IMD, when the CCs experience a shared nonlinearity.
If the source of the nonlinearity is the passive components present internally
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Figure 3.7 (a) Transmitter architecture for inter-band CA FDD transceiver, and (b)
a spectral illustration of the unwanted IMD products created due to the
nonlinearity of the TX PAs and the passive components, appearing in
one of the configured RX operating bands.

in the radio unit or in the antenna near-field then it is called the PIM distortion
[34] [Publications I-V].

At the lower end of the available spectrum, most frequency ranges, e.g.,
FR1 utilizes FDD. In FDD, the TX and RX operate at the same time on
different centre frequencies to avoid SI. However, such systems are now more
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vulnerable to the PIM induced interference, especially when utilizing CCs from
multiple frequency bands. This is mainly on the gNB side where the TX power
is significantly stronger. However, it can be a problem on the UE side as
well. These distortions can sometimes be several dB stronger than the weakest
desired received signal. If one of the PIM frequency components falls onto
one of the receiver bands, it can lead to RX desensitization and greatly affect
network performance.

A concrete example from our work in [Publication I-IV], in terms of exact
NR bands, is the uplink interband CA transmission at Band 1 (1920 − 1980)
MHz and Band 3 (1710 − 1780) MHz, where the upper IM3 falls within the
Band 1 downlink (2110−2170) MHz, thus reflecting the SI problem due to PIM.
Fig. 3.7, describe this example illustratively. This problem is not restricted to
interband CA only but is also valid for intraband CA, for example in intraband
CA of Band 2, Band 3 and Band 25. Other, interband NR bands combinations
can also experience similar problems such as B3+B8, B2+B4, and B5+B7 and
have been acknowledged by several 3GPP documents [59, 71, 82].

In a typical co-site scenario, where there are multiple base stations oper-
ating on the same or different frequencies it is standard for PIM interference
specifications to meet −150 dBc of the noise floor level. However, in the mod-
ern radio network infrastructure, even low-level PIM can significantly affect
the network performance. For instance, if a component PIM characteristics
degrade even a little due to uncleanliness or other environmental such as me-
chanical vibrations and temperature changes the noise level rises which in turn
affects the UL performance. To further elaborate the effects of PIM on radio
network performance, Fig. 3.8 and Fig. 3.9 shows how the effective signal-to-
interference-plus-noise ratio (SINR) and channel capacity, which is given by
Shannon law of log2(1+SINR) degrades as the PIM level increases for a given
signal-to-noise ratio (SNR). As the PIM level increases, interference from spu-
rious emissions and nonlinearities in the system increases, which results in in-
creased distortion and diminished SINR. Consequently, the achievable channel
capacity, representing the maximum data rate, decreases, adversely impacting
overall network performance.

Therefore, it is essential to find adequate solutions to cancel PIM distortion
in an efficient manner without compromising network performance and the link
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Figure 3.8 Degradation of the effective SINR with increasing PIM level.
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budget. Several PIM mitigation techniques have been proposed over time, some
of which we will discuss in the following Sections before we dive into the details
of digital cancellation of PIM distortion in FDD transceivers.

3.4 Passive Intermodulation Distortion Mitigation
Techniques

In principle, the generation of PIM distortion-related interference is unpre-
dictable. The generation of PIM depends on several factors such as the radio
operating environment, linearity characteristics of the components and several
other characteristics of the PIM generation sources. These factors are impos-
sible to predict and provide a PIM interference-free environment. This makes
PIM an extremely challenging problem. The complexity of mitigating PIM fur-
ther increases with the advancement in radio systems, such as the number of
small cells in a small area, higher performing services and complex radio con-
figurations to meet the user data rate demand. However, there are still some
techniques to mitigate PIM completely or at least to some extent.

Overall, the PIM mitigation techniques can broadly be divided into two
types: physical mitigation techniques and radio-integrated techniques. The
physical mitigation techniques of PIM involve employing highly linear compo-
nents such as diplexer, multiplexer, switches and other radio components or
proper antenna planning to avoid generation of PIM by external sources such
as metallic objects, rusty metal poles in the antenna near field. Given this as
discussed in Section 3.2 of this chapter, the physical PIM mitigation techniques
can be further divided into physical mitigation guidelines for external sources
of PIM and internal sources of PIM.

3.4.1 Guidelines For Physical Mitigation Of Internal PIM
Sources

Mitigation of internal sources of PIM means eliminating or minimizing the
effects described in Section 3.2.1. The following guidelines are usually adopted
for mitigation of the internal sources of PIM.
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• The power of PIM distortion is related to the TX power. If the TX power
is high the power of the PIM distortion would be high. Therefore, one
way to mitigate the internal PIM is to reduce the TX power also known as
MPR in 3GPP context or to reduce the RX reference sensitivity, termed
MSD in 3GPP. However, it is not considered to be an efficient approach
as it compromises the link budget and the uplink performance.

• Use highly linear internal radio components. This is not considered a
feasible approach as highly linear components are costly and it will dras-
tically increase the cost of the device.

• Minimize the metallic contacts and connectors on the circuit board, en-
suring that loose metallic contact points and rotating joints are avoided.

• Keep the length of the transmission cable short and use standard semi-
rigid coaxial cables.

• Increase the duplexer isolation between the high power TX signal and the
desired weak received signal. However, increasing the duplexer isolation
is not a feasible option as it will only increase the overall cost of the
device. Furthermore, increasing the filter isolation will only help filter
out PIM/IMD distortion that is generated in the TX chain before the
duplexer. If the PIM/IMD distortion is generated after the duplexer
filter, then the duplexer design will not help.

• One way to mitigate internal PIM is proper frequency planning, such that
the UL is scheduled or configured to transmit on such frequency which is
not affected by the PIM distortion of the DL signal.

All of the above solutions help minimize the electro-thermal effects of the com-
ponents which have been identified as the main source of PIM. Therefore, in
most of the modern radio transceivers low electronic conducting materials are
now utilized to ensure that thermal variations are kept to the minimum while
employing high power current flows through the RF components of the base
station and UE [53].
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3.4.2 Guidelines For Physical Mitigation Of External PIM
Sources

In order to mitigate the external sources of PIM, it is necessary to minimize or
eliminate the effects described in Section 3.2.2. However, mitigating external
sources of PIM is more difficult than mitigating internal sources. It is almost
impossible to identify all the PIM sources in an open area, for example in the
antenna near-field. The TX signal at the gNB DL is very strong. If there is
any PIM source in its path, some of the PIM components may fall onto the UL
band and affect radio network performance.

Technological advancements have also increased the complexity of the base
station, especially in terms of the number of antennas. Antenna isolation is
seen as one solution to minimize the effect of PIM interference in co-site base
stations. The amount of isolation required depends on many factors such as
physical, horizontal and vertical separation between the antennas, polarization
of the antennas and the placement of the antennas. In principle, it has been
observed that PIM interference improves by increasing the distance between
the antennas as well as by increasing electrical down tilt, which helps avoid
certain metallic objects in the signal path by adjusting the antenna radiation
pattern as needed [42].

3.5 Digital Cancellation of Passive
Intermodulation Distortion

As discussed, the guidelines presented for PIM mitigation in Section 3.4 have
their limitations. It is possible to mitigate PIM by reducing TX power or
using linear components at the radio front-end, but it adversely affects the link
budget, throughput, and performance of the radio network. Alternatively, the
PIM distortions can be cancelled using digital cancellation techniques [27, 66].
In this thesis, we develop advanced signal models for PIM and present efficient
digital cancellation solutions for them. The details about digital cancellation
of PIM along with different signal models are presented in the next Chapter.
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CHAPTER 4

DIGITAL CANCELLATION OF
PIM: SIGNAL MODELS AND

ALGORITHMS

4.1 Background and State-of-the-art

Several 3GPP CA documents have acknowledged and reported the self-interference
issue in FDD transceivers, which also propose some alternatives to mitigate its
effects. Among these are the MPR and MSD - both of which are designed
to reduce the strength of interference and enhance receiver sensitivity, respec-
tively. However, these methods compromise the link budget and overall system
performance.

To this end, many digital cancellation techniques have been proposed in
recent years to solve the SI problem in CA based FDD transceivers. Among
these are the PA nonlinearity-induced SI in both interband and intraband CA,
for example, [46, 49, 101]. However, these works neglect the problem of PIM.
It is therefore considered in the works in [21, 22, 28], which are related to the
digital cancellation of SI produced by passive front-end components. However,
these works do not take into account the nonlinear distortion produced in the
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individual PA, memory effects and the IMD terms greater than the third order.
A nonlinear RF imposer network, where the idea is to cancel the nonlinearity
by introducing another PIM source derived of the already known PIM sources
between the duplexer and the antenna, is proposed in [35] for suppressing PIM.

In this thesis in contrast to the existing solutions, we first develop compre-
hensive behavioural models for the observable I/Q PIM waveform in the receiver
baseband, which includes the combined effects of the nonlinearities of the PAs
and the passive RF front-end components while also taking into account the
substantial filtering or memory effects of the duplexers and other RF front-end
components. Given this, we derive generalized models for the PIM waveform
observed at the RX baseband while also taking into consideration the arbi-
trary nonlinearity order(s) in the involved nonlinear stage(s). Furthermore,
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Figure 4.1 Block diagram of a multiband FDD radio transceiver system together
with the proposed nonlinear SI generation and cancellation unit, which
runs in the transceiver’s DFE, Publication-IV.

the performance of the proposed digital cancellation solutions are evaluated
with real-life RF measurements adopting commercial 5G NR UE and RF com-
ponents as a practical evaluation platform. Fig. 4.1, illustrates the proposed
digital PIM cancellation technique at a conceptual level. The RF measurement
results are presented and evaluated in Chapter 5, respectively.
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4.2 Signal Models for Passive Intermodulation
Distortion

In this Section, we present four different signal models for describing the PIM
waveform, which is observed in the RX chain. They differ from each other
depending on the assumptions that are made regarding the TX PAs and cor-
responding memory effects when deriving the signal model. The basic model
is based on the assumption that PAs are completely linear, while the second
signal model also takes into account the nonlinearities of the PAs. In both
of these cases, the actual PIM stage is allowed to have an arbitrary response.
In addition, the memory modelling of the involved nonlinear distortion is also
taken into account. The third signal model is then based on balancing complex-
ity and performance by putting the memory modelling details into a cascaded
or decoupled model. In this model, a common memory model is used for all
the nonlinear terms. In the fourth signal model, which is discussed in Section
4.3, a MIMO FDD system is assumed, as well as a model of air-induced PHM
distortion that couples into the co-located radio.

For clarity, it is noted and acknowledged that the works in [7, 8, 57] and
[49, 91, 101] also address the modelling of nonlinear distortion for interband
CA transmitters where a single PA is used for the CCs. However, these works
do not take into account the problem of PIM. Furthermore, the modelling
and cancellation approach presented in this thesis work is more advanced, due
to the fact that the considered system in the generic case contains combined
nonlinearities i.e., the nonlinear CC-specific PAs followed by the actual PIM
stage. Therefore, even though the centre frequencies of the considered IM
products are the same as in [7, 8, 49, 57, 91, 101] but the actual complex
waveform is different in the baseband.

The provided modelling principles and methodologies are not limited to
specific band combinations. They can be utilized for any 3GPP specified NR
band combinations susceptible to the problem of PIM. It should be noted that
even single-band radios are susceptible to the problem of PIM if the duplex
gap is smaller and noncontiguous CA is deployed. However, for simplicity, we
focus on an important example case, i.e., NR Band 1 and Band 3 where the
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positive IM3 subband coincides with one of the RX band. In other words,
2ω1−ω2 ≈ wRX , where ω1 and ω2 are the angular center frequencies of the two
CCs, with ω1 > ω2 and ωRX is the angular RX frequency. It is imperative to
note here that the assumption of IM3 hitting the receiver band does not limit
us to the treatment of third-order nonlinearities alone.

4.2.1 PIM Model With Linear Power Amplifiers

In the existing PIM literature, the PAs have usually been assumed to be lin-
ear. Therefore, this first signal model with linear PAs can be considered as a
benchmark for the more advanced signal models suggested in this work. To for-
mulate a linear-in-parameter signal model, let us first denote the upconverted
I/Q modulated CC signal after linear amplification as:

x̃1[n] =Re
{︁
α1x1[n]e

jω1n
}︁

x̃2[n] =Re
{︁
α2x2[n]e

jω2n
}︁
, (4.1)

where, α1 and α2 denote the complex gains of the two PAs, where x1[n] and
x2[n] are the two CCs in the baseband and ω1 and ω2 are their respective center
frequencies after RF upconversion. Throughout this thesis, we use discrete-time
models for all the signals, even though the upconverted signals are continuous
time in an actual system. This assumption, however, does not affect the pre-
cision of the modelling. The centre frequencies of the CCs are considered only
to specify where the nonlinear terms will fall in the frequency domain. The
tilde notations such as x̃1[n] and x̃2[n] indicate the actual I/Q modulated and
upconverted RF signals, while the related complex-valued baseband signals are
represented without a tilde on top of them.

The summed transmit signal is simply then, x̃TX [n] = x̃1[n] + x̃2[n]. This
summed signal is then subjected to the PIM nonlinearity. In this work, the
nonlinearities are modelled as polynomials and thus the signal after undergoing
PIM nonlinearity is given by (4.2) as:
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ỹPIM[n] =
P∑︂

p=1

βpx̃TX[n]
p

=
P∑︂

p=1

βp
(︁
Re

{︁
α1x1[n]e

jω1n
}︁
+Re

{︁
α2x2[n]e

jω2n
}︁)︁p

=
P∑︂

p=1

βp

(︃
α1

2
x1[n]e

jω1n +
α∗
1

2
x∗1[n]e

−jω1n +
α2

2
x2[n]e

jω2n +
α∗
2

2
x∗2[n]e

−jω2n

)︃p

=
P∑︂

p=1

p∑︂

k=0

p−k∑︂

k1=0

p−k−k1∑︂

k2=0

γp,k,k1,k2x1[n]
kx∗1[n]

k1x2[n]
k2x∗2[n]

p−k−k1−k2

× ej[(k−k1)ω1−(p−k−k1−2k2)ω2]n, (4.2)

where βp denote the pth order coefficient of the PIM nonlinearity and γp,k,k1,k2
denotes the coefficients of the resulting nonlinear PIM terms. It is assumed
that each of the elicited nonlinear terms also undergoes memory effects such
that we have a memory polynomial type of nonlinearity. It should be noted
that it is not the only type of polynomial nonlinearity with memory but the
simplest one and hence the overall signal model is then given by:

ỹPIM[n] =
P∑︂

p=1

p∑︂

k=0

p−k∑︂

k1=0

p−k−k1∑︂

k2=0

M2∑︂

m=−M1

γp,k,k1,k2,m

× x1[n−m]kx∗1[n−m]k1x2[n−m]k2x∗2[n−m]p−k−k1−k2

× ej[(k−k1)ω1−(p−k−k1−2k2)ω2](n−m), (4.3)

where M1 and M2 are the numbers of pre-cursor and post-cursor memory
taps and thus M = M1 +M2 + 1 is the total number of taps per filter after
the PIM nonlinearity and γp, k, k1, k2,m is an overall effective coefficient. It is
critical to note that the signal models in (4.2) and (4.3) are real-valued. How-
ever, the focus here in this thesis is anyway on baseband-equivalent modelling
where the signal models are complex-valued by nature.

As we discussed at the beginning of this Section, the analysis in this work is
focused on the scenario where the RX band is either fully or partially overlap-
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ping with the IM frequency given by, 2ω1 −ω2. Therefore, when modelling the
PIM distortion affecting the RX band it is sufficient to consider the nonlinear
terms in (4.3), which are centred around this frequency. The other nonlinear
terms can be filtered out by the duplexer RX filter or later selectivity filtering
stages in the RX chain. Given the assumption that the third-order IM falls
within the RX band, the signal model in (4.3) can be transformed into the
following rules:

⎧
⎨
⎩
k − k1 = 2

p− k − k1 − 2k2 = 1.
(4.4)

Solving (4.4) for the values of k1 and k2 we get,

⎧
⎨
⎩
k1 = k − 2

k2 =
p+ 1

2
− k.

(4.5)

These rules are derived from (4.3) based on the fact that we are interested
in 3rd order terms i.e., 2ω1 − ω2 and the rules in (4.4) corresponds to those
frequencies. The value of p in (4.5) can now be limited to odd integers, because
only odd-order nonlinearities can produce the IM terms on frequency, 2ω1−ω2

Inserting the values of k1 and k2 into (4.3) and also updating the sum limits
as needed, we get the following baseband-equivalent mathematical expression
for the observed PIM distortion at the RX band

yPIM[n] =

R∑︂

r=1

r∑︂

k=1

M2∑︂

m=−M1

γr,k,m

× x1[n−m]k+1x∗1[n−m]k−1

× x2[n−m]r−kx∗2[n−m]r−k+1

=

R∑︂

r=1

r∑︂

k=1

M2∑︂

m=−M1

γs,mϕs[n−m], (4.6)

where, r = (p − 1)/2, R = (P − 1)/2, p and P are odd, s = [r k] is a vector
that contains the state of the auxiliary parameters, γs,m is the coefficient of the
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nonlinear terms falling onto the RX band, and

ϕs[n] = x1[n]
k+1x∗1[n]

k−1x2[n]
r−kx∗2[n]

r−k+1. (4.7)

It should be noted that in theory the signal model in (4.3) will also result in
other nonlinear terms which may also fall onto the RX band but they are not
given by 2ω1 − ω2. To elaborate further, actually all integer solutions of a
Diophantine equation which is defined as ω1x+ω2y = ωRX results in nonlinear
terms which overlay the RX band. Nevertheless, it can justified that the only
practical solution is x = 2 and y = −1 since all other solutions are of a very
high order, such as x = 2 − 176t and y = −1 + 195t, where t is an integer,
and therefore, they correspond to extremely high nonlinearity orders, and are
usually not observed in a real system. Therefore, it is enough to consider only
the case given by, 2ω1 − ω2, i.e., x = 2 and y = −1 [Publication II-IV].

4.2.2 PIM model with Nonlinear Power Amplifiers

In [Publication II-IV], we have observed that the nonlinearity of the TX PAs
also affect the PIM waveform that is observed at the RX band. Therefore, it
makes sense to include the PA-induced nonlinearities in the modelling of the
PIM distortion itself. Given that, utilizing a memoryless polynomial model for
the two considered PAs for each CC, the ith TX signal can be expressed as:

x̃i[n] =Re

⎧
⎨
⎩

Q∑︂

q=0

αi,qxi[n]
q+1x∗i [n]

qejωin

⎫
⎬
⎭

=Re
{︁
ui[n]e

jωin
}︁
, (4.8)

where ui[n] =
∑︁Q

q=0 αi,qxi[n]
q+1x∗i [n]

q and the nonlinearity of the PAs is of
the order 2Q + 1. In this case, the PA induced harmonic IM products are
ignored as they are expected to be filtered by the duplexer/multiplexer in the
RF front-end. The combined signal is then fed to the PIM nonlinearity similarly
to the earlier signal model and the signal after experiencing the static PIM
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nonlinearity is then expressed as:

ỹPIM[n] =
P∑︂

p=1

βp(x̃1[n] + x̃2[n])
p

=

P∑︂

p=1

βp(Re
{︁
u1[n]e

jω1n
}︁
+Re

{︁
u2[n]e

jω2n
}︁
)p, (4.9)

It can be noted that this signal model is structurally similar to the case with
linear PAs, only the terms αixi are replaced with ui[n]. Thus, from (4.6), the
baseband-equivalent static PIM distortion overlapping with the RX band is
given by:

yPIM[n] =

R∑︂

r=1

r∑︂

k=1

γr,ku1[n]
k+1u∗1[n]

k−1u2[n]
r−ku∗2[n]

r−k+1,

(4.10)

After this we expand the exponential terms that involve the PA output signals
and their complex conjugates with the help of a binomial expression, which
gives us the expression (4.11)

yPIM[n] =
R∑︂

r=1

r∑︂

k=1

2k∑︂

k11=0

2k−k11∑︂

k12=0

. . .

2k−∑︁Q
q=1 k1q∑︂

k1Q=0

2(r−k)+1∑︂

k21=0

2(r−k)+1−k21∑︂

k22=0

. . .

2(r−k)+1−∑︁Q
q=1 k2q∑︂

k2Q=0

γr,k,k11,...,k2Q

× x1[n]
(2Q+1)k+1−∑︁Q

q=1(Q−q+1)k1qx∗1[n]
(2Q+1)k−1−∑︁Q

q=1(Q−q+1)k1q

× x2[n]
(2Q+1)(r−k)+Q−∑︁Q

q=1(Q−q+1)k2qx∗2[n]
(2Q+1)(r−k+1)−Q−∑︁Q

q=1(Q−q+1)k2q

(4.11)

It can be noted that under the basic case of fully linear PAs the variables
k11, . . . , k2Q do not exist and (4.11) reduces to the signal model presented in
Section 4.2.1, (4.6). With some further manipulations the signal model in (4.11)
can be further simplified after which the baseband-equivalent expression of the
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PIM distortion at RX band including the memory terms is given by:

yPIM[n]=
R∑︂

r=1

2Q+1∑︂

k=1

(2Q+1)(R−r)+Q∑︂

q=0

M2∑︂

m=−M1

γs,mϕs[n−m], (4.12)

where now s = [r k q Q] and

ϕs[n] = x1[n]
(2Q+1)(r−1)+k+1x∗1[n]

(2Q+1)(r−1)+k−1

×x2[n]
qx∗2[n]

q+1. (4.13)

4.2.3 Reduced-Complexity Cascaded PIM model With
Decoupled Memory

The signal models in (4.12) and (4.13) have high modelling accuracy since
they consider both the PA nonlinearities and the PIM nonlinearity. However,
these models also have very high modelling complexity. Due to the assumption
that each of the nonlinear terms undergoes a memory effect separately, the
total number of parameters in the model increases significantly, especially for
more high-order nonlinearity. Therefore, in this Section, we develop a model
that has a great reduction in computational complexity with a small penalty
in modelling accuracy. This is because we assume here that all nonlinearities
experience the same memory effects.

Given this, let us first look at the instantaneous PIM signal with nonlinear
PAs. Based on (4.12), this signal is presented as:

yNL[n] =

R∑︂

r=1

2Q+1∑︂

k=1

(2Q+1)(R−r)+Q∑︂

q=0

γsϕs[n], (4.14)

where ϕs[n] is shown in (4.13) and γs denotes the coefficients of the instan-
taneous basis functions. To take the memory effects into account, the overall
signal in (4.14) is put through linear filtering, which in turn means that each of
the nonlinear terms experiences common memory effects. One can argue that
is typically a more restricted memory model than the one given in (4.6) and
(4.12), this is in accordance with the physical phenomenon behind the memory
effects since all of the nonlinear terms propagate through the same channel.
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With this reasoning, the final cascaded signal model can be then given as:

yPIM[n] =

M2∑︂

m=−M1

h[n]yNL[n−m], (4.15)

where h[n] is a memory filter modelling the nonlinear response of the PIM
source and is decoupled from the rest of the overall response. Just like the
other memory models proposed earlier, this filter is also assumed to have M1

and M2 precursor and post-cursor memory taps, respectively. The models in
(4.14) and (4.15) have one fundamental difference compared to the earlier signal
models and that is that these signal models are restricted such that each of the
basis functions has their own individual complex scalars as the tunable weights
as shown in (4.14) and followed by a global memory filter h[n] given in (4.15).

4.2.4 Comparison of the Signal Models

To compare the attributes of the three signal models, Table 4.1 shows the
phenomenon that they are capable of modelling, along with the basis functions
resulting from these different signal models for a simple example case, i.e.,
R = 1 and Q = 0 (linear PAs) or Q = 1(third-order PAs). It can be noted from
Table 4.1 that in this case, the model with linear PAs has only one basis function
while the models with nonlinear PAs have six basis functions, showing that the
basis functions do not increase exceptionally when the PA nonlinearity is taken
into account. Furthermore, it should be noted that generally the third-order
PIM and third-order PA nonlinearity are of more serious concern.

Assuming the same values of R = 1 and Q = 0 or Q = 1 as in Table 4.1,
and considering M = M1 + M2 + 1 = 8 memory taps in total, the model
which considers a linear PAs has 8 parameters, the model with nonlinear PAs
has about 48 parameters and the model with decoupled memory only has 14

parameters. This radical difference in the number of parameters between the
coupled and decoupled model is also shown in Fig. 4.2

Nevertheless, the models differ in the way they handle linear memory effects.
A linear-in-parameter model with coupled memory, which assumes a separate
filter for every nonlinear term, leads to a significant number of parameters, as
can be seen in Table 4.1, where the third row describing the properties of the
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Table 4.1 COMPARISON OF THE THREE SIGNAL MODELS

Signal

model

PA/PIM

nonlinearity

Memory

model

Basis functions with

R = 1 and Q = 0 (linear

PAs) or Q = 1 (nonlinear

PAs)

Total No. of parameters

for arbitrary R and Q

Linear
PAs with
coupled
memory

No/Yes

Separate
for each
basis

function

x1[n]2x∗
2[n]

R(M1+M2+1)(R+1)
2

Nonlinear
PAs with
coupled
memory

Yes/Yes

Separate
for each
basis

function

x1[n]2x∗
2[n],

x1[n]2x2[n]x∗
2[n]

2,

x1[n]3x∗
1[n]x

∗
2[n],

x1[n]3x∗
1[n]x2[n]x∗

2[n]
2,

x1[n]4x∗
1[n]

2x∗
2[n],

x1[n]4x∗
1[n]

2x2[n]x∗
2[n]

2

R(M1 +M2 + 1)(2Q+ 1)×[︂
(2Q+ 1)

(︂
R+1
2

)︂
−Q

]︂

Nonlinear
PAs with
decou-
pled

memory

Yes/Yes
Common

for all basis
functions

x1[n]2x∗
2[n],

x1[n]2x2[n]x∗
2[n]

2,

x1[n]3x∗
1[n]x

∗
2[n],

x1[n]3x∗
1[n]x2[n]x∗

2[n]
2,

x1[n]4x∗
1[n]

2x∗
2[n],

x1[n]4x∗
1[n]

2x2[n]x∗
2[n]

2

M1 +M2 + 1 +R(2Q+ 1)×[︂
(2Q+ 1)

(︂
R+1
2

)︂
−Q

]︂

signal model with nonlinear PAs and coupled memory. Consequently, coupled
memory-based models have a complexity that is multiplicative with M , while
with decoupled memory-based models, the effect of memory is additive. By
contrast, the model with decoupled memory assumes that each nonlinear term
has a common memory model. This somewhat reduces the degree of freedom
in the model, but it greatly reduces the model complexity. This is because the
memory length has only an additive effect on the complexity of the model.

It can be observed from Fig. 4.2 that the number of parameters in the
decoupled memory-based model is still moderate and in an acceptable range,
in terms of the computation complexity involved when it comes to hardware
implementation even when Q = 5 or R = 5, while in the coupled memory-based
model they grow steeply as a function of Q and R. It can be concluded that
the decoupled-memory model is a fine trade-off between modeling complexity
and accuracy as we will show further in the next Chapter.
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Figure 4.2 Number of parameters in coupled and decoupled memory-based mod-
els, where M1+M2+ 1 = 8, for R = 1 and Q = 1 (left) and changing R
(right), Publication-IV.

4.3 Signal Model for Passive Harmonic
Distortion

So far we presented signal models for PIM distortion, however, practical ra-
dio systems employ multiple TXs/RXs with several different frequency band
combinations. In some cases, PIM may couple also over the air to the RX
band in question, but this is not limited to PIM distortion in some scenarios
the PHM distortion may also lead to RX desensitization if the harmonics fall
into the RX band. In this Section, we focus on the signal modelling for PHM
distortion that couples over the air in a MIMO, FDD setup. In this model,
we assume a co-existing 5G NR Band 3 FDD and Band 78 TDD operation,
where the passive harmonic distortion of Band 3 lands at the Band 78 RX
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band. This phenomenon is illustrated in Fig. 4.3. In this model, we assume a
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Figure 4.3 Simplified block diagram of the considered setup. The spectral illus-
tration of the 2nd order passive harmonic distortion created by passive
metallic objects in the antenna near-field, falling onto the configured RX
band is also shown.

generic MIMO-FDD transceiver, where the transmitter has N transmit anten-
nas and utilizes CA with two CCs from Band 3 FDD and Band 78 TDD. The
up-converted I/Q modulated signals from the i− th transmitter are given by:

x̃1i[n] = Re{α1ix1ie
jω1n}

x̃2i[n] = Re{α2ix2ie
jω2n},

(4.16)

where x1i and x2i are the two CCs in the baseband, α1 and α2 are the complex
gains and ω1 and ω2 are the angular centre frequencies of the carriers after
upconversion. The combined TX signal on the i − th antenna branch is then
the addition of all the CC signals, i.e., x̃i[n] = x̃1i[n] + x̃2i[n]. The signal from
all the antennas is incident on a passive harmonic source in the antenna vicinity
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and thus the signal after static PHM distortion is given by:

ỹPHM [n] =
P∑︂

p=1

βp.(
N∑︂

i=1

x̃i[n]))
p

=

P∑︂

p=1

βp.{Re{(α11x11[n] + α12x12[n] + ......+ α1Nx1N [n])ejω1n}

+Re{(α21x21[n] + α22x22[n] + ......+ α2Nx2N [n])ejω1n}}p

=

P∑︂

p=1

βp{Re{ψ1[n]e
jω1n}+Re{ψ2[n]e

jω2n}}p, (4.17)

where

ψ1[n] =

N∑︂

i=1

α1,ix1,i[n]

ψ2[n] =
N∑︂

i=1

α2,ix2,i[n].

Now using the identities of the form

Re{uejv} = 1/2(uejv + u∗e−jv), (4.18)

and

(u+ v)p =

p∑︂

k=0

(︃
p

k

)︃
ukvp−k, (4.19)

we expand the expression in (4.17) which yields

ỹPHM [n] =

P∑︂

p=1

βp×

p∑︂

k=0

(︃
p

k

)︃
1

2k

p∑︂

k1=0

(︃
k

k1

)︃
ψk1
1 e

jk1ω1n(ψ∗
1)

k−k1ej(k−k1)ω1n×

1

2p−k

p−k∑︂

k2=0

(︃
p− k

k2

)︃
ψk2
2 e

jk2ω2n(ψ∗
2)

p−k−k2ej(k+k2−p)ω2n. (4.20)
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It should be noted that (4.20) is actually the same as our base signal model in
(4.2), only in this case we consider N transmit antennas and harmonic distor-
tion. Evaluating (4.20) further, the passive harmonic distortion along with the
basis function and their centre frequencies is then given by:

ỹPHM [n] =
P∑︂

p=1

p∑︂

k1=0

p−k∑︂

k2=0

γp,k1,k2×

ψk1
1 (ψ∗

1)
k−k1ψk2

2 (ψ∗
2)

p−k−k2×

ej
(︁
(2k1−k)ω1+(2k2+k−p)ω2

)︁
n.

(4.21)

In (4.21) the scaling factors and unknown complex PIM gains have been summed
together as denoted by βp in (4.20) and the overall effective coefficients are given
by, γp, k1, k2. In this signal model, we are interested in the nonlinear terms that
appear at the even-order harmonic frequencies, namely 2ω1, 2ω2 and ω1 + ω2,
which are more likely to appear at the RX band of Band 78. The basis func-
tions for the signals at these frequencies can be obtained from (4.21) by setting
certain rules for the positive integers k1 and k2. For instance, to obtain the
basis functions at 2ω1, we set,

2k1 − k = 2 and 2k2 + k − p = 0

−→ k1 =
1

2
k + 1 and k2 =

1

2
(p− k),

It can be noted that k1 and k2 need to be integers, to satisfy this k and p

must be even. Similar conditions can be set to obtain basis functions at 2ω2

by setting,

2k1 − k = 0 and 2k2 + k − p = 2

−→ k1 =
1

2
k and k2 = 1 +

1

2
(p− k).

Table. 4.2 shows the basis functions at frequencies 2ω1 and 2ω2, respectively.
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Table 4.2 INSTANTANEOUS BASIS FUNCTIONS FOR p = 2 AND p = 4 FOR HARMONIC
FREQUENCIES 2ω1 AND 2ω2

Value
of p Basis functions, 2ω1 Basis functions, 2ω2

2 x211, x212, x11x12 x221, x222, x21x22

4

x211, x212, x11x12, x311x∗11,
x311x

∗
12,x211x12x∗11, x211x12x∗12,

x212x11x
∗
11, x212x11x∗12, x312x∗11,

x312x
∗
12, x211x12x∗11, x211x12x∗12,

x11x
2
12x

∗
11, x11x212x∗12, x211x21x∗21,

x211x21x
∗
22, x211x22x∗21, x211x22x∗22,

x212x21x
∗
21, x212x21x∗22, x212x22x∗21,

x212x22x
∗
22, x11x12x21x∗21,

x11x12x21x
∗
22, x11x12x22x∗21,

x11x12x22x
∗
22

x221, x222, x21x22,
x221x11x

∗
11,x221x11x∗12, x221x12x∗11,

x221x12x
∗
12, x222x11x∗11, x222x11x∗12,

x222x12x11, x222x12x∗12,
x21x22x11x

∗
11, x21x22x11x∗12,

x21x22x12x
∗
11, x21x22x12x∗12,

x221x21x
∗
21, x221x21x∗22, x221x22x∗21,

x221x22x
∗
22, x222x21x∗21, x222x21x∗22,

x222x22x
∗
21, x222x22x∗22,

x21x22x21x
∗
21, x21x22x21x∗22,

x21x22x22x
∗
21, x21x22x22x∗22

The following rules are set for the corresponding basis functions at ω1 + ω2,

2k1 − k = 1 and 2k2 + k − p = 1

−→ k1 =
1

2
(k + 1) and k2 =

1

2
(1 + p− k).

In this case for k1 and k2 to be integers the value of k is set to 1 while again p
is always even. The basis functions that are obtained by imposing these rules
in (4.21) for ω1 + ω2 are given in Table. 4.3. In Table. 4.2 and Table. 4.3 with-
out the loss of generality, we omit the time-domain index (t) to shorten the
notations for better illustration purposes. The PHM distortion generated by a
nonlinear source in the antenna near-field is then sensed by a co-located radio
and is received with the actual desired signal.
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Table 4.3 INSTANTANEOUS BASIS FUNCTIONS FOR p = 2 AND p = 4 FOR HARMONIC
FREQUENCIES ω1 + ω2

Value of p Basis functions, ω1 + ω2

2 x11x21, x11x22, x12x21, x12x22

4

x11x21, x11x22, x12x21, x12x22, x11x∗11x11x21, x11x∗11x11x22,

x11x
∗
11x12x21, x11x∗11x11x22,
x11x

∗
12x11x21,

x11x
∗
12x11x22, x11x∗12x12x21, x11x∗12x12x22,

x12x
∗
11x11x21, x12x∗11x11x22, x12x∗11x12x21,

x12x
∗
11x12x22, x12x

∗
12x11x21, x12x∗12x11x22,

x12x
∗
12x12x21,

x12x
∗
12x11x21, x12x∗12x12x22, x21x∗21x11x21, x21x∗21x11x22,

x21x
∗
21x12x21, x21x∗21x12x22, x21x∗21x11x21, x21x∗22x11x22,

x21x
∗
22x12x21, x21x∗22x12x22,

x22x
∗
21x11x21, x22x∗21x11x22, x22x∗21x12x21, x22x∗22x11x21,
x22x

∗
22x11x22, x22x∗22x12x21, x22x∗22x12x22

4.4 Digital Cancellation of PIM and Parameter
Estimation

In order to achieve cancellation of the PIM distortion at the DFE, a precise
estimation of the dominant PIM waveform is needed. Note that in this Section
we restrict the parameter estimation and digital cancellation discussion to PIM
waveform only. However, the same methods can also be applied to the PHM
distortion cancellation and parameter estimation as well for the signal model
given in Section 4.3, especially the LS-based estimation which we will discuss
in the following Section. Given this, the cancelled signal is expressed formally
as,

yc[n] = y[n]− ŷPIM[n]. (4.22)

Where y[n] denotes the cumulative observed received signal and ŷPIM[n]

refers to the PIM waveform estimate, all in baseband. In order to be able
to reconstruct the PIM estimate ŷPIM(n) the unknown model parameters for
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the signal models given in Section 4.2 and 4.3 must be estimated. For the
estimation of unknown parameters, we proposed the following two solutions.

• Linear LS-Based estimation: Relevant only to the linear-in-parameters
models in (4.6) and (4.12)

• Novel Gradient-Descent-Based Adaptive Estimation and Cancellation: Rel-
evant for all the signal models in (4.6), (4.12) and (4.14) (4.15) (4.20).

Furthermore, it is noted that the gradient-descent-based solution is different
for the linear-in-parameter models and for the decoupled memory model. This
will be elaborated further later in Section 4.4.2 and the Appendixes. Fig. 4.4,
illustrates the overall parameter estimation and cancellation framework at a
conceptual level. It is further noted that accurate synchronization, in time
and frequency, between the TX and RX signals is considered in the following.
Frequency synchronization is easy to accomplish since cancellation processing
takes place inside the same transceiver. Time synchronization, or propagation
delay between the TX digital baseband and RX digital baseband can easily be
estimated offline. This is because this delay is fixed in the hardware and does
not necessarily change over time.

4.4.1 Least-Squares-Based Batch Estimation

This cancellation procedure is applicable for the linear-in-parameters models in
(4.6), (4.12) and (4.22). For starters, N samples of the observed signal y[n] are
collected into a vector as:

y =
[︂
y[0] y[1] · · · y[N − 1]

]︂T
, (4.23)

For a more convenient notation, we start the sample indexing from 0 without
losing generality. Derived from the previous modeling results it is then simple
to show that the observed signal vector under PIM distortion can be presented
as:

y = Ψγ + z. (4.24)

Where Ψ is the data matrix that is made up of the known TX data and its
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Figure 4.4 Complete estimation and cancellation procedure, including the options
for both batch-LS and gradient-descent-based parameter learning al-
gorithms. The option of cancelling PIM at the RX band is also included.
The thicker arrows represent the vector inputs and outputs, Publication-
IV.

basis functions. γ contains the unknown coefficients that are to be estimated.
z represents noise and other unmatched signals. Additionally, z also consists
of the originally received signal-of-interest (SoI), if it exists during parameter
estimation.

To instantiate the structure of the matrix Ψ, we first define the vector for the
instantaneous basis functions. This vector collects all the samples of the basis
functions at the time of instantiation t. The number of elements in the basis
functions vector depends upon the cardinality of all the states of the variable
s, which of course depends on the PIM model. To represent the parameter
estimation method in a generic manner that can be utilized for both the PIM
models in (4.6) and (4.12), the basis function vector is defined as:
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ϕ[n] =
[︂
ϕs1 [n] ϕs2 [n] · · · ϕsC [n]

]︂T
, (4.25)

Where si represents the different states of the variable s and C is the cardi-
nality of the adopted signal model.

After constructing the instantaneous basis functions vector the overall data
matrix is then given by:

Ψ

=

⎡
⎢⎢⎢⎢⎢⎢⎣

ϕ[M1]
T ϕ[M1 − 1]T · · · ϕ[−M2]

T

ϕ[M1 + 1]T ϕ[M1]
T · · · ϕ[−M2 + 1]T

...
...

. . .
...

ϕ[M1+N−1]T ϕ[M1+N−2]T · · · ϕ[−M2+N−1]T

⎤
⎥⎥⎥⎥⎥⎥⎦
,

(4.26)

where the observed signal y determines the indexing of the block. Using this
the LS estimates is then given by [33]

γ̂ = min
γ

∥y −Ψγ∥22 = (ΨHΨ)−1ΨHy. (4.27)

where ∥.∥2 is the l2-norm and (.) is the Hermitian transpose.
After learning the coefficients the canceled signal after the online operation

of the RX is given by:
yc[n] = y[n]−Ψnγ̂, (4.28)

where,

Ψn=
[︂
ϕ[n+M1]

T ϕ[n+M1 − 1]T · · · ϕ[n−M2]
T
]︂
. (4.29)

The same learned coefficients can be used unless the properties of the effec-
tive coupling channel change. Since this whole processing happens inside the
transceiver, the parameters are updated rarely, for example, if the operating
temperature of the device changes dramatically. In some cases such as when
PIM occurs beyond the antenna interface, the parameters might need to be up-
dated repetitively. This is where adaptive estimation methods come in handy,
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which we will discuss next.

4.4.2 Gradient Descent-Based Adaptive Estimation

The LS estimate can be computationally heavy, especially when the data size
is very large, so iterative solutions are more convenient in many cases. This
work proposes a gradient descent-based learning on the instantaneous error. It
is important to note that this method is also suitable for the decoupled memory
model, as LS is not linear-in-parameter, so it does not work there.

4.4.2.1 Orthogonalized Adaptive Estimation for Linear-in-Parameters
Signal Models

For the linear-in-parameter models in (4.6) and (4.12), the signal after cancel-
lation can be rewritten as:

yc[n] = y[n]−Ψnγ̂n, (4.30)

where γ̂n is now the vector of the estimates at nˆth iteration. It is evident
from this equation that it is a linear-in-parameters model by nature since the
cancellation signal can be rewritten as matrix-vector multiplication between
the basis functions vector and the parameter estimates. This means that the
LMS-type learning can be directly applied as in [33] and without the nonlinear
terms. Given this, the basic learning rules can be expressed as follows:

γ̂n+1 = γ̂n + µγyc[n]Ψ
H
n . (4.31)

Where the learning rate is denoted by µγ .
Now the learning rule in (4.31) is widely used and is recognized to be very

accurate for linear systems. However, in the case of PIM cancellation, conver-
gence can be slow because of the strong correlation between the basis functions.
Therefore, better performance can be obtained by orthogonalizing different ele-
ments in Ψn during the parameter update phase. This includes computing the
inverse of the correlation matrix for the input vector and using the resulting
vector as a multiplier for the learning rule [33, p. 356]. With this method, the
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cancellation phase remains the same as in (4.30), though the learning rule is as
follows:

γ̂n+1 = γ̂n + µγyc[n]
(︁
R∗

Ψn

)︁−1
ΨH

n , (4.32)

where RΨn = E
[︁
ΨnΨ

H
n

]︁
is the correlation matrix of the input vector to the

filter. It should be noted that, now, since the parameter update is presented
for the complex conjugate of the classical definition of the learning rule, the
correlation matrix must also be complex conjugated.

Next, to be able to determine a more robust expression for R∗
Ψn

, with some
assumptions as compared to the original expression we first rewrite it as follows:

R∗
Ψn

=E
[︁
Ψ∗

nΨ
T
n

]︁

=E

[︄[︂
ϕ[n+M1]

T ϕ[n+M1 − 1]T · · · ϕ[n−M2]
T
]︂T

×
[︂
ϕ[n+M1]

T ϕ[n+M1 − 1]T · · · ϕ[n−M2]
T
]︂∗
]︄

=E

⎡
⎢⎢⎢⎣

⎡
⎢⎢⎢⎣

ϕ[n+M1]
...

ϕ[n−M2]

⎤
⎥⎥⎥⎦
[︂
ϕ[n+M1]

H · · · ϕ[n−M2]
H
]︂
⎤
⎥⎥⎥⎦ .

(4.33)

It is evident from (4.33) that the correlation matrix has a blockwise structure,
where each of the vectors is of the form E

[︁
ϕ[i]ϕ[j]H

]︁
. We define two simple

assumptions about the transmitted waveform, which can be linked to modern
radio communication systems. First, the transmission signals, i.e., the CCs,
are both independent and identically distributed with zero mean. As a result,
transmit signal properties do not change over time.

Considering the first assumption we can write E
[︁
ϕ[i]ϕ[j]H

]︁
= 0, when

i ̸= j. That is, the correlation matrix has a block-diagonal structure. Then,
considering the second assumption, it states for the remaining diagonal elements
that,

E
[︁
ϕ[i]ϕ[i]H

]︁
= E

[︁
ϕ[j]ϕ[j]H

]︁
for any i and j.
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Given these findings, the complex conjugate of the complete correlation ma-
trix can hence, be expressed as, R∗

Ψn
= diag

{︂
R∗

ϕ, . . . ,R
∗
ϕ

}︂
, where Rϕ is the

correlation matrix of the basis functions, whose complex conjugate is simply re-
peated M1+M2+1 times on the diagonal. Utilizing this expression, the inverse

of the complete correlation matrix is
(︁
R∗

Ψn

)︁−1
= diag

{︃(︂
R∗

ϕ

)︂−1
, . . . ,

(︂
R∗

ϕ

)︂−1
}︃

,

as defined by the inversion rule of block diagonal matrices. It should be noted it
is assumed that the statistical properties of the basis functions are not changed
throughout the operation and thus the inverse R∗

ϕ can also be calculated offline.
Given these facts, the learning rule can then be expressed as follows:

γ̂n+1 = γ̂n + µγyc[n]diag
{︂(︁

R∗
ϕ

)︁−1
, . . . ,

(︁
R∗

ϕ

)︁−1
}︂
ΨH

n . (4.34)

This expression gives considerably reduced computational requirements as com-
pared to the learning rule in (4.32), since during the parameter update phase
matrix inversion is not needed. Additionally, the earlier calculated orthogonal-
izing basis functions samples can be used in each iteration, so computing only
the latest basis functions vector is sufficient.

4.4.2.2 Orthogonalized Adaptive Estimation for Decoupled Signal
Models

The traditional LMS-based approach is not suitable for the decoupled memory
model with cascaded nonlinearity described in Section 4.2 and hence we must
formulate the necessary learning rules by resorting to the theory behind gradient
descent learning and complex-valued gradients. This adaptive estimation for
the decoupled signal models is illustrated conceptually in Fig. 4.5 followed by
a detailed discussion as follows:

Based on (4.14) and (4.15) and by using the basis function vector notation,
the cancelled signal in this particular case is expressed as:

yc(n) = y(n)− hH
n yn,NL, (4.35)

where hn is the memory model estimate in the shape of a vector, and yn,NL =[︂
yNL(n+M1) · · · yNL(n−M2)

]︂
. Furthermore„ yNL(n) = gH

n ϕ(n), where
gn contains the coefficients of the nonlinear basis functions (γs).
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Figure 4.5 Estimation and cancellation procedure with adaptive parameter learning
for decoupled signal models

By specifying the cost function as J(gn,hn) = |yc(n)|2, the learning rule for
the PIM model coefficients can be given as:

gn+1 = gn − µg
∂J(gn,hn)

∂gn
, (4.36)

where µg is the PIM coefficient step size. As shown in Appendix A, the complex
partial derivative can be expressed as:

∂J(gn,hn)

∂gn
= −2y∗c (n)Φnh

∗
n, (4.37)

where Φn =
[︂
ϕ(n+M1) · · · ϕ(n−M2)

]︂
. Hence, we can represent the final

learning rule for gn as:

gn+1 = gn + µgy
∗
c (n)Φnh

∗
n. (4.38)

To learn the memory model, it can be noted that the system is in fact similar
to the classical LMS filter with yn,NL as the signal at the input, which means
that we can adopt a similar learning rule for hn, given as,

hn+1 = hn + µhy
∗
c (n)yn,NL. (4.39)

where µh is the memory step size.
Now, again because of the mutual correlation between the nonlinear basis
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functions ϕ(n), the decoupled learning rule in (4.38) also suffers from slow con-
vergence, similarly as in the case of a linear-in-parameter signal model. To re-
solve this issue, a similar self-orthogonalizing learning rule can be used instead.
Utilizing similar steps as in [33, p. 356], in the linear system case we represent
the input vector by un = Φnh

∗
n. Building on this, the self-orthogonalizing

learning rule can be given by:

gn+1 = gn + µ̃gR
−1e∗(n)un, (4.40)

Where µ̃g is the step-size, and R = E
[︁
unu

H
n

]︁
is the correlation matrix of

the input vector to the filter. One of the drawbacks of this model is that the
correlation vector depends on the time-variant model hn, meaning that the
correlation matrix must be computed and inverted upon each iteration, which
makes this method extremely complex computationally.

In order to reduce computational complexity and make the self-orthogonalizing
rule more acceptable interms of implementation complexity, let us represent the
correlation matrix in a more convenient form. By following the steps in Section
A.2 the correlation matrix can be given as follows:

R = Rϕh
H
n hn, (4.41)

where Rϕ is the correlation matrix of the basis functions, defined identically
as in (4.34) meaning that it is also a block diagonal matrix. It is best to keep
in mind that Rϕ is only based on the chosen signal model and the statistical
properties of the utilized waveforms, which means that it can be computed
offline along with its inverse.

Inferring from the above we can then rewrite the self-orthogonalizing learning
rule as:

gn+1 =gn +
µ̃g

hH
n hn

R−1
ϕ y∗c (n)un

=gn + µg,ortR
−1
ϕ y∗c (n)Φnh

∗
n. (4.42)

where µg,ort is the final step-size. Additionally, it should be noted that the step
size as a simplification can be approximated to be fixed with only a small effect
on the convergence even though hH

n hn is is in principle time-variant. However
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in practice, hn is likely to be very slowly varying, therefore this approximation
is plausible. Matrix R−1

Φ is also fixed and can be precomputed.

4.5 Processing and Learning Complexities and
Comparison

In this Section, we discuss the complexity and make comparisons, while focusing
only on the proposed gradient descent-based methods. The basic cancellation
complexities are studied for the given parameter estimates, and the actual
parameter estimation complexities are distinguished.

Resulting directly from the cancellation processing solutions in (4.30) and
(4.35), and from the parameter update rules in (4.34), (4.39) and (4.42), the
basic complexity numbers in terms of the number of complex multiplications
per cancelled sample or per parameter update cycle are provided in Table. 4.4.
It is to be noted that the complexities of the coupled and decoupled memory
models which also include the nonlinearities of the PAs are expressed for clarity
in terms of C, which indicates the total amount of basis functions. It can be
expressed generally as:

C = R(2Q+ 1)

[︃
(2Q+ 1)

(︃
R+ 1

2

)︃
−Q

]︃
. (4.43)

It is clear from the mathematical expression in 4.4 that the decoupled mem-
ory model is especially more efficient in the cancellation phase compared with
the basic coupled models. It can be observed that the cancellation complexity
of the decoupled model is additive in nature, while for the coupled model it is
multiplicative.

In order to elaborate further on the complexity, let us consider the model
parameters of R = 1, Q = 2, and M = 8, a parameter which we will also use in
the next Chapter when discussing the RF measurement results. Setting these
values results in only 1 basis function for the model with linear PAs, while the
model with nonlinear PAs have C = 15 basis functions. Additionally, in the
model with linear PAs, the parameter update phase involves 9 complex multipli-
cations. In contrast, the cancellation phase involves 8 complex multiplications,
which in total are 17 complex multiplications. Similarly, for the coupled model
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Table 4.4 CANCELLATION PROCESSING AND GRADIENT-BASED PARAMETER UPDATE
COMPLEXITIES CORRESPONDING TO THE THREE SIGNAL MODELS.
HERE, M =M1+M2+1, WHILE C IS THE NUMBER OF BASIS FUNCTIONS
IN THE MODELS WITH NONLINEAR PAS, EXPRESSED IN (4.43).

Signal model Parameter update Cancella-
tion Total

Linear PAs
with coupled

memory

R(R+1)
2

(︂
R(R+1)

2 +M
)︂

MR(R+1)
2 R(R+1)

2

(︂
R(R+1)

2 + 2M
)︂

Nonlinear PAs
with coupled

memory
C (C +M) CM C (C + 2M)

Nonlinear PAs
with decoupled

memory
(C +M) (C + 1) C +M (C +M) (C + 2)

with nonlinear PAs, the parameter update phase consists of 345 complex mul-
tiplications, and the cancellation requires further 120 multiplications. Thus the
total amount of complex multiplications required per iteration is 465, signifi-
cantly higher than the simple model with linear PAs. Finally, for the cascaded
model with the decoupled memory, the parameter update phase requires 368

complex multiplications while the cancellation requires only 23 complex multi-
plications, the total number of complex multiplications being only 391. In the
decoupled model we notice that the fundamental cancellation processing is 5

times more efficient compared to the coupled memory model and since the PIM
in most cases is generated by the device’s internal components, there is no need
to constantly update the parameters, thus the cascaded model with decoupled
memory provides a very attractive complexity reduction.
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CHAPTER 5

RF MEASUREMENT RESULTS
AND ANALYSIS

In this chapter the performance of the suggested PIM cancellers is studied with
the measured signals and LTE-Advanced UE RF components, in the context
of Band 1 + Band 3 interband CA, by utilizing all the three signal models
given in Section 4.2 and the related digital PIM cancellation solutions. We also
briefly discuss the results from [Publication-II] where PIM is coupled over-
the-air from the main transceiver to the diversity RX branch. For simplicity,
the measurement results are categorized as internal PIM sources with UE and
external PIM sources with a base station.

5.1 Evaluation of Internal PIM Sources in UE

In this Section, we evaluate the performance of the proposed PIM canceller for
the scenarios where PIM is generated by the internal components present in
the UE. In this measurement we utilize a hardware similar to UE, however, this
is not limited only to the UE but the internal components present in a base
station can also generate similar PIM.
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Chapter 5. RF Measurement Results and Analysis

5.1.1 Measurement Setup

The RF measurements are performed in an isolated anechoic chamber to avoid
interference from external sources. The measurement setup and the test envi-
ronment are shown in Fig. 5.1 and 5.2. Furthermore, the relevant features of
the measurement scenario and the digital canceller are listed in Table. 5.1. In
this setup, two CP-OFDM based CCs with QPSK modulation are generated
by using the Analog Devices AD9368-2 2× 1 transceiver board.

Host PC

TX1

TX2

PA1

PA2

Analog Devices 

AD9368

2 x 1 Transceiver

Band 1 

UL

Band 3 

UL

Skyworks

SKY77643-21

National 

Instruments

PXIe-5645R

PCI Express

Band 1 

DL
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D

K
 B
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9
6
0

Separate PAs 

For both CCs
LTE Band 1+3

Mobile duplexer/

multiplexer

High band/ Low band

switch Antenna

B1 UL +

B3 UL

Diplexer

Figure 5.1 Transceiver system structure adopted in the RF measurements. The
utilized device and RF component models are shown in the figure,
Publication-IV.

The CCs are then amplified using two separate Skyworks SKY77643-21 PAs.
After the amplification stage, the CCs are combined with a TDK B8960 du-
plexer/multiplexer, the aggregated TX signal being then fed to an Infineon
BGS12PL6 switch and a TDK DPX162690DT-8022B2 diplexer. Towards the
end, the diplexer is then connected to an antenna, as can be seen in Fig. 5.1 and
5.2. The National Instruments PXIe-5645R acts as the receiver and digitizer.
It should be noted that the AD9368-2 is a pre-commercial not publicly available
dual-TX transceiver system with maximum instantaneous BW per channel of
250 MHz and tuning range of 700 − 2800 MHz. The specification and perfor-
mance of this board are similar to the commercially available AD9371, however,
the frequency tuning range of AD9371 extends further up to 6 GHz.
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1
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45

6
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Figure 5.2 Overall RF measurement setup in the isolated chamber, featuring the
Analog Devices AD9368-2 board (1), National Instruments PXIe-5645R
observation receiver (2), Skyworks SKY77643-21 PAs (3), TDK B8960
multiplexer (4), Infineon BGS12PL6 switch (5), TDK DPX162690DT-
8022B2 diplexer (6), and Delta 6A antenna (7), Publication-IV.
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Chapter 5. RF Measurement Results and Analysis

Table 5.1 LTE-ADVANCED B1+B3 RF MEASUREMENT SCENARIO AND CONSID-
ERED PIM CANCELLER PARAMETERS. SOME OF THE PARAMETERS ARE
ALSO VARIED IN THE MEASUREMENTS.

Feature Value

CC bandwidth 5 MHz 10 MHz

CC1 center frequency 1950 MHz 1950 MHz

CC2 center frequency 1760 MHz 1760 MHz

RX center frequency 2140 MHz 2140 MHz

PA gain 28 dB 28 dB

Total TX power at antenna 24 dBm 24 dBm

Cancellation sample rate 31.72 MHz 43.88 MHz

Parameter learning sample size (N) 90 000 120 000

PIM model nonlinearity order (P = 2R+ 1) 3 3

PA model nonlinearity order (2Q+ 1) 5 5

Number of PIM pre-cursor taps (M1) 3 3

Number of PIM post-cursor taps (M2) 4 4

To obtain proper time synchronization in the measurements, the received
sample sequence is correlated with a sequence of the third-order basis function
samples, as shown in the first row of Table. 5.1. These can be directly calculated
using the TX CC sequences x1[n] and x2[n]. This is very well justified as the
basic third-order basis function is dominant in power compared with the other
basis functions. Further details about the measurement setup features can be
checked from Publication-IV as they are already described there in detail. In
the next Section on measurement results, we will study the impact of possible
timing offsets. As far as the basic measurement is concerned, no actual SoI
was received, however, the impact of SoI on the actual parameter learning is
also examined. In addition, we also establish frequency synchronization on
the hardware such that both transmitting and receiving entities are frequency-
locked. This frequency synchronization is achieved via a MATLAB script. The
"Analog Devices" board is fed a clock frequency of 30.72 MHz from an external
signal generator and also the TX signal generators are fed from an external
signal generator to the "Analog Devices" board. A reference signal is then
taken out from one of the signal generator and is fed to the VST for frequnecy
synchronization.
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5.1. Evaluation of Internal PIM Sources in UE

5.1.2 Measurement Results

In this Section, we first consider the PIM distortion with the full transmit
power of +24 dBm. The essential power spectral densities (PSDs) using the
default features listed in Table. 5.1 of each canceller are shown in Fig. 5.3
and 5.4, respectively. Firstly, it is evident that the PIM-induced distortion is
a serious problem in FDD transceivers operating on the frequency bands in
consideration. The PIM-induced SI is almost 20 dB above the noise floor, even
when using state-of-the-art RF components. Secondly, Fig. 5.3 and 5.4 show
that each of the proposed signal models, and the related digital cancellers are
able to cancel PIM-induced SI efficiently. Furthermore, it is also evident that
including the PA nonlinearities in the signal models is indeed beneficial for more
accurately suppressing the PIM distortion. Another important finding based
on Fig. 5.3 and 5.4 is that the cascaded model with the decoupled memory can
achieve almost the same amount of cancellation performance as the much more
complex model that has the coupled memory, even though its computational
complexity is lower by over five times. In general, when the nonlinear distortion
generated by each of the individual PA is taken into consideration, the amount
of cancellation is improved by about 4−5 dB with the 5-MHz carrier and some
2− 3 dB with 10-MHz CCs, in contrast to the linear PA-based canceller.

Next, Fig. 5.5 and 5.6 show the leftover power of the noise and interference
with respect to the total transmit power. It is evident that with both the CCs
bandwidth the PIM-induced interference is still above the noise level than with
the transmit power of as low as 15 dBm if no digital cancellation is performed.
However, as proposed modelling and cancelling the PIM even with a simple
model assure almost interference-free reception and provide cancellation with
transmit power of up to +20 dBm. The range of the transmit power can
further be increased by using more advanced signal models that include taking
into consideration the PA-induced nonlinearities. The canceller solutions that
incorporate the PA nonlinearities of 10 MHz are capable of significantly efficient
cancellation with the highest transmit power of +24 dBm. This is even when
the CCs are 10 MHz. The results in, Fig. 5.5 and 5.6 also show that the model
with decoupled memory is also able to provide nearly identical cancellation as
the model with coupled memory thus showing favorable complexity-accuracy
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Figure 5.3 Measured PSDs of the PIM distortion at own RX band with different
cancellation solutions, using a CC bandwidth of 5 MHz, Publication-IV
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Figure 5.4 Measured PSDs of the PIM distortion at own RX band with different
cancellation solutions, using a CC bandwidth of 10 MHz, Publication-
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74



5.1. Evaluation of Internal PIM Sources in UE

14 15 16 17 18 19 20 21 22 23 24

Total transmit power (dBm)

-90

-85

-80

-75

-70

-65

T
ot

al
 r

es
id

ua
l p

ow
er

 (
dB

m
)

CC bandwidth: 5 MHz

No cancellation
PIM canceller w/ linear PA models
PIM canceller w/ nonlinear PA models
PIM canceller w/ cascaded nonlinearity model
Noise floor

Figure 5.5 Measured PIM cancellation performance with respect to the total trans-
mit power, using a CC bandwidth of 5 MHz, Publication-IV.

14 15 16 17 18 19 20 21 22 23 24

Total transmit power (dBm)

-90

-85

-80

-75

-70

-65

T
ot

al
 r

es
id

ua
l p

ow
er

 (
dB

m
)

CC bandwidth: 10 MHz

No cancellation
PIM canceller w/ linear PA models
PIM canceller w/ nonlinear PA models
PIM canceller w/ cascaded nonlinearity model
Noise floor

Figure 5.6 Measured PIM cancellation performance with respect to the total trans-
mit power, using a CC bandwidth of 10 MHz, Publication-IV
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Figure 5.7 Example convergence of the measured residual total power (PIM+noise)
over time for the gradient-adaptive PIM cancellers. The CC bandwidth
is 5 MHz, and the TX power is +24 dBm, Publication-IV.

trade-off of the derived cascaded model.
Gradient-descent-based adaptive learning relies heavily on convergence and

learning rate. Therefore, Fig. 5.7 shows the convergence of the residual PIM
distortion plus noise power over time, considering an example of the case of
CCs of 5 MHz bandwidth. The gradient-descent-based learning rules support
accurate convergence for all three canceller types, with the residual power level
being very close to the steady state level within 0.5− 2 ms. Given the sample
rate of 30.72 MHz, this is almost the same as 15000 − 60, 000 samples. It is
also noticed that in the simple case of linear PAs the convergence rate is faster
because of the fewer number of parameters.

5.1.2.1 Impact of Nonlinearity Orders and Memory Depth

In this Section, we further elaborate on the importance of the PA nonlinearity
in the observed PIM distortion, while still keeping the baseline parameters in
mind given in Table. 5.1. To this end, Fig. 5.8, shows the remaining PIM-
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Figure 5.8 Measured PIM cancellation performance with respect to the PA nonlin-
earity order (2Q+ 1) and PIM nonlinearity order (P = 2R + 1) assumed
in the canceller, using a CC bandwidth of 5 MHz. TX power is +24 dBm,
Publication-IV
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Figure 5.9 Measured PIM cancellation performance with respect to the PIM nonlin-
earity order (P = 2R+1) and PA nonlinearity order (2Q+1) assumed in
the canceller, using a CC bandwidth of 5 MHz. TX Power is +24 dBm,
Publication-IV
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plus-noise power when different PA nonlinearity orders used in the cancellation
processing, focusing still on the 5-MHz CCs bandwidth case. These results fur-
ther affirm our stance that modelling the PA nonlinearities greatly enhances the
cancellation performance, as can be noted that the third-order PA model-based
canceller outperforms the one that is based on the linear-first-order model. It
can be further observed that the cancellation performance increases even more
with the fifth-order PA. The cancellation performance does not show any sig-
nificant improvement beyond the fifth-order PA model. The results for the 10

MHz CC are very similar and hence are not discussed here.
Next, we study the effect of the PIM nonlinearity order (P = 2R + 1) in

the canceller for a given PA nonlinearity order of 2Q + 1 = 5 and with pre-
cursor and post-cursor memory taps of M1 = 3 and M2 = 4, while otherwise,
again keeping the baseline parameters in mind as shown in Table. 5.1. The
results are given in Fig. 5.9, which again affirms our stance that modelling the
PA nonlinearities greatly enhances canceller performance. Furthermore, it can
also be noted that increasing the PIM nonlinearity beyond the fifth order does
not add any significant gain. Next, Fig. 5.10 shows the canceller performance
with respect to the filter memory taps, where for evaluation simplicity, the
filters are set to M1 = M2 = M and vary M within M ∈ {0, 1, 2, 3, 4} where
M = 0 means a canceller with no memory. It can be observed that including
the memory taps increases the performance by some 3 dB, however, due to the
narrow band nature of the signals the amount of memory is fairly mild in this
setup.

5.1.2.2 Learning Under the Signal-of-Interest and Timing Offset

Next, we study the sensitivity of the proposed estimation-cancellation methods
to the potential timing offsets between the two signals (the observed signal and
the cancellation signal). To demonstrate this, timing offsets are introduced
to the received signal intentionally, while keeping zero memory in the canceller
system i.e., (M1 =M2 = 0). The obtained results are shown in Fig. 5.11 for the
10-MHz CCs, where we consider the gradient-adaptive cascaded nonlinearity
model-based canceller, for better illustration. The results in Fig. 5.11 indicate
that the memoryless canceller is extremely sensitive to timing errors. However,
when the system is equipped with memory containing both pre and post-cursor
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Figure 5.10 Measured PIM cancellation performance with respect to the number
of pre-cursor and post-cursor taps (M1 = M2 = M ), PA nonlinearity
order (2Q + 1) and PIM nonlinearity order (P = 2R + 1) assumed in
the canceller, using a CC bandwidth of 10 MHz. TX power is +24 dBm,
Publication-IV.

taps, it becomes quite robust to any timing errors. Finally, we briefly discuss
the effect of the presence of the SoI on the canceller parameter learning aspect.
We use the same measured signals as in our earlier discussions. However, now
we impose an actual LTE-Advanced DL orthogonal OFDM signal on top of the
measured I/Q signals whose power varies over time which corresponds to SNR
values of the range (0−15). The SoI is a quadrature phase-shift keying (QPSK)
modulated OFDM signal with about 300 active subcarriers corresponding to
the 5-MHz channel bandwidth specifications. Next, we measure the canceller
performance as we did in the earlier examples, however, now also considering
the effect of the presence of the SoI on the parameter learning.

The results under different received power levels of the SoI are shown in
Fig. 5.12. It is noted that the canceller is quite robust even in the presence of the
SoI. However, the canceller performance degrades as the SoI becomes stronger
but this is expected since the SoI acts as an additional strong noise from the
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Figure 5.11 Measured PIM cancellation performance with respect to the timing
offset, using a CC bandwidth of 10 MHz. TX Power is +24 dBm,
Publication-IV.

parameter estimation point of view. It is also noted that the performance of
the PIM canceller with the linear PA models stays essentially constant with SoI
powers up to −79 dBm. This happens because the canceller output at the lower
SoI level is still overcome by the nonlinear products resulting from nonlinear
PAs and PIM.

5.1.3 Measurement Setup and Results for Coupled PIM

In this subsection, we address the performance evaluations and RF measure-
ments for a special case where the UE is equipped with a diversity RX chain
[Publication-II]. The results show that PIM coupled over-the-air from the
main antenna to the diversity antenna can also be a real problem.
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Figure 5.12 Measured PIM cancellation performance in the presence of a signal-
of-interest during the parameter learning. CC bandwidth is 5 MHz and
TX power is +24 dBm, Publication-IV.

5.1.3.1 Measurement Setup

The measurement setup for evaluating the performance of the proposed method
is shown in Fig. 5.13 while the relevant setup parameters are shown in Table 5.2.
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Figure 5.13 The RF measurement setup, showing the corresponding transmit-
ting and receiving units as well as the RF front-end components
Publication-II.

The measurement setup comprises of Analog Devices AD9368 2 × 1 transceiver
board to generate the corresponding Band 1 and 3 CCTX signals. These sig-
nals are then amplified using the Skyworks SKY77643-21 PAs and combined
in a multiplexer TDK B8690, which has a common antenna port and separate
TX and RX ports. The combined TX signal is next fed to an Infineon switch
BGS12PL6 and a diplexer TDK DPX162690DT-8022B2. This diplexer output
port is connected to an antenna. For the implementation of the diversity RX
chain, to which PIM is coupled over-the-air an additional B1 duplexer is con-
nected to a second antenna which is placed in the close vicinity of the main
transceiver. The signals at the main RX ports are fed to the RF input of the
National Instrument (NI) PXIe-5645R vector signal transceiver (VST), which
are then down-converted and digitized for further processing in MATLAB. In
the next Section, the measurement results for the diversity RX branch are pre-
sented.
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Table 5.2 Basic RF measurement parameters

Parameter Value

Bandwidths of the TX CCs 5 MHz

Total transmit power 24 dBm

Post PA loss 4 dB

Duplexer insertion loss 3 dB

Switch insertion loss 1 dB

RX center frequency 2140 MHz

LS parameter learning sample size 90000

Number of PIM pre-cursor taps (L1) 3

Number of PIM post-cursor taps (L2) 4

Number of TX/PA pre-cursor taps (M1) 0 or 1

Number of TX/PA post-cursor taps (M2) 0 or 1

5.1.3.2 Measurement Results

In this subsection, the measurement results for the diversity RX branch are pre-
sented which demonstrates that PIM-induced distortion can also couple over-
the-air and cause self-interference to the diversity RX branch. The diversity
RX antenna is placed at a distance of 5 cm from the main RX antenna, which
provides an antenna isolation of 10 dB. Fig. 5.14 shows that the PIM interfer-
ence is substantially strong and can block the desired RX signal. It can also be
observed that the proposed digital cancellation method is able to suppress the
over-the-air coupled PIM efficiently very close to the noise floor.
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Figure 5.14 Measured PSD curves of the PIM distortion at the diversity RX branch
of Band 1 without and with digital cancellation. The TX CC bandwidths
at the LTE Bands 1 and 3 are 5 MHz each, and the aggregated TX
power is +24 dBm Publication-II.

5.2 Evaluation of External PIM sources using
Base Station Hardware - PHM Distortion

In this Section, we discuss the RF measurement setup utilized to test the per-
formance of the digital canceller for the signal model discussed in Section 4.2.
The digital canceller is based on LS estimation method as described in Section
4.4.1.
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Distortion

5.2.1 Measurement Setup

The measurements are conducted in an anechoic chamber to avoid interference
from external sources. To generate passive harmonic distortion, we used rusty
metal and other similar sources placed at a distance of 1 meters from the
base station. The base station hardware is controlled by a computer located
outside the chamber which feeds the input signals and collects the data for
post-processing. The measurement setup is shown in Fig. 5.1, while the rest of
the relevant features of the measurement system and the digital canceller itself
are given in Table. 5.3

Table 5.3 RF MEASUREMENT SETUP CONFIGURATION AND
CONSIDERED PHM DISTORTION CANCELLER PARAMETERS

Parameter Value

Bandwidth of the CCs 5 MHz

Total transmit power 31 dBm

Center frequencies of CCs 1819.0/1866.5 MHz

RX center frequency 3685.0 MHz

RX capture bandwidth 122.8 MHz

Cancellation bandwidth 20 MHz

Signals per carrier frequencies 2

Polynomial order (P ) 4

Number of samples used for estimation (N) 90 000

The base station hardware constitutes a dual TX/RX system with direc-
tional antennas as indicated by label-A in Fig. 5.1. The TX chains then trans-
mit two 5G NR standard CP-OFDM signals as CCs, which has a bandwidth of
5 MHz with a transmit power of about +31 dBm, plus the antenna gain. The
centre frequencies of the CCs are 1819.0 MHz and 1866.5 MHz respectively.
The RX center frequency is set to 3685.0 MHz, where the observable PHM
distortion is also captured as illustrated in Fig. 5.16

5.2.2 Measurement Results

In this Section, we discuss the cancellation results achieved for all the fundamen-
tal harmonic distortion products. To this end, Fig. 5.17 shows the cancellation
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Figure 5.15 Overall RF measurement setup used for evaluating the performance of
the proposed digital cancellation method, Publication-V.

3640 3660 3680 3700 3720 3740 3760

Frequency (MHz)

-115

-110

-105

-100

-95

-90

P
S

D
 (

d
B

m
/1

0
0

 k
H

z
)

Wideband Spectrum at 5G NR band N78 RX

2
1

1
 + 

2

2 
2

Figure 5.16 Wideband spectrum of the observable PHM distortion at the RX band,
Publication-V.
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results achieved for the frequency 2ω1, where the power of the PHM distortion
is about 6.3 dB higher than the noise power and the cancellation achieved is
about 5.4 dB.

Similarly, the cancellation results at frequencies 2ω2 and ω1 + ω2 are shown
in Fig. 5.18 and Fig. 5.19, where the PHM distortion power is about 8.5 dB
and 11.2 dB relative to the noise floor while the cancellation achieved is 6.2 dB
and 8.6 dB, relative to the noise floor.

It has been demonstrated in these results that the proposed digital can-
celler can effectively suppress PHM distortion products, thus enabling efficient
utilization of the RF spectrum.

5.3 Main Findings and Inference from the RF
Measurement Results

Altogether, the obtained results for the PIM and PHM distortion lead to the
following observations:
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Figure 5.17 The spectra of the observed PHM distortion at frequency 2ω1 and the
residual signal after cancellation, Publication-V
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Figure 5.18 The spectra of the observed PHM distortion at frequency 2ω2 and the
residual signal after cancellation, Publication-V.
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• The PIM-PHM induced inteference is a serious problem in FDD transceivers
utilizing CA. In this work, we demonstrated it with actual RF measure-
ments utilizing Band 1 and Band 3 where commercial off-the-shelf passive
components produced passive distortion which hit one of the RX bands.

• Next, we noticed that the nonlinearity of the PAs must be taken into
consideration when developing the interference signal model. Since the
PAs already distort the CCs, PAs nonlinearity modelling improves the
canceller’s performance when taken into account.

• The cascaded model of PIM where there is one decoupled single mem-
ory model for all the basis functions greatly reduces the computational
complexity of the canceller. It reduces canceller performance slightly, but
given the complexity of the model, that is an acceptable trade-off.

• The proposed solutions demonstrated that they are able to perform effi-
ciently in the presence of SoI and timing offsets. This is when an adequate
number of precursors and postcursors are present. It was also observed
in the case of PHM distortion that the air-induced PHM distortion can
also be efficiently cancelled even in FDD-TDD scenario when the radios
are co-located.

In the end, the measurement results show that there is still some residual
distortion above the noise floor at very high transmit powers. This is most
likely due to the potential model mismatch and the residual inaccuracies in the
coefficient estimations. The performance can be further improved for example
by adopting Volterra-type models but at the cost of increased computational
complexity.
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CHAPTER 6

THESIS SUMMARY AND
FUTURE WORK

In this thesis work, we proposed advanced solutions for modelling and digital
cancellation of the passive intermodulation distortion appearing at the own RX
band. We focused on the IMD distortion produced as a result of the nonlinearity
of the passive components, in CA based FDD transceivers. We also discussed
the passive harmonic distortion which may not only be generated by the passive
components but may also couple through the air into the RX band, if for
example there are metallic objects in the antenna near-field. If left untreated
such IMD distortion can seriously degrade the sensitivity of the receiver when
operating on certain LTE/NR band combinations. Three different PIM models
and one PHM model and the corresponding digital cancellers were proposed,
the former trading-off between complexity and modelling accuracy whilst also
taking into account the modelling of the PA nonlinearities and the memory
effects.

The performance of the proposed digital cancellation solutions was evaluated
through real-life RF measurements and the results demonstrate efficient digital
cancellation of the residual PIM/PHM interference. For PIM, the advanced
signal models incorporating the PAs nonlinearities and the memory effect show
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that the corresponding canceller can suppress PIM up to 20 dB. This is very
close to the noise floor. The results also show that the proposed cancellers per-
form very effectively under timing offsets especially when the canceller mem-
ory parameterization is done properly. The results obtained throughout this
work demonstrate that these digital cancellation solutions improve the network
performance by improving the throughput and coverage without limiting the
transmit power or having the need to relax the reference sensitivity as otherwise
proposed by 3GPP in the context of MPR and MSD which negatively affect
the link budget requirements.

The results also indicate nearly perfect mathematical modelling of the non-
linear components present in the TX chain such as the PAs and the passive com-
ponents since we are able to achieve nearly perfect cancellation with our most
advanced signal models and the corresponding digital cancellers. There are 465

complex multiplications per iteration in our model with coupled memory out
of which only 120 complex multiplications are required for digital cancellation
in contrast to our model with decoupled memory which requires 391 complex
multiplications per iteration out of which only 23 complex multiplications are
needed for digital cancellation, while the rest of the complex multiplications
are needed during the parameter update phase which can also be carried out
offline without straining the device in question in real-time operation.

The proposed solutions also help keeping the cost and size of the radio
devices small since no expensive highly linear components are needed and there
is no need to improve the duplex filter isolation. Furthermore, it is easy to
tune the devised solutions for any band combinations without needing to make
changes to the actual radio transceiver hardware. The obtained results also
indicates that the proposed solution also performs efficiently in MIMO scenarios
especially when more than two component carriers are present.

Some of the potential future work items are studying the behaviour of PIM
distortion in scenarios where there are more than 2 CCs as opposed to what
we discuss as an example in this thesis work. In some cases, for example in the
case of three CCs, the IM of all the three CCs at the frequency ω1 + ω2 − ω3,
coincide with one of the RX band. In such cases, the basis functions can be
derived utilizing the equations in Chapter 4, which may yield basis functions of
the form x1[n]x2[n]x

∗
3[n], for the above-mentioned frequency. Another poten-
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tial study item could be to study the behaviour of the proposed signal models
under different modulation schemes, such as 16QAM, 64QAM, 256QAM and
see the impact of proposed cancellers on throughput performance. Some other
research directions are to develop advanced signal models for multiple TX/RX
antennas; and multiple PIM sources; assess the PIM impact with link and sys-
tem level simulation, and evaluate the actual hardware implementation-related
complexity. The future 6G systems as specified by 3GPP are aiming to utilize
the subband full duplex (SBFD) type waveforms and radio access concepts. It
would be beneficial to study the behaviour of IM distortions and PIM under
such scenarios.

While the research in this domain will continue to flourish in the future,
the models and methods proposed in this thesis work greatly relax the passive
front-end RF components’ linearity requirements, while also increasing the flex-
ibility of the RF spectrum utilization in the existing LTE-Advanced/5G and
the upcoming sixth-generation 6G radio networks. This research enables the
network operators to increase the data rate while utilizing multiple frequency
bands at the same time without the need to have to invest in highly expensive
linear components or antenna hardware. It also enables the network operators
to operate on full TX power in remote areas and hence providing coverage to
a large area which is critical for emergency service providers in areas where
network coverage may be limited. The ever increasing demand for user data
rate and the growing applications of mobile networks such as flying drones,
autonomous vehicles makes it necessary to have more and more radios across
the cities and other areas and solutions like the proposed digital canceller are
very essential for smooth operations of the mobile networks.
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APPENDIX A

MATHEMATICAL DERIVATIONS

A.1 Calculating the Complex Partial Derivative of
the Decoupled Learning Rule

The partial derivative of J(gn, hn) can first be calculated as follows:

∂J(gn,hn)

∂gn
=
∂|yc(n)|2
∂gn

=
∂yc(n)y

∗
c (n)

∂gn
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(A.1)
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where gn = gR,n + jgI,n.
Recalling that yPIM(n) = hH

n yn,NL, the partial derivative of yPIM(n) with
respect to gR,n can then be calculated as

∂yPIM(n)

∂gR,n
=
∂hH

n yn,NL

∂gR,n
=
∂yn,NL

∂gR,n
h∗
n

=
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∂yNL(n+M1)

∂gR,n
· · · , ∂yNL(n−M2)

∂gR,n

]︃
h∗
n. (A.2)

A column of (∂yn,NL)
(∂gR,n)

can easily be obtained as follows:

∂yNL(n)

∂gR,n
=
∂gH

n ϕ(n)

∂gR,n
=
∂(gT

R,n − jgT
I,n)ϕ(n)

∂gR,n
= ϕ(n). (A.3)

Therefore,
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=
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ϕ(n+M1) · · · ϕ(n−M2)

]︂
h∗
n = Φnh

∗
n

(A.4)

where Φn =
[︂
ϕ(n+M1) · · · ϕ(n−M2)

]︂
. Following a largely similar proce-

dure, the partial derivative of yPIM(n) with respect to gI,n can be calculated
as

∂yPIM(n)

∂gI,n
=
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where a column of (∂yNL(n))
(∂gI,n)

can now be calculated as
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A.2. Calculating the Correlation Matrix of the Orthogonalized Decoupled
Learning Rule

As a result, we can write

∂yPIM(n)

∂gI,n
=
[︂
−jϕ(n+M1) · · · −jϕ(n−M2)

]︂
h∗
n

=− jΦnh
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n. (A.7)

Substituting the hereby obtained expressions into (A.1), we get
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because j2 = −1.

A.2 Calculating the Correlation Matrix of the
Orthogonalized Decoupled Learning Rule

We start by rewriting un as follows:
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∗
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where ϕi(n) =
[︂
ϕi(n+M1) · · · ϕi(n−M2)

]︂T
and ϕi(n) is the ith PIM basis

function. In other words, instead of collecting the different instantaneous basis
functions into a single vector ϕ(n− k), we now collect the delayed copies of an
individual basis function into a single vector ϕi(n). With this, the correlation
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matrix becomes

R =E
[︁
unu

H
n
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Therefore, the element on the ith row and jth column is

{R}ij =E
[︁
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n ϕi(n)ϕ

H
j (n)hn
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=hH
n E

[︁
ϕi(n)ϕ

H
j (n)

]︁
hn (A.11)

where the last equality stems from the fact that the analysis is performed for a
given memory model. Inspecting then the remaining expected value, it can be
rewritten as

E
[︁
ϕi(n)ϕ

H
j (n)

]︁

=E

⎡
⎢⎢⎢⎣

⎡
⎢⎢⎢⎣

ϕi(n+M1)
...

ϕi(n−M2)

⎤
⎥⎥⎥⎦
[︂
ϕ∗j (n+M1) · · · ϕ∗j (n−M2)

]︂
⎤
⎥⎥⎥⎦

=E[ϕi(n)ϕ
∗
j (n)]IM (A.12)

where M = M1 + M2 + 1 and IM is an M × M identity matrix. The last
expression is based on the assumption of i.i.d. stationary transmit signals.

Substituting then (A.12) into (A.11), we get the following form for the ele-
ment on the ith row and jth column:

{R}ij =hH
n E[ϕi(n)ϕ

∗
j (n)]IMhn

=E[ϕi(n)ϕ
∗
j (n)]h

H
n IMhn = E[ϕi(n)ϕ

∗
j (n)]h

H
n hn. (A.13)
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A.2. Calculating the Correlation Matrix of the Orthogonalized Decoupled
Learning Rule

From this, it is easy to see that the correlation matrix can be written as follows:

R =E

⎡
⎢⎢⎢⎣

⎡
⎢⎢⎢⎣

ϕ1(n)
...

ϕC(n)

⎤
⎥⎥⎥⎦
[︂
ϕ∗1(n)

... ϕ∗C(n)
]︂
⎤
⎥⎥⎥⎦hH

n hn

=E
[︁
ϕ(n)ϕH(n)

]︁
hH
n hn = Rϕh

H
n hn (A.14)

where Rϕ is the correlation matrix of the basis functions.
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Abstract—In this paper we study and analyze the problem
of self-interference in transceivers performing inter-band carrier
aggregation, where separate power amplifiers (PAs) are used for
each component carrier (CC). The self-interference stems from
the nonlinear behaviour of the passive RF components at the
transmitter, which results in passive intermodulation terms that
in some cases fall onto the RX band. Moreover, also the individual
PAs distort the CCs in a nonlinear fashion, which means that
the self-interference is in fact produced by a cascade of two
nonlinearities. This is something that has largely been ignored in
earlier literature. Hence, in this work, a signal model is derived
that considers both the nonlinearity of the PAs and the passive
components, resulting in a highly efficient digital cancellation
solution. Using realistic waveform simulations, it is shown to
outperform the existing digital cancellers that neglect the PA-
induced nonlinear distortion. Also the computational complexity
of the proposed digital canceller is analyzed in detail. All in
all, the findings indicate that the developed digital cancellation
solution is a feasible option for improving the receiver sensitivity
of mobile devices utilizing inter-band carrier aggregation.

I. INTRODUCTION

The continuously increasing user demands for high data
throughput in wireless systems can be satisfied by utilizing
wider transmission bandwidths. Therefore, modern cellular
handsets need to support a wide range of frequency bands,
and some of them simultaneously, so that a large aggregated
bandwidth can be realized. However, due to current allocation
and licensing of the radio spectrum, allocating a continuous
spectrum to a single user is practically impossible. To alleviate
this issue, the carrier aggregation (CA) technique introduced in
LTE-Advanced enables flexible expansion of the transmission
bandwidth by aggregating spectrum resources either from
the same LTE frequency band (intra-band) or from different
frequency bands (inter-band CA) [1]–[3]. With inter-band CA,
multiple transmissions can occur simultaneously over different
LTE bands, where each contiguous transmit signal is referred
to as component carrier (CC), and it greatly enhances the
flexibility and efficiency of the radio spectrum usage.

In general, noncontiguous transmission poses a variety
of practical implementation related challenges for the radio
transceivers [3], [4]. More specifically, when a noncontiguous
signal propagates through a nonlinear radio frequency (RF)
front-end component, unwanted intermodulation distortion
(IMD) products are produced. These IMD products lie at

specific intermodulation (IM) sub-bands which are integer
linear combinations of the CC center-frequencies [4]. In some
cases, some of the IM sub-bands can appear in the own
receiver (RX) operating band, causing self-interference. This
has recently been acknowledged in 3GPP for various band
combinations in inter-band CA [5], [6].

A dominant source of nonlinear distortion in radio
transceivers is the transmitter (TX) power amplifier (PA).
However, with inter-band CA transmissions where each CC is
typically amplified by a separate PA [3], [7], spurious signals
generated by the passive RF front-end components can also
be significant and, in turn, may cause self-interference to the
RX. In recent years, several digital cancellation techniques
have been proposed that target to suppress the PA nonlinearity
induced self-interference [4]–[9]. On the other hand, the works
in [10]–[12] consider only the digital cancellation of passive
IMD, while neglecting the nonlinear distortion in the individ-
ual TX PAs. In this paper, we develop a complete behavioral
model incorporating the joint effects of the cascaded nonlin-
earities of the PA and the passive components. Then, building
on this model, we develop a digital cancellation technique to
jointly mitigate the self-interference caused by the nonlinearity
of the TX PAs and the passive components in the receiver
digital baseband. Waveform simulation results show that the
proposed digital cancellation scheme provides substantial self-
interference suppression, thus reducing the RF components’
linearity requirements, cost, and complexity.

The rest of the paper is organized as follows. In the
following section, we discuss the implementation challenges of
a radio transceiver supporting inter-band CA. In Section III,
essential signal models related to the cascaded nonlinearity
of the TX PAs and the passive components are presented,
together with the proposed digital cancellation technique.
The performance evaluation of the proposed technique with
full waveform simulations is reported in Section IV, and
conclusions are made in Section V.

II. INTER-BAND CARRIER AGGREGATION WITH
NON-IDEAL RF COMPONENTS

Inter-band CA allows combining the spectrum resources
from different LTE operating bands in order to provide in-
creased data rate. It can be divided into CA among the low-

978-1-5386-0446-5/17/$31.00 c©2017 IEEE
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Fig. 1: (a) Block diagram of the considered transmitter architecture for inter-band CA FDD transceiver, and (b) a spectral illustration of the
unwanted IMD products created due to the nonlinearity of the TX PAs and the passive components, appearing in one of the configured RX
operating bands.

band (< 1 GHz) carriers and high-band (> 1 GHz) carriers
(LB-HB CA) where the CC center-frequencies are further
apart, or CA of similar frequencies, i.e., LB-LB CA or HB-
HB CA [13]. In this paper, we consider the inter-band CA of
similar frequencies, such as CA of LTE Band 1 and Band 3
(CA B1+3), CA B5+13, or CA B4+8, among others. The
considered radio architecture, shown in Fig. 1(a), is comprised
of separate TX and RX chains for each aggregated LTE band
which, in general, is a feasible candidate TX architecture to
support a wide range of LTE bands [7]. Each CC is amplified
by a separate PA, and different LTE bands are combined using
a multiplexer. The radio transceivers of different LTE bands
share the same antenna and thereby a band selection switch
and a diplexer are also employed.

As discussed earlier, the nonlinear behavior of the RF
components in the radio transceiver and RF front-end creates
unwanted IMD products. The IMD products created due to
the PA nonlinearity appear as spectral regrowth around the
transmit CCs, whereas the passive front-end components,
such as the multiplexer, the switch, and the diplexer, create
IMD products of the CCs which appear at various different
center-frequencies. In general, the IM frequencies are linear
combinations of the CC center-frequencies, with certain inte-
ger coefficients. In some CA band combinations, the center-
frequencies of these IMD products can coincide with one of
the configured RX frequencies and may lead to RX desensiti-
zation, as shown in Fig. 1(b). For example, if we consider the
CA of B1+B3 and assume that the center frequency of CC1
is fTX1 = 1950 MHz and the center frequency of CC2 is
fTX2 = 1760 MHz, then the third-order IM sub-band, located
at f = 2fTX1 − fTX2 = 2140 MHz, falls within the RX
band of B1. Other similar band combination examples may
include, e.g., CA B3+8, B2+4, B5+7, etc. The relative powers
of the IMD components depend on the PA and the passive
components’ linearity characteristics, and can be very strong
even with state-of-the-art RF components.

To prevent the RX desensitization in inter-band CA
transceivers, one could consider either reducing the transmit
power or alternatively relaxing the receiver reference sen-
sitivity requirements, known as maximum power reduction

(MPR) and maximum sensitivity degradation (MSD) in the
context of LTE-Advanced, respectively [5], [14]. The former
decreases the relative strength of the IMD, while the latter
simply takes the IMD-induced interference into account in the
link budget calculations. However, such methods will severely
compromise the uplink coverage, and consequently a more
convenient option might be to just improve the quality of the
RF components at the expense of increased overall cost.

Motivated by previous discussion and keeping in view the
drawbacks of the above discussed solutions, in this paper
we develop an advanced digital self-interference cancellation
solution for inter-band CA radio transceivers. This means that
the self-interference can be dealt with without any decrease
in the uplink coverage, or without significant increase in the
overall cost of the transceiver.

III. PASSIVE INTERMODULATION MODELING AND
PROPOSED DIGITAL CANCELLATION

As already discussed, in this paper we consider a scenario
where two UL CCs, transmitted within an LTE mobile device,
produce IMD onto the DL frequency band. In particular,
assuming that the UL transmission occurs on LTE UL bands
1 and 3, one of the 3rd-order IMD products will fall directly
onto the LTE DL Band 1. Note that there are also band
combinations that can produce harmful IMD of different
orders, but in this work the emphasis is only on this band
combination and the 3rd-order IMD that is being produced by
the passive components.

A. Self-interference Model and Canceller Structure

In general, denoting the baseband UL signals on Bands 1
and 3 by s1(n) and s3(n), respectively, and considering only
the 3rd-order passive intermodulation (PIM), we can express
the PIM product at RF as

sPIM(n) = αPIM

(
α1 Re

{
s1(n)e

jω1n
}

+α2 Re
{
s3(n)e

jω3n
})3

(1)

where ω1 is the center-frequency of the CC on Band 1, ω3

is the center-frequency of the CC on Band 3, and αX are
unknown coefficients. It is then easy to show by expanding (1)



that the baseband-equivalent self-interference signal falling
onto the RX band is as follows:

sRX
PIM(n) = αRX

PIMs1(n)
2s∗3(n), (2)

where we have reverted to baseband-equivalent notation for
notational simplicity, the zero frequency corresponding to
2ω1 −ω3. Note that (1) generates also several other nonlinear
terms but none of them fall near the considered RX band and
can consequently be ignored in this analysis.

It is important to note that also the PAs themselves produce
some nonlinear distortion, which should be modeled, in addi-
tion to PIM. Having also a 3rd-order model for both PAs, we
can write

s1(n) = α11x1(n) + α13x1(n)
2x∗1(n) (3)

s3(n) = α21x3(n) + α23x3(n)
2x∗3(n) (4)

where x1(n) and x3(n) are the original TX data signals for
the two PAs on LTE UL Bands 1 and 3, respectively, and αxy

are the coefficients for the PA models. Substituting then (3)
and (4) into (2), the final baseband equivalent self-interference
signal can be written as

sRX
PIM(n) = α1x1(n)

2x∗3(n) + α2x1(n)
3x∗1(n)x

∗
3(n)

+ α3x1(n)
4x∗1(n)

2x∗3(n) + α4x1(n)
2x∗3(n)

2x3(n)

+ α5x1(n)
3x∗1(n)x

∗
3(n)

2x3(n)

+ α6x1(n)
4x∗1(n)

2x∗3(n)
2x3(n) (5)

Hence, the final signal model consists of six basis functions,
whose coefficients (α1–α6) must be estimated in order to
regenerate and cancel the PIM-induced self-interference in the
receiver.

It should also be noted that the first basis function
(x1(n)2x∗3(n)) corresponds to a model with linear PAs, and
it can consequently be considered as a benchmark for the
proposed digital canceller, which also incorporates the non-
linearity of the PAs. Such a model has been proposed, for
instance, in [10], albeit with memory. However, note that
the first basis function is still the most dominant one in any
practical system as the linear signal term is obviously stronger
than any of the nonlinearities.

B. Parameter Estimation

Noting that (5) is in fact a linear-in-parameters model,
the parameter estimation can be carried out with linear least
squares (LS). For this, let us denote the six basis functions in
(5) as follows:

φ1(n) = x1(n)
2x∗3(n)

φ2(n) = x1(n)
3x∗1(n)x

∗
3(n)

φ3(n) = x1(n)
4x∗1(n)

2x∗3(n)

φ4(n) = x1(n)
2x∗3(n)

2x3(n)

φ5(n) = x1(n)
3x∗1(n)x

∗
3(n)

2x3(n)

φ6(n) = x1(n)
4x∗1(n)

2x∗3(n)
2x3(n)

(6)

Then, the data matrix for the nth time instant is as follows:

Φ(n)

=




φ1(n−N + 1) φ2(n−N + 1) · · · φ6(n−N + 1)
φ1(n−N + 2) φ2(n−N + 2) · · · φ6(n−N + 2)

...
...

. . .
...

φ1(n) φ2(n) · · · φ6(n)




(7)

where N is the number of samples used for estimation. The
parameter estimate is then simply calculated as

α̂ =
(
ΦH(n)Φ(n)

)−1
ΦH(n)y (8)

where α̂ =
[
α̂1 α̂2 · · · α̂6

]T
contains the estimate for

each coefficient, and y is the received signal before any
cancellation. Moreover, (·)H denotes the Hermitian transpose,
while (·)T denotes the regular transpose. The actual cancella-
tion performance can then be evaluated by regenerating the
self-interference over another observation period, using the
estimated coefficients. The signal after the cancellation can
be written as follows:

yc(n) = y(n)−
6∑

i=1

α̂iφi(n), (9)

where y(n) is the nth sample of the overall received signal
before any cancellation. In the forthcoming results section, the
performance of the proposed scheme is compared to the case
where linear PAs are assumed, which means that only the first
basis function is included in the cancellation processing, as
discussed earlier. This is essentially a memoryless version of
the digital cancellation solution presented in [10].

C. Computational Complexity of the Cancellation Procedure

Let us then briefly analyze the computational complexity
of the proposed digital cancellation solution. The overall
cancellation procedure involves in principle two steps, which
are as follows:

• Estimating the coefficients with LS
• Regenerating and canceling the self-interference signal

However, considering that the nonlinear behaviour of the PAs
and the passive components can be expected to be largely time-
invariant, the estimation stage is performed only relatively
infrequently. Hence, the overall computational complexity of
the digital canceller is mainly determined by the second stage,
as it is being performed constantly. For this reason, it is
sufficient to consider only the second stage in this analysis.

It can easily be observed from (6) that generating the
six basis function samples for one time instant requires 36
complex multiplications. Furthermore, generating the cancel-
lation signal itself, as shown in (9), requires 6 complex
multiplications and 5 complex additions per one time instant.
Taking into account also the actual cancellation where the
regenerated self-interference signal is subtracted from the
received signal, the total number of required computations per
each received sample is 42 complex multiplications and 6
complex additions.



If some latency in generating the basis functions is ac-
ceptable, the number of multiplications can be decreased by
presenting the basis functions in a recursive form as follows:

φ1(n) = x1(n)
2x∗3(n)

φ2(n) = φ1(n)x1(n)x
∗
1(n)

φ3(n) = φ2(n)x1(n)x
∗
1(n)

φ4(n) = φ1(n)x3(n)x
∗
3(n)

φ5(n) = φ4(n)x1(n)x
∗
1(n)

φ6(n) = φ5(n)x1(n)x
∗
1(n)

(10)

In this case, it can be calculated from (10) that generating
the six basis functions for one time instant requires only 10
complex multiplications. Taking into account also the com-
putations involved in generating the cancellation signal and
performing the subtraction, in total 16 complex multiplications
and 6 complex additions are needed in this case for each
received sample. However, as mentioned, the cost of this
decreased computational complexity is the increased latency
in generating the basis functions. It should also be mentioned
that it might be possible to further reduce the number of
multiplications by using alternative representations of the TX
signals, although these aspects are out of the scope of this
paper.

IV. SIMULATION RESULTS

A. Simulator Description

The proposed digital cancellation solution is then evaluated
using a waveform simulator implemented with Matlab, which
is modeling the transceiver illustrated in Fig. 1. The two
CCs are transmitted on LTE UL bands 1 and 3, as per the
earlier discussions, the transmit waveforms being LTE UL
signals. Furthermore, realistic baseband-equivalent models for
the different components are also included in the simulator.
Firstly, the model for each PA is extracted by measuring the
characteristics of an actual real-life PA under the utilized
transmit power. The memory effects of the PA are also
included in the modeling. The frequency selective behaviour
of the duplexer/multiplexer is also considered in the simulator,
although results are also provided for a frequency-flat ideal
duplexer for reference. The IMD is then produced within
the simulator by feeding the sum transmit signal, consisting
of two CCs, into a nonlinear model of an RF switch. This
produces the PIM component that is falling onto the RX band.
The relevant parameters used in the simulations are listed in
Table I.

B. Cancellation Performance

The cancellation performance is first measured for a
frequency-flat duplexer response. This means that the only
memory within the system is that of the PAs. Figure 2 shows
the spectra of observed self-interference signal, alongside with
the signal spectra after the two different digital cancellers.
The cancellation performance of the benchmark scheme with
linear PA models, taken from [10], is clearly insufficient for

TABLE I: The essential simulation parameters.

Parameter Value
Bandwidth of the CCs 5 MHz

Total transmit power 23 dBm

Center frequencies of CCs 1760/1950 MHz

RX frequency 2140 MHz

IIP3 of the RF switch 70 dBm

Power of the RX signal −91.5 dBm

Number of samples used for estimation (N ) 10 000
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reference. Frequency-selective duplexer response.

such a weak received signal of interest, as the signal-to-
interference-plus-noise ratio (SINR) is in this case negative.
On the other hand, when utilizing all the six basis functions,
i.e., modeling also the nonlinearity of the PAs, the self-
interference can be cancelled almost 10 dB below the noise



floor. This means that the decrease in the SINR is less than
half a decibel. Hence, the proposed canceller, with realistic
nonlinearity models for the PAs and the passive components,
is indeed capable of sufficient cancellation accuracy. Note that
the parameter estimation within the simulator is performed
using the total received signal that contains also the noise and
the desired signal, although each signal component is shown
separately in Fig. 2 for a better illustration.

Considering then a more challenging scenario where the
duplexer has a frequency-selective response, Fig. 3 shows
again the spectra of the different signal components. As can
be observed, now the residual self-interference power is much
higher also after the proposed canceller with PA nonlinearity
modeling. This stems from the fact that the utilized signal
model does not have any memory, and consequently it is not
capable of modeling any frequency selectivity. This is not
an issue when only the PAs have memory, as the resulting
frequency selectivity is rather mild in nature. However, the
frequency selectivity of the duplexer response is much more
severe, and thereby the accuracy of the memoryless model
is somewhat reduced. Nevertheless, it still outperforms the
benchmark scheme with linear PA models, although now
the residual self-interference decreases the SINR with both
cancellers.

All in all, these findings confirm the high performance
of the proposed digital canceller, thereby indicating that the
nonlinearity of the PAs must be modeled when canceling
PIM-induced self-interference in the receiver. However, Fig. 3
also demonstrates that the digital canceller should incorporate
some memory to fully suppress the self-interference under
practical circumstances. This is an important future work item
for us, together with performing actual RF measurement–based
cancellation experiments.

V. CONCLUSION

In this paper, we proposed a novel digital cancellation
solution for dealing with the self-interference produced in
transceivers utilizing inter-band carrier aggregation. The self-
interference stems from the nonlinearity of the passive com-
ponents, as separate power amplifiers are used for each com-
ponent carrier. However, the nonlinear behaviour of the power
amplifiers still affects the self-interference waveform, and
hence it is also considered in the proposed digital canceller.
Using waveform simulations, the developed digital canceller
is shown to outperform the existing solutions, which neglect
the nonlinearity of the PAs. As a future work item, we plan
to extend the signal model to cover also the various memory
effects occurring in the transmitter, while also using actual
measured data to evaluate the cancellation performance under
real-life conditions.
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Abstract—Modern radio systems and transceivers utilize car-
rier aggregation (CA) to meet the demands for higher and higher
data rates. However, the adoption of CA in the existing Long
Term Evolution (LTE)-Advanced and emerging 5G New Radio
(NR) mobile networks, in case of frequency division duplexing
(FDD), may incur self-interference challenges with certain band
combinations. More specifically, the nonlinear distortion products
of the transmit signals or component carriers (CCs), stemming
from the passive radio frequency (RF) front-end components of
the transceiver, can appear in one or more of the configured
receiver bands, potentially leading to the receiver desensitization.
In this paper, we present advanced baseband equivalent signal
models for such passive intermodulation (PIM) distortion viewed
from the RX point of view, considering also potential memory
effects in the PIM generation. Then, building on these signal mod-
els, a digital self-interference cancellation technique operating in
the transceiver digital front-end is presented. The performance of
the proposed solution is evaluated with real-life RF measurements
for LTE-Advanced type user equipment (UE) with dual CC inter-
band CA, demonstrating excellent suppression properties. The
findings in this work indicate that digital cancellation is a feasible
approach for improving the receiver sensitivity of mobile devices
that may be prone to RF front-end induced PIM challenges.

Index Terms—4G LTE-Advanced, 5G NR, digital cancellation,
frequency division duplexing, nonlinear distortion, passive inter-
modulation, self-interference.

I. INTRODUCTION

The increasing amounts of data usage by mobile network
subscribers imply the need for higher throughputs and higher
network capacities. The existing and emerging mobile com-
munication networks, such as 4G long term evolution (LTE)-
Advanced and 5G New Radio (NR), are designed to meet
these needs and requirements [1]. Carrier aggregation (CA)
is one of the key techniques that was introduced in LTE-
Advanced to support higher throughput requirements, where
multiple component carriers (CCs) at one or multiple LTE
bands are aggregated together to form larger transmission
bandwidth, and also to facilitate efficient utilization of the
available radio spectrum [2]–[4]. In this work, we particularly
focus on the case where the aggregated CCs are at different
bands, commonly referred to as inter-band CA.

In general, modern radio systems employing wideband mul-
ticarrier waveforms are vulnerable to practical analog circuit
implementation related challenges and imperfections. One of
these challenges is the so called passive intermodulation (PIM)
that can severely limit the performance of frequency division
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1760 2140
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Fig. 1: Spectral illustration of the unwanted PIM products with
interband CA of Band 1 and Band 3 at mobile device side. In this
example, some of the PIM products hit the Band 1 receiver.

duplexing (FDD) based systems. Such PIM is typically gen-
erated in the passive components of the radio frequency (RF)
transceiver front-end, such as duplexer, diplexer, multiplexer or
antenna selection switches. Moreover, the nonlinear junctions
typically caused by poor RF connection or the presence of
dirt over the metal surfaces in the radio components can
also generate PIM. As a consequence, unwanted nonlinear
distortion products are created due to the intermodulation
of the transmit CCs that generally appear at the specific
intermodulation (IM) sub-bands. Depending on the used bands
and adopted CC center-frequencies, some of these nonlinear
PIM products may appear in one or more of the receiver
operating bands as illustrated in Fig. 1. Furthermore, since
the PIM is generated in the radio transceiver front-end at or
after the duplexer filter, it leaks directly into the receiver and
may lead to receiver desensitization.

A concrete example case, in terms of exact LTE bands and
frequencies, is given in Fig. 1 illustrating uplink inter-band CA
transmission at Band 1 (1920-1980 MHz) and Band 3 (1710-
1780 MHz). As shown in the figure, the upper third-order IM
sub-band (IM3) falls within the Band 1 downlink, reflecting
thus the self-interference problem due to PIM. Other LTE



bands that can experience similar problems are, e.g., B3+B8,
B2+B4, B5+B7, as discussed and acknowledged also in many
inter-band CA related 3GPP technical documents, such as [5],
[6]. In general, the problem of PIM-induced self-interference
is not only limited to UE devices but can actually be even
more pronounced in the base station (BS) transceiver systems
[7], [8] where, in addition to internal PIM sources, external
sources such as metal objects in the antenna near field and
reflections from nearby buildings can cause self-interference.
Therefore, PIM can be a big concern also for network vendors
and operators.

Obvious solutions to avoid or reduce the PIM-induced self-
interference are to either reduce the transmit signal power or
to allow for a degradation in the receiver reference sensitivity
level. At the UE side, these approaches are referred to as the
maximum power reduction (MPR) and maximum sensitivity
degradation (MSD), respectively. However, these approaches
impact negatively the UL link budget and throughputs [9] and
are thus not the most appealing solutions. Alternatively, one
could argue to utilize higher quality RF components with good
linearity characteristics, however, this may considerably raise
the overall radio implementation costs and size.

Some recent works have addressed digital cancellation of
PIM. Specifically, Dabag et al. [10] considered third-order
PIM cancellation caused by the antenna switch by devising a
multiple input single output (MISO) canceller to suppress the
frequency-selective PIM with time delay differences between
different transmit signals. While showing promising results,
the associated parameter estimation complexity is very high.
Then, in [11], digital cancellation of second-order PIM due to
a diplexer is pursued. In general, these reference techniques do
not take into account the nonlinear behavior of the individual
PAs in the transmitter chains and the memory effects of the
PAs. Since the transmit CCs are distorted in a nonlinear
fashion by each of the individual PAs before entering a PIM
nonlinearity, this implies that the self-interference is in fact
a combination of two nonlinearities. This has been identified
recently in [12] and [13], where different digital cancellers for
joint mitigation of PA and PIM nonlinerities are proposed and
experimented.

In this paper, we develop advanced digital cancellation
solutions for suppressing the PIM with memory effects while
exclude the PA nonlinearities for simplicity. In addition to PA
memory, the proposed method can also account for different
mutual time delays of the transmit signals before entering the
PIM source, while can also account for memory along and
after the PIM generation stage. For presentation simplicity,
we focus primarily on modeling and digital cancellation of
third-order PIM. The performance of the developed method
is evaluated through practical RF measurements, adopting
commercial LTE/LTE-Advanced UE transceiver modules and
RF components. Moreover, we also address in the performance
evaluations and RF measurements an additional practical case
where the UE is equipped with a diversity RX chain. Specif-
ically, we show that PIM coupled over-the-air from main
transceiver to the diversity RX can also be a real problem.
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Fig. 2: The considered inter-band CA FDD transceiver architecture
at UE side.

Although such PIM coupling over the air can basically be
avoided by improving the isolation between the antennas, the
isolation is in practice limited by the compact size of the
mobile devices. The proposed digital cancellation solution is
shown to be able to efficiently suppress the PIM appearing
in the main RX branch as well as in the diversity RX
branch. Thus, in general, the proposed solution can relax
the RF components’ linearity requirements and improve the
receiver sensitivity by effectively suppressing the PIM, and is
applicable in both main RX and diversity RX branches.

The rest of the paper is organized as follows. In Section
II, we address baseband equivalent modeling of third-order
PIM at RX band under various sources of memory. The
corresponding digital cancellation solution and the necessary
parameter estimation procedures are presented in Section III.
Then, the RF measurement results are reported and analyzed
in Section IV. Finally, Section V concludes the paper.

II. BASEBAND EQUIVALENT MODELS FOR PASSIVE
INTERMODULATION AT RX BAND

In this section, we present the relevant signal models for
describing the PIM observed in the RX chain, particularly at
digital baseband. A block diagram describing the considered
FDD radio transceiver system supporting inter-band CA is
shown in Fig. 2. It is assumed that the adopted bands have
dedicated TX-RX chains, each, while on the transmit direction
the CCs are combined together in a duplexer or a multiplexer
[14]. The PIM then occurs in the passive RF components due
to cross-modulation between the aggregated transmit signals,
and may appear in one or more of the configured receiver
bands causing nonlinear self-interference.

Generally speaking, as shown in [12] and [13], the TX
PAs can also cause nonlinear distortion to the individual
transmit carriers, leading to spectral regrowth around the main
transmit carriers. Such nonlinear distortion in the transmit
CCs can then affect the overall characteristics of the PIM-
induced self-interference and its cancellation. However, in
this paper, we restrict our attention to linear transmit chains
and PAs, thus basically assuming that the PAs are properly



linearized, e.g., through digital pre-distortion (DPD). It can,
however, be argued that the transmit carriers experience some
filtering or linear distortion effects before they are combined
and thus experience the PIM nonlinearity. Additionally, there
can also potentially be multiple PIM sources in the transceiver.
As a result, the overall TX-RX PIM coupling path can be
viewed as a system of nonlinearities with memory effects.
Keeping this in view, we consider two cases for PIM mod-
eling. In the first case, we consider linear and memoryless
PAs and pursue frequency-selective behavioral modeling of
the nonlinear passive components. In the second case, we
also adopt the memory or linear distortion modeling of the
individual transmit CCs, prior to the actual PIM stage. As
we later demonstrate with practical RF measurements, the
latter model can facilitate more accurate PIM modeling and
enhanced cancellation.

For presentation purposes and notational simplicity, we
focus on third-order PIM effects, while more elaborate higher-
order cases as well as coexisting cascaded nonlinearities are
addressed in [13].

A. Baseband Equivalent PIM Model: Memoryless TX Chains

Let us denote the complex baseband waveforms of the two
transmit CCs by s1[n] and s2[n], respectively. The signals are
up-converted to their respective RF frequencies and amplified
by the PAs. The corresponding aggregated RF signal at the
multiplexer/duplexer output, after combining the carriers, can
then be expressed as

sRF[n] = Re
{
α1s1[n]e

jω1n
}
+Re

{
α2s2[n]e

jω2n
}
, (1)

where α1 and α2 denote the complex voltage gains of the two
PAs, and ω1 and ω2 < ω1 are the angular center frequencies
of the individual CCs after up-conversion. This signal then
travels towards the antenna, however, due to nonlinear passive
components, unwanted PIM products of the transmit signal are
created. Assuming that the upper third-order IM sub-band, i.e.
2ω1−ω2, lies in the downlink frequency band, similar to Fig.
1, the baseband equivalent complex PIM waveform appearing
in the RX band reads then

sPIM[n] =

L2∑

l=−L1

γls1[n− l]2s∗2[n− l] (2)

where γl denote the impulse response coefficients of the
third-order nonlinear term modeling the memory of the PIM
generation mechanism, while L1 and L2 are the numbers of
pre-cursor and post-cursor memory taps in the PIM model,
respectively. The total memory length of the PIM generation
stage is then L1 + L2 + 1.

B. Baseband Equivalent PIM Model: TX Chains with Memory

We next generalize the PIM modeling to the case where
the individual TX component carrier signals are subject to
memory or linear distortion prior to the PIM stage. When
complemented with a memory polynomial model for the
actual PIM generation stage, this allows for versatile memory
modeling, for example in cases where there are mutually

different delays along the TX paths, or more generally the
frequency responses of the two TX chain are different and
both contain memory.

To this end, the two transmit carriers travel through their
independent TX chains before arriving at the PIM source, and
are subject to linear filtering effects described by the impulse
responses α1,m and α2,m, respectively. The corresponding RF
signal model for the combined signal, prior to the PIM stage,
then reads

sRF[n] = Re

{
ejω1n

M2∑

m=−M1

α1,ms1[n−m]

}

+Re

{
ejω2n

M2∑

m=−M1

α2,ms1[n−m]

}
,

(3)

where M1,M2 are the numbers of the input pre- and post-
cursor memory taps for the TX carriers, with the total input
memory length being M1+M2+1. When the above combined
signal with memory is subject to a third-order PIM nonlin-
earity with additional memory, the baseband equivalent PIM
waveform at own RX band can be written as shown in (4),
next page, where γk11,··· ,k1M ,k21,··· ,k2M

are the effective total
memory coefficients for the term defined by the parameters
k1M , k21, · · · , k2M , and M = M1 + M2. Note that in this
model, the memory lengths of the transmit CCs and the
PIM nonlinearity can be independently chosen, resulting in
an overall flexible model from the modeling and cancellation
perspective.

To give a concrete example, Table I shows the basis function
samples stemming from the two signal models presented in
this section, with short memory orders of L1 = L2 = 1
and M1 = M2 = 1 for presentation simplicity. As can be
observed, the signal model under TX chains with memory has
altogether 42 basis functions, opposed to 3 basis functions
obtained in the memoryless TX chain case. As a consequence
of the different sample delays between the CCs in the basis
functions, the more complicated signal model has the potential
of better estimating and cancelling also the impacts of any
potential timing mismatch errors as well as overall frequency
responses in the TX chains. This is achieved, however, at the
cost of an increased computational complexity.

III. PROPOSED DIGITAL PIM CANCELLER AND
PARAMETER ESTIMATION

The proposed digital PIM canceller builds directly on the
derived baseband signal models described in the previous sec-
tion. Specifically, the canceller re-generates the PIM samples,
using either (2) or (4), and then subtracts the estimated PIM
samples from the actual received baseband signal. In general,
the baseband complex samples of the component carriers,
s1[n] and s2[n], are known in the transceiver. However, the
equivalent model parameters, i.e., the γ variables which act
as the complex weights of the basis function samples are
unknown and thus must be estimated.



sPIM[n] =
2∑

k11=0

2−k11∑

k12=0

· · ·
2−∑M−1

i=1 k1i∑

k1M=0

1∑

k21=0

1−k21∑

k22=0

· · ·
1−∑M−1

i=1 k2i∑

k2M=0

L2∑

l=−L1

γl,k11,··· ,k1M ,k21,··· ,k2M
×

s1[n− l +M1]
k11s1[n− l +M1 − 1]k12 · · · s1[n− l −M2]

2−∑M
i=1 k1i×

s∗2[n− l +M1]
k21s∗2[n− l +M1 − 1]k22 · · · s∗2[n− l −M2]

1−∑M
i=1 k2i .

(4)

TABLE I: Example basis functions of the two considered PIM models

Signal model Basis functions when L1 = L2 = 1

Memoryless TX Chains s1[n+ 1]2s∗2[n+ 1], s1[n]2s∗2[n], s1[n− 1]2s∗2[n− 1]

TX Chains with Memory,
M1 = M2 = 1

s1[n− 2]2s∗2[n− 2], s1[n− 1]2s∗2[n− 1], s1[n]2s∗2[n], s1[n− 2]2s∗2[n− 1], s1[n− 1]2s∗2[n], s1[n]
2s∗2[n+ 1],

s1[n− 2]2s∗2[n], s1[n− 1]2s∗2[n+ 1],s1[n]2s∗2[n+ 2], s1[n− 1]s1[n− 2]s∗2[n− 2], s1[n]s1[n− 1]s∗2[n− 1],
s1[n+ 1]s1[n]s∗2[n], s1[n− 1]s1[n− 2]s∗2[n− 1], s1[n]s1[n− 1]s∗2[n], s1[n+ 1]s1[n]s∗2[n+ 1],

s1[n− 1]s1[n− 2]s∗2[n], s1[n]s1[n− 1]s∗2[n+ 1], s1[n+ 1]s1[n]s∗2[n+ 2], s1[n]s1[n− 2]s∗2[n− 2],
s1[n+ 1]s1[n− 1]s∗2[n− 1], s1[n+ 2]s1[n]s∗2[n], s1[n]s1[n− 2]s∗2[n− 1], s1[n+ 1]s1[n− 1]s∗2[n],
s1[n+ 2]s1[n]s∗2[n+ 1], s1[n]s1[n− 2]s∗2[n], s1[n+ 1]s1[n− 1]s∗2[n+ 1], s1[n+ 2]s1[n]s∗2[n+ 2],

s1[n]s1[n− 1]s∗2[n− 2], s1[n+ 1]s1[n]s∗2[n− 1], s1[n+ 2]s1[n+ 1]s∗2[n], s1[n+ 2]s1[n+ 1]s∗2[n+ 2],
s1[n+ 2]2s∗2[n+ 1], s1[n+ 2]2s∗2[n+ 2], s1[n]2s∗2[n− 2], s1[n+ 1]2s∗2[n− 1], s1[n+ 2]2s∗2[n],
s1[n− 1]2s∗2[n− 2], s1[n]2s∗2[n− 1], s1[n+ 1]2s∗2[n], s1[n+ 1]2s∗2[n+ 1], s1[n+ 1]2s∗2[n+ 2],

s1[n+ 2]s1[n+ 1]s∗2[n+ 1]

Regarding the parameter estimation, the baseband PIM
signal models in (2) and (4), and thus the canceller process-
ing structures, are in fact linear in the parameters, i.e., the
γ variables. Thus, the parameters can be straight-forwardly
estimated with any standard estimator for linear signal mod-
els, such as linear least-squares (LS), recursive least squares
(RLS), or least mean squares (LMS) [15].

For presentation purposes, we next switch to vector-matrix
notations and consider a block of N samples of the received
signal. We express the samples of the PIM for the correspond-
ing time duration, stacked into a vector, as

sPIM = Aθ, (5)

where A denotes the data matrix that collects the samples of
the different nonlinear basis functions while θ is a vector con-
taining the corresponding unknown coefficients. The structure
of the data matrix A depends obviously on which of the two
canceller structures is deployed. Using these notations, the LS
parameter estimator reads

θ̂ =
(
AHA

)−1
AHyRX, (6)

where (.)H denotes the Hermitian transpose, and yRX is the
vector of the received complex baseband samples.

After obtaining the estimates of the coefficients, they are
used to create a baseband replica of the PIM-induced self-
interference in the digital front-end of the radio, during the
actual online operation, which is subtracted from the received
signal sample by sample. The cancelled signal during the
transceiver online operation can thus formally be expressed
as

yRX,canc[n] = yRX[n]− aT [n]θ̂, (7)

where aT [n] refers to the row vector containing the basis
function samples corresponding to the particular time instant
n.

In general, the basic approach as described above is that the
parameter estimation is carried out offline. In such operating
approach, the parameter estimation must then be repeated
periodically as the exact PIM characteristics can change over
time, e.g., due to changes in the temperature or the trans-
mit power. However, since the PIM is primarily caused by
radio transceiver internal front-end components, it is likely
that the estimation needs to be repeated only fairly seldom.
Alternatively, recursive least squares type of adaptive param-
eter estimation and tracking approach can also be deployed
meaning that the parameters are continuously adapted, sample
by sample, during the normal online operation. In this case, it
is to be noted that the actual received signal acts as noise from
the parameter estimation point of view. In both cases, periodic
or continuous parameter estimation, the actual cancellation is
anyway running continuously in real-time, using the online
transmit data.

IV. RF MEASUREMENT RESULTS

A. Measurement Setup and Settings

The performance of the proposed PIM cancellation method
is now evaluated through practical RF measurements. A block
diagram of the corresponding measurement setup is shown
in Fig. 3, while the relevant measurement parameters are
listed in Table II. The measurement setup includes the Analog
Devices AD9368 2×1 transceiver board to generate the Band
1 and Band 3 CC transmit signals. These signals are next
amplified using two separate Skyworks SKY77643-21 PAs and
combined in a multiplexer TDK B8690, which has separate
TX and RX ports and a common antenna port. The aggregated
TX signal is then fed to an Infineon BGS12PL6 switch and
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Fig. 3: Illustration of the RF measurement setup, showing the relevant
transmitter and receiver units as well as the RF front-end components.

TABLE II: Basic RF measurement parameters

Parameter Value
Bandwidths of the TX CCs 5 MHz

Total transmit power 24 dBm

Post PA loss 4 dB

Duplexer insertion loss 3 dB

Switch insertion loss 1 dB

RX center frequency 2140 MHz

LS parameter learning sample size 90000

Number of PIM pre-cursor taps (L1) 3

Number of PIM post-cursor taps (L2) 4

Number of TX/PA pre-cursor taps (M1) 0 or 1

Number of TX/PA post-cursor taps (M2) 0 or 1

a TDK DPX162690DT-8022B2 diplexer. The diplexer output
port is connected to an antenna. In addition, to implement
a diversity RX chain, an additional B1 duplexer connected
to an additional antenna is placed in close proximity of
the main transceiver. The signals at the B1 RX ports are
fed to the RF input of the National Instrument (NI) PXIe-
5645R vector signal transceiver (VST), which is used here for
down-conversion and digitization of the received signals for
further processing. A host processor with MATLAB is used
for post-processing the captured data and for the proposed
algorithm evaluation. Block least-squares is used for parameter
learning, without actual RX signal. Different sets of transmit
signal samples are always used, for parameter learning and for
evaluating the cancellation performance. All the measurements
are performed in an electromagnetic compatibility (EMC)
chamber to avoid any external interferences that might affect
the results.

B. Measurement Results for Main RX Branch

In this section, we first present the cancellation results for
the main RX branch. The bandwidths of the uplink CCs are
assumed to be 5 MHz. When adopting the full transmit power
of +24 dBm, the essential power spectral density (PSD) curves
of the observed PIM before and after the digital cancellation
are shown in Fig. 4, containing both canceller cases of
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Fig. 4: Measured PSD curves of the PIM distortion at the main RX
branch of Band 1 without and with digital cancellation. The TX CC
bandwidths at the LTE Bands 1 and 3 are 5 MHz each, and the
aggregated TX power is +24 dBm.
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Fig. 5: The measured powers of the PIM distortion at the main RX
branch of Band 1 without and with digital cancellation as functions
of the aggregated transmit power. The TX CC bandwidths at the LTE
Bands 1 and 3 are 5 MHz each.

with and without memory in the TX chains. Notice that for
illustration purposes, the PSD curves are all referenced to the
actual receiver RF frequencies despite the digital canceller
operates at baseband. For one, these results clearly indicate
that the PIM induced self-interference is significantly above
the receiver noise floor when employing state-of-the-art radio
components, and can thus cause RX desensitization. However,
the proposed digital cancellation solutions are able to suppress
the PIM induced self-interference by up to 21 dB or so.
Moreover, it can also be noticed that the memory modeling
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Fig. 6: Measured PSD curves of the PIM distortion at the diversity
RX branch of Band 1 without and with digital cancellation. The TX
CC bandwidths at the LTE Bands 1 and 3 are 5 MHz each, and the
aggregated TX power is +24 dBm.

of the PAs, or TX chains overall, prior to the PIM generation
stage can further improve the cancellation performance by ca.
1 dB.

Next, Fig. 5 shows the behavior of the PIM-induced self-
interference power at Band 1 main RX as a function of the
TX power, without and with digital cancellation. The results
suggest that the self-interference is already significant even at
lower TX powers of some +14 dBm, and can heavily degrade
the system performance as the TX power is increased. It can
also be observed that the proposed cancellation approach can
guarantee interference-free reception for the TX powers up
to +20 dBm, thus substantially extending the usable transmit
power range without the risk of receiver desensitization.

C. Measurement Results for Diversity RX Branch

In this subsection, we continue the RF measurements and
demonstrate that the PIM-induced distortion can also couple
over-the-air and thus cause self-interference, e.g., to a diversity
RX branch. To demonstrate this, a diversity RX antenna is
placed at a distance of 5 cm from the main RX antenna, which
provides an antenna isolation of around 10 dB. Fig. 6 shows
then the observed PIM interference coupled over the air from
the main transceiver into the diversity RX with the aggregated
transmit power of +24 dBm. Again, the self-interference is
substantial and clearly above the noise floor, and can thus
degrade the receiver sensitivity. It can also be observed that
the proposed digital cancellation approach is able to suppress
the OTA-coupled self-interference efficiently very close to the
noise floor. Finally, Fig. 7 shows the PIM-induced distortion
power at the diversity RX as a function of the aggregated TX
power, evidencing that the proposed digital cancellation is able
to efficiently suppress the self-interference close to the noise
floor.
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Fig. 7: The measured powers of the PIM distortion at the diversity
RX branch of Band 1 without and with digital cancellation as
functions of the aggregated transmit power. The TX CC bandwidths
at the LTE Bands 1 and 3 are 5 MHz each.

D. Further Discussion

While the presented results clearly demonstrate the model-
ing and cancellation capability of the proposed technique, it
can be observed that there is still some residual interference
present after the digital cancellation. This is particularly so
when larger transmit powers are adopted. The main reason for
this is that the developed cancellers consider only third-order
PIM while neglect the higher-order distortion terms. The role
of such higher-order components is more and more essential
when the transmit power increases. Another reason is, despite
elementary PA linearization, that also PA induced nonlinear
distortion has an impact on the exact PIM waveform. There-
fore, developing advanced techniques for joint compensation
of PA-induced and PIM nonlinearities, with memory effects,
and such that also higher-order nonlinear terms are taken into
account [13] forms an important research topic for our future
work.

V. CONCLUSION

In this paper, a novel digital cancellation solution was
presented to estimate and cancel the self-interference resulting
from the nonlinear passive components in CA-based radio
transceivers. Along the self-interference modeling and the
corresponding cancellation processing, the memory effects of
the TX chains and PAs were also taken into account. The
performance of the proposed digital cancellers was tested
and analyzed with actual RF measurements using real-life
transceivers and RF components for UE devices, demon-
strating excellent self-interference suppression. The presented
measurement results also show that PIM can couple over the
air into the diversity RX branch and thus cause significant
interference in the diversity RX. Based on the obtained results,
the proposed digital cancellation approach is an effective



solution to suppress the PIM, both in the main RX as well
as in the diversity RX chains. Such novel digital cancellation
solutions can relax the linearity requirements of the passive RF
components, while also enabling efficient utilization of the RF
spectrum. Extending the developed cancellation solutions to
accommodate higher-order nonlinear products as well as co-
existing cascaded nonlinearities were identified as important
future research topics.
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Wireless Access Technology. Academic Press, 2018.

[2] “Evolved universal terrestrial radio access (E-UTRA); LTE Advanced
inter-band carrier aggregation (CA) Rel-15 for 2 downlink (DL) / 2
uplink (UL),” 3GPP Tech. Rep. 36.715-02-02, version 15.0.0, Release
15, July 2018.

[3] “Further advancements for E-UTRA physical layer aspects,” 3GPP Tech.
Rep. 36.814, version 9.0.0, Release 9, Mar. 2010.

[4] M. Iwamura, K. Etemad, M. H. Fong, and R. Nory, “Carrier aggregation
framework in 3GPP LTE-Advanced,” IEEE Communications Magazine,
vol. 48, no. 8, pp. 60–67, Aug. 2010.

[5] “LTE; evolved universal terrestrial radio access (E-UTRA); user equip-
ment (UE) radio transmission and reception (3GPP TS 36.101, version
14.1.0, release 14),” ETSI, Sophia Antipolis Cedex, France, Sep. 2016.

[6] “R4-121131, Harmonics and IMD analysis for inter-band CA band 3
and band 8,” KT, Jeju, South Korea, Mar. 2012.

[7] G. Macchiarella, G. B. Stracca, and L. MiglioIi, “Experimental study
of passive intermodulation in coaxial cavities for cellular base stations
duplexers,” in Proc. 34th European Microwave Conference, 2004., vol. 2,
Oct. 2004, pp. 981–984.

[8] F. Gao, Y. Gao, and R. Shan, “Analysis and measurement of transmission
passive intermodulation distortions,” in Proc. 2017 IEEE International
Symposium on Electromagnetic Compatibility Signal/Power Integrity
(EMCSI), Aug. 2017, pp. 90–93.

[9] A. Kiayani, M. Abdelaziz, L. Anttila, V. Lehtinen, and M. Valkama,
“Digital mitigation of transmitter-induced receiver desensitization in
carrier aggregation fdd transceivers,” IEEE Transactions on Microwave
Theory and Techniques, vol. 63, no. 11, pp. 3608–3623, Nov. 2015.

[10] H. T. Dabag, H. Gheidi, S. Farsi, P. S. Gudem, and P. M. Asbeck,
“All-digital cancellation technique to mitigate receiver desensitization
in uplink carrier aggregation in cellular handsets,” IEEE Transactions
on Microwave Theory and Techniques, vol. 61, no. 12, pp. 4754–4765,
Dec. 2013.

[11] H. Dabag, H. Gheidi, P. Gudem, and P. M. Asbeck, “All-digital cancel-
lation technique to mitigate self-jamming in uplink carrier aggregation
in cellular handsets,” in 2013 IEEE MTT-S International Microwave
Symposium Digest (MTT), 2013, pp. 1–3.

[12] M. Z. Waheed, D. Korpi, A. Kiayani, L. Anttila, and M. Valkama,
“Digital self-interference cancellation in inter-band carrier aggregation
transceivers: Algorithm and digital implementation perspectives,” in
2017 IEEE International Workshop on Signal Processing Systems (SiPS),
Oct. 2017, pp. 1–5.

[13] M. Z. Waheed, D. Korpi, L. Anttila, A. Kiayani, M. Kosunen, K. Stadius,
M. Allen, J. Ryynänen, and M. Valkama, “Passive intermodulation in
inter-band carrier aggregation FDD transceivers: Modeling and digital
cancellation,” IEEE Transactions on Microwave Theory and Techniques,
2018, submitted.

[14] “R4-121984, RF architecture alternatives for inter band CA class A2,”
Motorola Mobility, Jeju, South Korea, Mar. 2012.

[15] S. S. Haykin, Adaptive filter theory. Pearson Education India, 2008.





PUBLICATION
III

Digital Cancellation of Passive Intermodulation: Method,
Complexity and Measurements

M. Z. Waheed, D. Korpi, A. Kiayani, L. Anttila and M. Valkama

2019 IEEE MTT-S International Microwave Conference on Hardware and Systems
for 5G and Beyond (IMC-5G) (2019), 1–3
doi: 10.1109/IMC-5G47857.2019.9160361

c . 2019 IEEE. Reprinted, with permission, from M. Z. Waheed, D. Korpi, A.
Kiayani, L. Anttila and M. Valkama, Digital Cancellation of Passive Intermodula-
tion: Method, Complexity and Measurements, 2019 IEEE MTT-S International
Microwave Conference on Hardware and Systems for 5G and Beyond (IMC-5G),
2019.

In reference to IEEE copyrighted material which is used with permission in this thesis, the
IEEE does not endorse any of Tampere University’s products or services. Internal or personal
use of this material is permitted. If interested in reprinting/republishing IEEE copyrighted
material for advertising or promotional purposes or for creating new collective works for
resale or redistribution, please go to http://www.ieee.org/publications_standards/
publications/rights/rights_link.html to learn how to obtain a License from RightsLink.
If applicable, University Microfilms and/or ProQuest Library, or the Archives of Canada may
supply single copies of the dissertation.

https://doi.org/10.1109/IMC-5G47857.2019.9160361
http://www.ieee.org/publications_standards/publications/rights/rights_link.html
http://www.ieee.org/publications_standards/publications/rights/rights_link.html




Digital Cancellation of Passive Intermodulation:
Method, Complexity and Measurements

Muhammad Zeeshan Waheed†∗, Dani Korpi‡, Adnan Kiayani∗, Lauri Anttila∗, and Mikko Valkama∗
∗Tampere University, Dept. Electrical Engineering, Tampere, Finland
†Nokia Mobile Networks, Finland; ‡Nokia Bell Labs, Finland;

Contact email: mikko.valkama@tuni.fi

Abstract—This paper addresses digital cancellation of passive
intermodulation (PIM) products in simultaneous transmit-receive
systems, with specific emphasis on frequency-division duplexing
(FDD) based LTE and 5G New Radio (NR) networks. Build-
ing on mathematical modeling of the passive intermodulation,
a computationally efficient digital cancellation and associated
parameter learning solutions are derived and presented. The
performance of the method is analyzed through interband carrier
aggregation based RF measurements at LTE/NR bands 1 and
3. The measurement results show that the proposed canceller
can efficiently cancel the PIM products towards the receiver
noise floor. Additionally, the proposed canceller is shown to
be of substantially lower complexity compared to the reference
methods.

Index Terms—5G NR, LTE, carrier aggregation, radio coex-
istence, flexible duplex, frequency division duplexing, nonlinear
distortion, passive intermodulation.

I. INTRODUCTION

Coexisting and simultaneously operating radio transmitters
and receivers are known to be subject to interference challenges
[1]. In this paper, we focus on the possible interference of
cellular transmitter to cellular receiver in frequency-division
duplexing (FDD) based LTE and 5G NR systems and devices.
Specifically, as identified in [2], [3], the utilization of carrier
aggregation (CA) can lead to challenging self-interference
scenarios where intermodulation of the transmit carriers lands
directly at one of the own receive bands. Good examples of such
cases at the user equipment (UE) side are, e.g., combinations of
the LTE/NR bands 1 and 3, or bands 3 and 8 [2]. While band-
specific power amplifiers (PAs) relax the problem to certain
extent, the passive radio frequency (RF) front-end components,
such as switches, diplexers and multiplexers, can be another
major source of intermodulation, commonly known as passive
intermodulation (PIM) [1], [4]–[6].

The self-interference problem in FDD radio transceivers
can potentially be avoided or reduced through a number
of approaches. These include, e.g., reducing the transmit
power level, known as the maximum power reduction (MPR),
or alternatively relaxing the receiver reference sensitivity
requirements, commonly referred to as the maximum sensitivity
degradation (MSD), in the context of LTE and NR UEs. Another
option is to employ expensive high-quality RF components with
good linearity characteristics in order to avoid intermodulation.
However, these approaches have a negative impact on the
uplink (MPR) or downlink (MSD) coverage and throughput,
or on the overall radio implementation cost.

Digital cancellation techniques have recently been proposed
as an alternative to resolving the self-interference problem in
FDD radio transceivers, see, e.g., [4], [5], [6]. In this context,
the majority of the works build on polynomial or memory
polynomial like linear-in-parameters methods, combined with
traditional least-squares (LS), recursive least-squares (RLS), or
least mean squares (LMS) type parameter learning schemes.
Additionally, in [6], it was recognized that also the band-
specific power amplifers and their nonlinear characteristics
can contribute to the exact PIM samples, the overall system
being a challenging cascaded set of multiple nonlinearities. In
such cases, particularly with both memory and nonlinearities
in the individual PAs, the complexity of the effective linear
in parameters model and the corresponding cancellers largely
increases [4]–[6].

In this paper, we present a novel reduced-complexity
digital PIM cancellation solution together with novel self-
orthogonalizing decoupled parameter learning rules, for sup-
pressing the self-interference stemming from coexisting PA
and PIM nonlinearities. The performance of the proposed
cancellation technique is evaluated and demonstrated through
practical RF measurements adopting interband carrier ag-
gregation at LTE/NR bands 1 and 3 where the third-order
intermodulation frequency lands at the band 1 RX. The
obtained RF measurement results show that the proposed
method can efficiently suppress the nonlinear self-interference,
while facilitating substantially lower computational complexity
compared to the existing reference methods.

II. PROPOSED DIGITAL SELF-INTERFERENCE CANCELLER

A. Nonlinear PIM Model

Let us first define an instantaneous basis function vector as

φ(n) =
[
φ1(n) φ2(n) · · · φC(n)

]T
(1)

where φi(n) denotes an individual basis function, and C is the
total amount of basis functions. In this paper, for presentation
convenience and practical applicability, we focus on the case
of assuming 3rd-order nonlinear behavior in the individual
band-specific PAs as well as a 3rd-order nonlinearity in the
actual PIM stage. More elaborate scenarios with higher-order
nonlinearities in the PAs and PIM interface are covered in our
future extended work. The basis function vector φ(n), forming
the basis for nonlinear self-interference modeling at own RX



band, and thus its digital cancellation, reads now [6]
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where x1(n) and x2(n) are the baseband equivalent signals of
the two TX component carriers.

With the above assumptions, and accommodating different
unknown relative weigths for the different basis function
samples, represented as vector gn, the baseband equivalent
nonlinear self-interference signal model at own RX reads

s(n) = gH
n φ(n). (3)

To further allow for memory effects in the system, through a
filter wn, the actual nonlinear PIM model is expressed as

y(n) = wH
n sn (4)

where sn =
[
s(n+M1) · · · s(n−M2)

]
, M1 is the num-

ber of pre-cursor memory taps, and M2 is the number of
post-cursor memory taps.

The complexity of the proposed decoupled canceller, i.e., in
computing (2)–(4), is (M1 +M2 + 1) + C complex multipli-
cations per sample. The complexity of the reference canceller
from [6], which adopts a linear-in-parameters model with
independent filters for each basis function, is (M1+M2+1)×C
complex multiplications per sample. The proposed solution
thus yields a considerable reduction in modeling complexity
particularly when considering higher-order PA and PIM nonlin-
earities. Additionally, as we show through RF measurements in
Section III, very accurate PIM cancellation can still be obtained,
despite the largely reduced complexity.

B. Cancellation and Decoupled Learning
Building on the above nonlinear model for the observable

PIM, the signal after the digital cancellation is simply

e(n) = d(n)− y(n), (5)

where d(n) denotes the received signal. In practice, both the
filters g and w are, however, unknown and must thus be
estimated and possibly also tracked over time if there are
time-dependent features in the involved nonlinearities.

For parameter learning and tracking, we define the cost
function as J(gn,wn) = |e(n)|2. Then, the corresponding
gradient-based learning rule for the unknown parameter vector
g reads

gn+1 = gn − µg
∂J(gn,wn)

∂gn
, (6)

where µg is the learning step-size. After calculating the partial
derivatives, the final learning rule can be expressed as

gn+1 = gn + µge
∗(n)Φnw∗

n, (7)

where Φn =
[
φ(n+M1) · · · φ(n−M2)

]
. It is noted that

the learning rule for g depends on the other unknown filter w.
As for learning the memory model w, it can be noted that

for given g, the system is essentially identical to the classical
least mean squares filter with sn as the input signal, meaning
that an LMS-like learning rule can be adopted. Therefore, the
learning rule for wn is written as

wn+1 = wn + µwe
∗(n)sn, (8)

where µw is the memory step size. These learning rules are
executed in parallel such that both g and w are updated
simultaneously using the values from the previous iteration.

C. Self-orthogonalized Learning for Faster Convergence

Due to the mutual correlation between the nonlinear basis
functions in φ(n), the learning rule in (7) may suffer from slow
convergence. To address this, a self-orthogonalizing learning
rule can be used instead. Inspired by [7, p. 356], the filter
input vector is expressed as un = Φnw∗

n, and the self-
orthogonalizing learning rule can be expressed as

gn+1 = gn + µ̃gR
−1e∗(n)un, (9)

where µ̃g is the step size, and R = E
[
unuH

n

]
is the correlation

matrix of the filter input vector.
Assuming then that the baseband signals of the two transmit

carriers are independent and identically distributed (i.i.d.) and
stationary, the correlation matrix R can be easily expressed,
for given w, as

R =RφwH
n wn, (10)

where Rφ is the correlation matrix of the basis functions. Note
that Rφ is only based on the chosen signal model and the
statistical properties of the utilized waveforms, meaning that it
can be calculated offline, alongside with its inverse. Thus, we
can rewrite the self-orthogonalizing learning rule as

gn+1 =gn +
µ̃g

wH
n wn

R−1
φ e∗(n)un

=gn + µg,ortR
−1
φ e∗(n)Φnw∗

n, (11)

where µg,ort is the final step size. Note that, as a simplification,
the step size can be chosen to be static, despite the time-
variant term wH

n wn. Therefore, the only additional computation
required in this learning rule, opposed to that in (7), is the
matrix multiplication since R−1

φ can be precomputed.

III. RF MEASUREMENT RESULTS AND ANALYSIS

The performance of the proposed digital self-interference
canceller is now evaluated through practical RF measurements.
The experimental setup builds on the Analog Devices AD9368
2x1 transceiver board for generating the LTE/NR Band 1
and Band 3 uplink CCs, followed by commercial UE RF
modules. Each TX CC is amplified separately using Skyworks
multiband PA modules (SKY77643-21), combined in a dual-
band multiplexer (TDK B8960), and finally fed to an antenna
switch (BGS12PL6). The output RF port of the switch is
connected to a wideband mobile antenna. As discussed in the
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Fig. 1: Measured PIM at Band 1 receiver with and without digital
cancellation. The TX power is +24 dBm.

introduction, intermodulation of the transmit carriers leads
to self-interference at Band 1 receiver, which is observed
and measured at Band 1 receiver port of the multiplexer
using a National Instruments vector signal transceiver (VST,
PXIe5645R). The VST downconverts and digitizes the signal
to baseband, and the digital samples are read from the VST
memory and loaded into host processor for post-processing and
algorithm evaluation. All the measurements are carried out in an
electromagnetic compatibility (EMC) chamber to minimize the
impact of external interference signals. For algorithm evaluation,
the bandwidths of the TX CCs are assumed to be 5 MHz, each,
and the filter wn has M1 = 3 pre-cursor and M2 = 4 post-
cursor taps, while C = 6.

Fig. 1 shows the essential power spectral density (PSD)
curves before and after digital cancellation with the full
aggregated transmit power of +24 dBm. Here, for illustration
purposes, x-axis ticks are deliberately labeled as the actual
receiver RF frequencies even though the actual processing
is done at digital baseband. Firstly, one can observe the
substantial level of the PIM-induced self-interference when
employing commercial RF components, which can cause
receiver desensitization. Secondly, the proposed decoupled-
learning based canceller is able to efficiently suppress the self-
interference by more than 21 dB, and is capable of achieving
almost identical cancellation performance as the reference
canceller from [6] with much lower complexity. Specifically, the
proposed and reference cancellers need (M1+M2+1)+C = 14
and (M1 + M2 + 1) × C = 48 complex multiplications,
respectively, per cancelled sample.

The performance is further assessed by plotting the noise
plus self-interference power at Band 1 with respect to different
TX power levels, with and without digital cancellation, in
Fig. 2. Here, it is interesting to note that the self-interference
is already noticeable even at lower TX powers, which can
cause receiver sensitivity degradation. The proposed digital
cancellation approach is again shown to sufficiently suppress
the self-interference such that system noise floor is not heavily
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Fig. 2: The measured residual noise+PIM power, with and with digital
cancellation, as a function of TX power.

degraded, and can thus extend the usable transmit power range.
One can also observe that at highest transmit powers, there

is still some residual PIM. These are likely to be stemming
from higher-order nonlinear terms and PA memory effects,
thus developing advanced cancellation techniques for their
mitigation is addressed in our future work.

CONCLUSION

In this paper, we proposed a novel reduced complexity
digital self-interference cancellation algorithm, to mitigate
the co-existing PA and PIM induced nonlinearities in FDD
transceivers. The proposed technique reduces the computational
complexity during the parameter learning in comparison to state-
of-the-art linear-in-parameters cancellers. The RF measurement
results in LTE/NR Bands 1 and 3 carrier aggregation context
demonstrated up to 21 dB suppression of the self-interference.
Implementing such algorithms in radio transceivers will enable
extending their usable transmit power range, and possibly
also relaxing the linearity requirements of the RF components.
Our future work will focus on extending the algorithms to
incorporate higher-order nonlinearties.
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Passive Intermodulation in
Simultaneous Transmit-Receive Systems:

Modeling and Digital Cancellation Methods
Muhammad Zeeshan Waheed, Dani Korpi, Lauri Anttila, Adnan Kiayani, Marko Kosunen, Kari Stadius,

Pablo Pascual Campo, Matias Turunen, Markus Allén, Jussi Ryynänen, and Mikko Valkama

Abstract—This article presents novel solutions for suppressing
passive intermodulation (PIM) distortion in frequency-division
duplexing (FDD) based radio transceivers, stemming from
nonlinear radio frequency (RF) components and simultaneous
transmission and reception, with special emphasis on modern
carrier aggregation networks. With certain transmission band
combinations in, e.g., Long Term Evolution (LTE) or the emerging
5G New Radio (NR) mobile radio systems, the nonlinear distortion
produced by the passive components of the transceiver RF front-
end can result in intermodulation distortion that falls within one
of the configured reception bands. While the traditional solution
to mitigate this problem is to reduce the transmit power, we
take an alternative approach and seek to cancel such PIM in
the transceiver digital front-end by using the original transmit
data as reference. To generate as accurate cancellation signal
as possible, we derive different advanced signal models for the
observable intermodulation distortion at own receiver band that
incorporate also the power amplifier nonlinearities, together
with the passive component nonlinearities and the frequency-
selective responses of the duplex filters. The performance and
the processing complexity of the devised digital cancellation and
parameter estimation solutions are evaluated with real-life RF
measurements, where an actual LTE-Advanced user equipment
(UE) type transceiver system is utilized. The obtained results
show that the proposed cancellers are implementation-feasible
and can suppress the self-interference by over 20 dB, cancelling the
distortion nearly perfectly up to UE transmit powers of +24 dBm.
The results also indicate that in many cases it is necessary to
model the nonlinear distortion effects produced by the power
amplifiers, even if the individual component carriers are combined
after the amplification stage.

Index Terms—5G NR, carrier aggregation, flexible duplex,
frequency division duplexing (FDD), LTE-Advanced, nonlinear
distortion, passive intermodulation (PIM), self-interference (SI).

I. INTRODUCTION

DRIVEN by new services and applications, the demands
for higher and higher data rates are continuously in-

creasing in mobile radio networks [1]. One approach to
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realize increased throughputs and capacity is to utilize wider
transmission bandwidths through aggregating spectral resources
simultaneously from multiple frequency channels or bands
[1]–[3]. To this end, the so-called carrier aggregation (CA)
technique was introduced by the Third Generation Partnership
Project (3GPP) in its Release 10, also known as Long Term
Evolution (LTE)-Advanced [2], being also supported in 5G New
Radio (NR) Release 15 and onwards [3]. The CA technology
allows for transmitting and receiving simultaneously over
multiple contiguous or non-contiguous parts of the spectrum,
thus enabling flexible expansion of the overall transmission
bandwidth. Moreover, the spectral resources can be combined
from within the same operating frequency band (intra-band CA)
or from multiple frequency bands (inter-band CA). The user
equipment (UE) can also be simultaneously connected to LTE
and NR cells, commonly called LTE-NR dual connectivity, and
can thus be transmitting and/or receiving data simultaneously
through both LTE and NR carriers [4].
In inter-band CA, the transmission at two or more LTE

or NR bands occurs simultaneously, where the transmit
signals corresponding to the individual bands are referred to
as component carriers (CCs) [1]–[3]. Different deployment
scenarios can be further categorized as CA among low-band
(< 1 GHz) and high-band (> 1 GHz) carrier frequencies, called
LB-HB CA, and CA within more similar frequencies, referred
to as LB-LB CA or HB-HB CA. Additionally, in NR, CA
can be adopted at both FR1 (below 6 GHz bands) and FR2
(millimeter-wave bands) [4].

A. FDD CA Transceivers and Passive Intermodulation
Fig. 1 (a) shows a frequency-division duplexing (FDD) based

radio transceiver architecture supporting inter-band CA, where
each aggregated LTE/NR band has a separate transmitter (TX)
and receiver (RX) chain, while different LTE/NR bands are
supported and combined through band-selection switches and
a diplexer [5]–[10]. In general, the growing number of CA
frequency band combinations represents a variety of practical
challenges for the RF front-end design and implementation,
which must now support multiple RF paths simultaneously
[5], [7]–[9]. From the unwanted emissions point of view,
the nonlinear distortion in the TX power amplifier (PA) is
a primary concern, which typically leads to spectral regrowth
around the main CCs when each CC is amplified by a
separate PA [5]. However, when the aggregated non-contiguous
transmit signal propagates through the RF front-end passive
components, unwanted passive intermodulation (PIM) products
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Fig. 1. (a) Block diagram of the considered FDD radio transceiver architecture supporting inter-band carrier aggregation. (b) Relevant signal spectra at
different stages of the transceiver illustrating how PIM products can hit the own RX band.

are also created due to cross-modulation of the transmitted
signals, see, e.g., [7], [8], [11]–[14], and the references therein.
The sources of PIM typically include internal radio front-
end components, such as filters, switches, connectors and
cables, the antenna system, and even external sources such
as corroded metal objects present in the antenna near field
[11], [12], [15]–[17]. The resulting PIM products are located at
specific intermodulation (IM) sub-bands that are integer linear
combinations of the CC center-frequencies. Importantly, in
certain LTE or NR band combinations or frequency allocations,
some of the IM sub-bands can coincide with the RX operating
band, as shown in Fig. 1 (b) [13], [16], [18]–[21].
A concrete example of the aforementioned phenomenon

is the 3GPP-specified inter-band uplink (UL) CA of Band 1
(1920-1980 MHz) and Band 3 (1710-1785 MHz) (B1+B3),
where the third-order IM sub-band (IM3) falls within the
downlink (DL) frequencies of band B1. Other example band
combinations that are prone to similar problem include, e.g.,
B3+B8, B2+B4, and B5+B7. Since the PIM is generated after
the duplexer TX filter, it experiences only the duplexer insertion
loss and therefore goes directly into the receiver, causing self-
interference that may potentially lead to RX desensitization.
Recently, several 3GPP technical documents have identified
this issue for various LTE/NR band combinations in inter-band
CA, see, e.g., [22]–[24], and this problem is expected to further
exacerbate with the introduction of new band combinations in
the future. Furthermore, in addition to the UEs, this type of self-
interference problem may also become a critical issue in the
base station (BS) radio transceiver systems as the operators start
to utilize more radio bands in conjunction with the emergence
of co-existing LTE and 5G New Radio (NR) systems [25],
[26]. In such BS side scenarios, PIM is likely to be even more
pronounced due to high transmit power levels [18], [25], [27].
In general, the power of the PIM-induced self-interference

depends on the passive components’ linearity characteristics,
and can be substantially stronger than the desired weak received

signal, even with state-of-the-art RF components. Consequently,
there is a need to minimize the harmful impact of the self-
interference, which can be addressed through various means.
A simple technique can be either to decrease the transmit
power or alternatively to relax the receiver reference sensitivity
requirements, known as the maximum power reduction (MPR)
and the maximum sensitivity degradation (MSD), respectively,
in the context of LTE-Advanced and NR UEs [23], [28], [29].
These approaches may prevent the receiver desensitization,
but will negatively impact the coverage and are thus not very
appealing. Another alternative is smart UL and DL resource
allocation and scheduling such that inband self-interference
is avoided. However, such an approach will not only be very
complex but may also hinder full spectrum utilization as well
as potentially reduce the peak throughput. Yet an alternative
approach to control the self-interference power is to improve
the quality and isolation of the RF components. However,
the drawback of this solution is the increased overall cost of
the device, together with the fact that even with the more
expensive components PIM-induced self-interference might not
be avoided. Thus, an intriguing approach pursued in this article
is to develop and deploy digital PIM cancellation algorithms
that exploit the deterministic nature of the self-interference to
suppress it in the digital front-end of the transceiver.
It is also shortly noted that simultaneous transmission and

reception at the same center-frequency, commonly referred to
as inband full-duplex (IBFD), is currently actively researched,
see for example [30] and the references therein. One major
difference between IBFD and FDD systems is that the self-
interference is a fundamental challenge in IBFD transceivers
even if all components were purely linear, while in FDD case
it is primarily the system and component nonlinearities that
cause the inband self-interference. This paper and work indeed
focus on the latter, with specific emphasis on the modeling and
cancellation of the intermodulation distortion (IMD) induced
by the passive components.
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B. Prior Art and Novelty
In recent years, various digital cancellation techniques have

been proposed to resolve the self-interference problem in CA
FDD transceivers. These include digital cancellation of the PA
nonlinearity-induced self-interference in intra-band and inter-
band CA cases [19]–[21], [31], however, neglecting PIM. The
works in [32]–[34], in turn, propose digital self-interference
cancellation for suppressing the distortion produced by the
passive front-end components. However, these methods do not
consider the nonlinear distortion effects in the individual TX
PAs while also ignore the memory effects and the IMD terms
beyond 3rd order. In [17], on the other hand, a nonlinear RF
imposer network at the antenna interface is constructed to
suppress PIM.
In this article, contrary to the existing works, we first

develop comprehensive behavioral models for the observable
I/Q PIM waveform at receiver baseband, incorporating the
joint effects of the cascaded nonlinearities of the PAs and the
passive RF front-end components, while also considering the
substantial filtering or memory effects of the duplexers and
other RF front-end components. To this end, building on our
preliminary work in [35], where the special case of 3rd-order
nonlinearities was considered, we derive generalized models
for the observable PIM waveform at RX baseband allowing
for arbitrary nonlinearity order(s) in the involved nonlinear
stage(s). The first model considers a combination of linear PAs
and a nonlinear PIM stage of arbitrary order, while the second
model allows for nonlinear distortion of arbitrary orders also
in the band-specific PA units. When combined with versatile
memory modeling, the processing complexity starts to increase,
particularly with the second model. Thus, a third model is also
derived where the memory modeling of the individual involved
basis functions is tailored such that complexity is reduced
while still offering close to similar cancellation performance.
To facilitate actual digital cancellation building on the derived
PIM models, efficient parameter estimation methods are also
described, covering both batch least-squares (LS) as well
as novel gradient-based adaptive learning methods. Also the
fundamental processing complexities of the proposed cancellers
and parameter estimation methods are quantitatively addressed
and compared.
Additionally, the performance of the proposed digital PIM

cancellation techniques, illustrated at conceptual level in Fig. 2,
is demonstrated and evaluated through comprehensive RF
measurements, adopting commercial LTE-Advanced UE RF
components as a practical evaluation platform. The obtained
results indicate excellent PIM suppression performance under
realistic conditions and implementation-feasible computational
complexity, with the best measured cancellation gains exceed-
ing 20 dB. Therefore, the proposed cancellation solutions
can contribute to relaxing the RF components’ linearity
requirements, cost, and complexity while maintaining the
RX sensitivity. Furthermore, the developed advanced cancel-
lation techniques can potentially enable new frequency band
combinations that would otherwise have to be avoided due
to the self-interference challenge. Therefore, the proposed
digital cancellation solutions can play an important role in the
deployment of the emerging 5G NR radio systems, especially
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Fig. 2. Block diagram of a multi-band FDD radio transceiver system together
with the proposed nonlinear SI regeneration and cancellation unit, which
operates in the transceiver’s digital front-end.

at below 6 GHz bands, as well as in LTE-NR coexistence.
For clarity, the novelty and contributions of this article, com-

pared to [35] and other existing literature, can be summarized
as follows:

• Novel behavioral models for the observable PIM waveform
at own RX band are provided, that take into account the co-
existing CC-specific PA nonlinearities, or arbitrary orders,
and the PIM nonlinearity of arbitrary order, incorporating
two different memory models

• Corresponding digital PIM cancellers and novel gradient-
adaptive self-orthogonalizing parameter learning rules are
derived and proposed

• Computational complexity of the proposed methods are
analyzed and reported

• Comprehensive RF measurement results in a practical LTE-
Advanced B1+B3 inter-band CA scenario are provided
and analyzed, utilizing commercial UE RF components,
evidencing that more than 20 dB PIM cancellation can
be provided with the most elaborate proposed cancellers

The rest of the article is organized as follows. In Section II,
we derive and present three different models for the PIM-
induced distortion observed in the receiver, incorporating the
potential nonlinearity of the individual PAs and the passive
RF front-end components. After this, Section III describes
the proposed digital cancellation and parameter estimation
procedures, while the RF measurement results are reported and
analyzed in Section IV. Finally, Section V concludes the article,
while some detailed derivations related to the proposed gradient-
descent parameter estimators are provided in Appendices A
and B.

II. SIGNAL MODELS FOR PASSIVE INTERMODULATION

In this section, three different signal models for describing
the PIM waveform observed in the RX chain are derived and
presented. They differ in the underlying assumptions regarding
the TX PAs and memory effects that are made when deriving
the model. In particular, the simplest model is based on the
assumption that the PAs are ideally linear, while the second
signal model assumes then nonlinear PA units. In both cases,
the actual PIM stage is allowed to have a nonlinear response
of arbitrary order, while versatile memory modeling of the
involved nonlinear distortion products is also supported. The
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ỹPIM[n] =

P∑

p=1

βpx̃TX[n]
p =

P∑

p=1

βp

(
Re

{
α1x1[n]e

jω1n
}
+Re

{
α2x2[n]e

jω2n
})p

=
P∑

p=1

βp

(
α1

2
x1[n]e

jω1n +
α∗
1

2
x∗
1[n]e

−jω1n +
α2

2
x2[n]e

jω2n +
α∗
2

2
x∗
2[n]e

−jω2n

)p

=
P∑

p=1

p∑

k=0

p−k∑

k1=0

p−k−k1∑

k2=0

γp,k,k1,k2x1[n]
kx∗

1[n]
k1x2[n]

k2x∗
2[n]

p−k−k1−k2 × ej[(k−k1)ω1−(p−k−k1−2k2)ω2]n (2)

third model then seeks to balance between complexity and
performance by tailoring the memory modeling details into
a so-called cascaded or decoupled model where a common
memory model is considered for multiple nonlinear terms.
For clarity, it is noted and acknowledged that modeling

of nonlinear distortion for inter-band CA transmitters, with
shared PA for the CCs is available, e.g., in [20], [21], [36]–[38].
However, these works do not consider PIM. Additionally, the
modeling and cancellation problem considered in this article
is substantially more evolved, as the considered system in the
general case contains cascaded nonlinearities, i.e., the nonlinear
CC-specific PAs followed by the actual PIM stage. Hence,
while the center-frequencies of the considered intermodulation
products are the same as in the works in [20], [21], [36]–[38],
the exact complex baseband waveform is different.

In general, the provided modeling principles and methodolo-
gies are not limited to any specific band combinations. However,
for presentation purposes, we focus on an important example
case where the so-called positive IM3 sub-band overlaps with
one of the RX bands. In other words, we focus on a scenario
where 2ω1 − ω2 ≈ ωRX. Here, ω1 and ω2 are the angular
center-frequencies of the two CCs, with ω1 > ω2, and ωRX is
the angular RX frequency. This corresponds, for example, to
the case where the UE performs UL CA on LTE Bands 1 and
3, and thus the PIM-induced distortion falls onto the DL Band
1 desensitizing the UE receiver. This example case of B1+B3
UL CA is also considered in the reported measurement-based
evaluations in Section IV. Nevertheless, we wish to emphasize
that the analysis presented herein can easily be extended to
cover also other types of band combinations, such as the cases
where 2ω2 − ω1 ≈ ωRX, corresponding commonly to the
BS side. It is additionally noted that the assumption of IM3
frequency hitting the RX band does not limit the treatment to
third-order nonlinearities alone.

A. PIM Model with Linear Power Amplifiers
In the existing PIM literature, the typical assumption has been

that the PAs are fully linear, and hence this first signal model
with linear PAs can be considered the benchmark for the more
advanced models proposed in this article. To derive a linear-
in-parameters signal model, let us first denote the upconverted
I/Q modulated CC signals after the linear amplification as

x̃1[n] = Re
{
α1x1[n]e

jω1n
}

x̃2[n] = Re
{
α2x2[n]e

jω2n
}
,

(1)

where α1 and α2 are the complex gains of the two PAs, x1[n]
and x2[n] are the two CCs in the baseband, and ω1 and ω2 are

their center frequencies after RF upconversion. Throughout this
article, we use discrete-time models for all the signals, although
the upconverted signals are obviously continuous-time in a real
system. This does not affect the accuracy of the modeling since
the center frequencies of the CCs are considered only in order
to determine where the resulting nonlinear terms will fall in
the frequency domain. Additionally, the tilde-notation is used
for the actual I/Q modulated and upconverted RF signals while
the corresponding complex-valued baseband signals appear
without the tilde on top.

The aggregated transmit signal is then simply x̃TX[n] =
x̃1[n]+ x̃2[n], which is next subject to the PIM nonlinearity. In
this article, the nonlinearities are modeled as polynomials, and
hence the signal after the static PIM nonlinearity is as given in
(2), at the top of this page, where βp is the pth-order coefficient
of the PIM nonlinearity, and γp,k,k1,k2 is the coefficient of the
resulting nonlinear PIM terms. Then, each of the resulting
nonlinear terms is also assumed to experience memory effects,
resulting in the following overall model for the TX signal of
the form

ỹTX[n] =

P∑

p=1

p∑

k=0

p−k∑

k1=0

p−k−k1∑

k2=0

M2∑

m=−M1

γp,k,k1,k2,m

× x1[n−m]kx∗
1[n−m]k1x2[n−m]k2x∗

2[n−m]p−k−k1−k2

× ej[(k−k1)ω1−(p−k−k1−2k2)ω2](n−m), (3)

where M1 and M2 are the numbers of pre-cursor and post-
cursor memory taps after the PIM nonlinearity, respectively,
and γp,k,k1,k2,m is the overall effective coefficient. Note that
the signal models in (2) and (3) are real-valued, which sets
certain conditions on the effective coefficients. However, for
clarity of presentation, we omit a more detailed discussion of
these conditions in this article as the emphasis is eventually
on baseband-equivalent modeling where the signal models are
complex-valued by nature.

As already mentioned, we focus the analysis on the scenario
where the RX band is at least partially overlapping with the
frequency given by 2ω1 − ω2. As a result, when modeling the
PIM distortion coupling to the RX chain, it is sufficient to
consider only those nonlinear terms in (3) that are centered
around this frequency, while all other terms will be filtered out
by the duplexer RX filter or later selectivity filtering stages in
the RX chain. Referring to the signal model in (3), this can
be transformed into the following conditions:

{
k − k1 = 2,

p− k − k1 − 2k2 = 1.
(4)
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yPIM[n] =

R∑

r=1

r∑

k=1

2k∑

k11=0

2k−k11∑

k12=0

. . .

2k−∑Q
q=1 k1q∑

k1Q=0

2(r−k)+1∑

k21=0

2(r−k)+1−k21∑

k22=0

. . .

2(r−k)+1−∑Q
q=1 k2q∑

k2Q=0

γr,k,k11,...,k2Q

× x1[n]
(2Q+1)k+1−∑Q

q=1(Q−q+1)k1qx∗
1[n]

(2Q+1)k−1−∑Q
q=1(Q−q+1)k1q

× x2[n]
(2Q+1)(r−k)+Q−∑Q

q=1(Q−q+1)k2qx∗
2[n]

(2Q+1)(r−k+1)−Q−∑Q
q=1(Q−q+1)k2q , (11)

From these, we get



k1 = k − 2,

k2 =
p+ 1

2
− k,

(5)

where the value of p is now restricted to odd integers since only
odd-order nonlinearities can produce terms on the frequency
of 2ω1 − ω2.
Substituting these into (3) and updating the sum limits

accordingly, we obtain the following baseband-equivalent
expression for the observed PIM distortion at RX band:

yPIM[n] =
R∑

r=1

r∑

k=1

M2∑

m=−M1

γr,k,m

× x1[n−m]k+1x∗
1[n−m]k−1

× x2[n−m]r−kx∗
2[n−m]r−k+1

=
R∑

r=1

r∑

k=1

M2∑

m=−M1

γs,mϕs[n−m], (6)

where r = p−1
2 , R = P−1

2 , p and P are odd, s = [r k] is a
vector containing the state of the auxiliary parameters, γs,m
is the coefficient of the nonlinear terms falling on to the RX
band, and

ϕs[n] = x1[n]
k+1x∗

1[n]
k−1x2[n]

r−kx∗
2[n]

r−k+1. (7)

Note that in theory the complete signal model in (3) will also
result in nonlinear terms that fall on to the RX band but are not
given by 2ω1 −ω2. In fact, all integer results of a Diophantine
equation defined as ω1x+ω2y = ωRX correspond to nonlinear
terms that overlap with the RX band. However, it can easily be
shown that the only practical solution is x = 2, y = −1, since
all the other solutions are of extremely high order. Namely, the
other solutions are given by x = 2− 176t and y = −1+ 195t,
where t is an integer, and therefore they correspond to absurdly
high nonlinearity orders, which cannot be observed in real
systems. Consequently, it is sufficient to consider only the case
given by 2ω1 − ω2, i.e., x = 2 and y = −1. Finally, it is
noted that the model in (6)-(7) is structurally similar to the
shared PA induced self-interfence at own RX band, addressed
in [19]–[21], and thus serves as natural reference.

B. PIM Model with Nonlinear Power Amplifiers

In our recent work, we have observed that also the nonlin-
earity of the TX PAs affects the exact PIM waveform observed
in the receiver [35], [39]. An intuitive interpretation of this
is that the intermodulation between the linear and nonlinear

components of the transmit signal will in fact be strong enough
to be observable in the receiver. This clearly motivates the
modeling of the PA-induced nonlinearities, alongside with the
PIM distortion itself. Utilizing a memoryless polynomial model
for the two involved PAs, the ith TX signal can be expressed
as follows:

x̃i[n] = Re

{
Q∑

q=0

αi,qxi[n]
q+1x∗

i [n]
qejωin

}

= Re
{
ui[n]e

jωin
}
, (8)

where 2Q + 1 is the nonlinearity order of the PAs and
ui[n] =

∑Q
q=0 αi,qxi[n]

q+1x∗
i [n]

q. Herein, the PA-induced
intermodulation products at the harmonic frequencies are
omitted as they can be expected to be suppressed by the
duplexer/multiplexer in the RF front-end. The aggregated TX
signal is then fed to the PIM nonlinearity, similar to the earlier
signal model. Now, the signal after the static PIM nonlinearity
can be expressed as

ỹPIM[n] =
P∑

p=1

βp (x̃1[n] + x̃2[n])
p

=
P∑

p=1

βp

(
Re

{
u1[n]e

jω1n
}
+Re

{
u2[n]e

jω2n
})p

.

(9)

Note that this signal model is structurally identical to the case
of linear PAs (the terms αixi[n] are simply replaced by ui[n]),
and in accordance with (6), the baseband-equivalent static PIM
distortion falling onto the RX band thus reads

yPIM[n] =
R∑

r=1

r∑

k=1

γr,ku1[n]
k+1u∗

1[n]
k−1u2[n]

r−ku∗
2[n]

r−k+1.

(10)

Expanding then the exponential terms involving the PA output
signals and their complex conjugates with the help of the
binomial theorem, we arrive at the expression in (11) shown at
the top of this page. It should be noted that under the special
case of fully linear PAs, the auxiliary variables k11, . . . , k2Q
do not exist, and the above signal model reduces to the one
presented in Section II-A.

With some straightforward manipulations, the signal model
in (11) can be further simplified, after which the baseband-
equivalent expression of the observed PIM distortion at own
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TABLE I
COMPARISON OF THE THREE SIGNAL MODELS

Signal model PA
nonlinearity

PIM
nonlinearity

Memory
model

Instantaneous basis functions with R = 1 and
Q = 0 (linear PAs) or Q = 1 (nonlinear PAs)

Total number of parameters for
arbitrary R and Q

Linear PAs with
coupled memory No Yes

Separate for
each basis
function

x1[n]2x∗
2[n]

R(M1+M2+1)(R+1)
2

Nonlinear PAs
with coupled
memory

Yes Yes
Separate for
each basis
function

x1[n]2x∗
2[n], x1[n]2x2[n]x∗

2[n]
2,

x1[n]3x∗
1[n]x

∗
2[n], x1[n]3x∗

1[n]x2[n]x∗
2[n]

2,

x1[n]4x∗
1[n]

2x∗
2[n], x1[n]4x∗

1[n]
2x2[n]x∗

2[n]
2

R(M1 +M2 + 1)(2Q+ 1)×[
(2Q+ 1)

(
R+1
2

)
−Q

]

Nonlinear PAs
with decoupled

memory
Yes Yes

Common for
all basis
functions

x1[n]2x∗
2[n], x1[n]2x2[n]x∗

2[n]
2,

x1[n]3x∗
1[n]x

∗
2[n], x1[n]3x∗

1[n]x2[n]x∗
2[n]

2,

x1[n]4x∗
1[n]

2x∗
2[n], x1[n]4x∗

1[n]
2x2[n]x∗

2[n]
2

M1 +M2 + 1 +R(2Q+ 1)×[
(2Q+ 1)

(
R+1
2

)
−Q

]

RX band, including also the memory, can be written as

yPIM[n] =

R∑

r=1

2Q+1∑

k=1

(2Q+1)(R−r)+Q∑

q=0

M2∑

m=−M1

γs,mϕs[n−m], (12)

where now s = [r k q Q] and

ϕs[n] = x1[n]
(2Q+1)(r−1)+k+1x∗

1[n]
(2Q+1)(r−1)+k−1

× x2[n]
qx∗

2[n]
q+1. (13)

C. Reduced-Complexity Cascaded PIM Model with Decoupled
Memory

While the model in (12)-(13) has high modeling accuracy,
owing to the fact that it considers both the PA and PIM
nonlinearities, it also has relatively high model complexity.
Specifically, since it is building on the assumption that each
nonlinear term experiences completely independent memory
effects, the total amount of parameters in the model grows
rapidly for higher nonlinearity orders. For this reason, in
this subsection we develop a new model with essentially the
same modeling accuracy, but with greatly reduced complexity,
by assuming that the nonlinearities experience more similar
memory effects.

To this end, let us first consider the instantaneous PIM signal
with nonlinear PAs. Based on (12), this signal can be written
as

yNL[n] =
R∑

r=1

2Q+1∑

k=1

(2Q+1)(R−r)+Q∑

q=0

γsϕs[n], (14)

where ϕs[n] is as shown in (13), while γs denotes the
coefficients of the instantaneous basis functions. Then, to
account for the memory, this overall signal yNL[n] in (14)
is subject to linear filtering, which effectively means that each
nonlinear term experiences the same memory effects. While
this is clearly a more constrained memory model than that
of (6) or (12), this corresponds to the physical phenomena
behind the memory effects, since the different nonlinear terms
propagate together through the same effective channel. With

this approach, the final cascaded signal model can be expressed
as

yPIM[n] =

M2∑

m=−M1

h[m]yNL[n−m], (15)

where h[n] is the decoupled memory filter. Similar to the earlier
memory models, this filter is assumed to contain M1 and M2

pre-cursor and post-cursor taps, respectively. However, as a
fundamental difference to the previous models, the model in
(14)–(15) is constrained such that each of the nonlinear basis
functions have their own independent complex scalars as the
adjustable weigths, shown in (14), followed then by the global
memory filter h[n] in (15).

D. Comparison of the Signal Models
To compare the characteristics of the three signal models,

Table I illustrates the phenomena they are capable of modeling,
together with the basis functions stemming from these different
signal models for a simple example scenario of R = 1 and
Q = 0 (linear PAs) or Q = 1 (3rd-order PA models). As can
be observed from the table, in this case the model with linear
PAs has one basis function, while the models with nonlinear
PAs have 6 basis functions. This indicates that the number
of basis functions is not dramatically increased even when
considering also the PA nonlinearity.
However, the models differ in how they treat the linear

memory effects. The linear-in-parameters models with coupled
memory implicitly assume independent memory filters for
all nonlinear terms, which results in a significant amount of
parameters, as is also evident in the last column of Table I.
Namely, the effect of memory length on the overall model
complexity is multiplicative in coupled memory based models.
As opposed to this, the cascaded model assumes that each
nonlinear term experiences the same memory model. While
this somewhat restricts the degrees of freedom in the model,
this also greatly limits the complexity since the memory length
has only an additive effect on the model complexity.

Considering the same values of R = 1 and Q = 0 or Q = 1
as in Table I, and assuming M1+M2+1 = 8 memory taps in
total, the model with linear PAs has 8 parameters, the model
with nonlinear PAs has 48 parameters, and the decoupled model
has only 14 parameters. This fundamental difference in the
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Fig. 3. Number of parameters in the coupled and decoupled memory based
models, with M1 +M2 + 1 = 8, and for R = 1 and varying Q (left), and
for Q = 1 and varying R (right).

numbers of parameters between the coupled and decoupled
memory based models is further illustrated in Fig. 3. As can be
observed, the number of parameters in the decoupled memory
based model is still feasible even if Q = 3 or R = 3, while
that of the coupled memory based model grows very steeply
as a function of Q and R. In general, while the linear PA
based model is the least complex, it typically suffers from
considerably lower modeling accuracy, unlike the two other
models that also consider the PA nonlinearity. Therefore, the
cascaded model with decoupled memory is an appealing trade-
off between modeling accuracy and complexity, as will also
be demonstrated through RF measurements in Section IV.
The results in Section IV also show that considering the PA
nonlinearities in the PIM canceller structure can provide several
decibels of additional cancellation gain, compared to the linear
PA based canceller.

III. PASSIVE INTERMODULATION CANCELLATION
AND PARAMETER ESTIMATION

In order to cancel the PIM distortion in the transceiver digital
front-end (DFE), an accurate estimation of the prevailing PIM
waveform is needed. To express this formally, the cancelled
signal reads

yc(n) = y(n)− ŷPIM(n), (16)

where y[n] denotes the overall observed received signal while
ŷPIM(n) refers to the PIM waveform estimate, all at baseband.
Now, in order to utilize the derived PIM models from Section II
to reconstruct the PIM estimate ŷPIM(n), the unknown model
parameters must be estimated. In this work, we consider and
propose the following two alternative solutions for parameter
estimation:

• Linear least squares (LS) based estimation; applicable
only to the linear-in-parameters models in (6) and (12).

−
ΣΣ

Basis 

function 

generation

Cancelled 

RX signal(s)

x1[n]

x2[n]

Parameter 

estimation

RX1 RX2

Duplexer, 

switches, etc.

Coupled or 

decoupled 

memory model

PAPATX1

PAPATX2

−
ΣΣ

Cancellation 

algorithm

Fig. 4. Overall estimation and cancellation procedure, including options
for both batch-LS and gradient-descent-based parameter learning algorithms.
Moreover, also the option of cancelling PIM on the other RX band is included.
Note that the thicker arrows represent vector inputs and outputs.

• Novel gradient-descent based adaptive estimation and
cancellation; applicable to all signal models in (6), (12)
and (14)–(15).

Moreover, it is noted that the gradient-descent-based solution is
different for the linear-in-parameters models and for the reduced
complexity decoupled model, as shown through the upcoming
derivations in Subsection III-B and the Appendices A and B.
The overall parameter estimation and cancellation framework
is illustrated on a general level in Fig. 4. The differences
between the three models and the corresponding canceller
structures are related to the utilized set of basis functions, with
examples shown in Table I, and to how the scalar weights
and/or memory filters are applied to the basis function samples,
while Fig. 4 shows the processing principles at high level. It
is additionally noted that proper synchronization, in time and
frequency, between the TX and RX is assumed in the following.
Frequency synchronization is straight-forward to assume, since
the cancellation processing takes place inside one common
transceiver system. Additionally, the basic time synchronization
or propagation delay between TX digital baseband and RX
digital baseband can be easily estimated offline, since it is fixed
through the hardware, and thus does not change over time.

A. Least Squares-Based Batch Estimation

The LS-based estimation and cancellation procedure is
applicable to the linear-in-parameters models in (6) and (12).
As a starting point, N samples of the observed signal y[n] are
collected into a vector as

y =
[
y[0] y[1] · · · y[N − 1]

]T
, (17)

where the sample indexing within the observation block is
starting from 0 without loss of generality to achieve a more
convenient notation. Building on the previous modeling results,
it is then a straightforward matter to show that the observed
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signal vector under PIM distortion can be expressed as

y = Ψγ + z, (18)

where Ψ is the data matrix constructed from the original TX
data based on the adopted signal model and its basis functions,
γ contains the unknown coefficients, and z corresponds to noise
and potential model mismatch related errors. Additionally, z
contains also the actual received signal-of-interest (SoI) if
present during the parameter estimation.

To illustrate the structure of the matrix Ψ, let us first define
the so-called instantaneous basis function vector, which collects
samples of all the basis functions corresponding to a particular
time instant n. The number of elements in the basis function
vector depends on the cardinality of the set consisting of all
the states of the auxiliary variable vector s, which obviously
depends on the considered PIM model. To present the parameter
estimation procedure in a generic fashion that can be applied to
both PIM models (6) and (12), the instantaneous basis function
vector is defined as

ϕ[n] =
[
ϕs1 [n] ϕs2 [n] · · · ϕsC [n]

]T
, (19)

where si represent the different states of the vector s, and C
is the cardinality of the adopted signal model. The expressions
of the individual basis functions are given by (7) and (13) for
the considered signal models.

Having constructed the instantaneous basis function vector,
the overall data matrix itself is obtained as follows:

Ψ =


ϕ[M1]
T ϕ[M1 − 1]T · · · ϕ[−M2]

T

ϕ[M1 + 1]T ϕ[M1]
T · · · ϕ[−M2 + 1]T

...
...

. . .
...

ϕ[M1+N−1]T ϕ[M1+N−2]T · · · ϕ[−M2+N−1]T


 ,

(20)

where the indexing of the block corresponds to that of the
observed vector y. Using this data matrix, the LS parameter
estimate is given by [40]

γ̂ = min
γ

∥y −Ψγ∥22 =
(
ΨHΨ

)−1
ΨHy, (21)

where ∥·∥2 is the l2-norm, and (·)H denotes the Hermitian
transpose.
After learning the coefficients, the cancelled signal during

the actual online operation of the receiver is then given by

yc[n] = y[n]−Ψnγ̂, (22)

where

Ψn =
[
ϕ[n+M1]

T ϕ[n+M1 − 1]T · · · ϕ[n−M2]
T
]
.

(23)

The same coefficients can be used as long as the characteristics
of the effective coupling channel remain the same, after which
the parameter estimation stage must be repeated. When the
whole PIM process occurs inside the transceiver, it is likely that
the estimation needs to be repeated only relatively seldom, such
as when the temperature of the device changes considerably.
On the other hand, in some cases PIM can also take place

at or even beyond the antenna interface [12], [27], and thus
substantially faster parameter updates may also be needed.
This motivates well towards the adaptive estimation methods
pursued next.

B. Gradient Descent-Based Adaptive Estimation

Since calculating the LS estimate is known to be computation-
ally heavy, especially when the number of parameters is large,
in many cases iterative estimation solutions are more suitable.
In this article, we thus next propose the use of gradient descent
learning based on the instantaneous error. This approach can be
used even for the decoupled model, which does not lend itself
to LS estimation as it is not of linear-in-parameters nature.
Additionally, as noted above, the iterative methods facilitate
also explicit parameter tracking.
1) Orthogonalized Adaptive Estimation for Linear-in-

Parameters Signal Models: For the linear-in-parameters models
in (6) and (12), let us begin by rewriting the signal after the
cancellation as follows:

yc[n] = y[n]−Ψnγ̂n, (24)

where γ̂n is now the prevailing estimate of the parameter
vector at the nth iteration. The linear-in-parameters nature of
the model is evident from this expression, as the cancellation
signal can be written as a matrix-vector multiplication between
the basis function vector and the parameter estimate. This
means that the classical least mean squares (LMS) type learning
rule can be directly applied, as it is derived for an identical
model, albeit without the nonlinear terms [40]. Therefore, the
basic learning rule can be simply written as

γ̂n+1 = γ̂n + µγyc[n]Ψ
H
n . (25)

where µγ denotes the learning rate.
While the learning rule in (25) is widely-applied and known

to be relatively accurate for linear systems, in the PIM cancel-
lation case it suffers from slow convergence due to the strong
correlation between the nonlinear basis functions. Therefore,
better performance can be obtained by orthogonalizing the
different terms in Ψn in the parameter update phase. This
involves the computation of the inverse of the correlation
matrix for the filter input vector, and using the resulting matrix
as a multiplier for the learning rule [40, p. 356]. With this
approach, the cancellation phase remains as in (24), while the
learning rule reads now

γ̂n+1 = γ̂n + µγyc[n]
(
R∗

Ψn

)−1
ΨH

n , (26)

where RΨn
= E

[
ΨH

n Ψn

]
is the correlation matrix of the

filter input vector. Note that since the parameter update is
now presented for the complex conjugate of the classical
definition of the learning rule, also the correlation matrix must
be complex-conjugated. Using this type of an orthogonalized
learning rule ensures faster convergence, with the cost of
somewhat higher computational complexity compared to the
baseline LMS.
Next, in order to determine a more convenient and compu-

tationally efficient expression for R∗
Ψn

, let us first rewrite it
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as follows:

R∗
Ψn

= E
[
ΨT

nΨ
∗
n

]

= E
[[
ϕ[n+M1]

T ϕ[n+M1 − 1]T · · · ϕ[n−M2]
T
]T

×
[
ϕ[n+M1]

T ϕ[n+M1 − 1]T · · · ϕ[n−M2]
T
]∗]

= E






ϕ[n+M1]

...
ϕ[n−M2]



[
ϕ[n+M1]

H · · · ϕ[n−M2]
H
]



(27)

From this, it is evident that the correlation matrix has a block-
wise structure, where the individual blocks are of the form
E
[
ϕ[i]ϕ[j]H

]
. Let us now define two simplifying assumptions

regarding the transmit waveform, which can be reasonably
expected to hold for considered radio communication systems:
(i) The two transmit signal (CC) sequences are both independent
and identically distributed (i.i.d.) with zero mean, as well as
mutually independent; (ii) The transmit signals are stationary,
which means that their statistical properties do not change with
respect to time.
By invoking the first assumption, we can write

E
[
ϕ[i]ϕ[j]H

]
= 0, when i ̸= j. In other words, the correlation

matrix has a block-diagonal structure. Then, by invoking the
second assumption, it holds for the remaining diagonal elements
that E

[
ϕ[i]ϕ[i]H

]
= E

[
ϕ[j]ϕ[j]H

]
for any i and j.

Using these findings, the complex conjugate of the complete
correlation matrix can therefore be expressed as R∗

Ψn
=

diag
{
R∗

φ, . . . ,R
∗
φ

}
, where Rφ is the correlation matrix

of the basis functions, whose complex conjugate is simply
repeated M1 + M2 + 1 times on the diagonal. Using this
expression, the inverse of the complete correlation matrix

is
(
R∗

Ψn

)−1
= diag

{(
R∗

φ

)−1

, . . . ,
(
R∗

φ

)−1
}
, as per the

inversion rule of block-diagonal matrices. Noting that the
statistical properties of the different basis functions remain
unchanged throughout the operation, the inverse of R∗

φ can
be precomputed offline. With this, the learning rule can be
expressed in the following alternative form:

γ̂n+1 = γ̂n + µγyc[n]diag
{(

R∗
φ

)−1
, . . . ,

(
R∗

φ

)−1
}
ΨH

n ,

(28)

This expression results in considerably reduced computational
requirements compared to (26), since there is no need to
perform a matrix inversion when calculating the parameter

update. That is, the matrix
(
R∗

φ

)−1

can be precomputed for
each known transmit waveform type and stored into memory.
Moreover, the earlier computed orthogonalized basis function
samples can be reused in each iteration, meaning that it suffices
to orthogonalize only the most recent basis function vector.
2) Orthogonalized Adaptive Estimation for Decoupled Sig-

nal Models: The classical LMS-based approach is not applica-
ble for the decoupled model with cascaded nonlinearity and
memory models, and therefore we must derive the necessary
learning rules by resorting to the theory behind gradient descent
learning and complex-valued gradients. Based on (14) and (15),

and by using the basis function vector notation, the cancelled
signal at nth iteration can in this case be first rewritten as

yc(n) = y(n)− hH
n yn,NL, (29)

where hn is the memory model estimate in vector form,
and yn,NL =

[
yNL(n+M1) · · · yNL(n−M2)

]
. Moreover,

yNL(n) = gH
n ϕ(n), where gn contains the coefficients of the

nonlinear basis functions (γs).
Defining then the cost function as J(gn,hn) = |yc(n)|2, the

learning rule for the PIM model coefficients can be formally
expressed as

gn+1 = gn − µg
∂J(gn,hn)

∂gn
, (30)

where µg is the PIM coefficient step-size. As shown in
Appendix A, the complex partial derivative can be expressed
as

∂J(gn,hn)

∂gn
= −2y∗c (n)Φnh

∗
n, (31)

where Φn =
[
ϕ(n+M1) · · · ϕ(n−M2)

]
. Therefore, we

can express the final learning rule for gn as follows:

gn+1 = gn + µgy
∗
c (n)Φnh

∗
n (32)

As for learning the memory model, it can be noted that
the system is in fact identical to the classical LMS filter with
yn,NL as the input signal, meaning that a similar learning rule
can be adopted. Therefore, the learning rule for hn is

hn+1 = hn + µhy
∗
c (n)yn,NL, (33)

where µh is the memory step-size.
Again, due to the mutual correlation between the nonlinear

basis functions in ϕ(n), also the decoupled learning rule in
(32) suffers from slow convergence, similar to the case with
the linear-in-parameter signal models. To address this, a self-
orthogonalizing learning rule can be used instead. Following
similar steps as in [40, p. 356], in the linear system case, we
denote the filter input vector by un = Φnh

∗
n. Based on this,

the self-orthogonalizing learning rule can be written as

gn+1 = gn + µ̃gR
−1e∗(n)un, (34)

where µ̃g is the step-size, and R = E
[
unu

H
n

]
is the correlation

matrix of the filter input vector. However, the challenge with
this learning rule is the fact that the correlation matrix depends
on the time-variant memory model hn, which means that the
correlation matrix must be computed and inverted during each
iteration. This is computationally extremely costly, and renders
the learning rule fairly impractical.
In order to reduce the number of required computations

and thereby make the self-orthogonalizing learning a practical
solution, let us next express the correlation matrix in a more
convenient form. Following the steps shown in Appendix B,
the correlation matrix can be re-expressed as

R = Rφh
H
n hn, (35)

where Rφ is the correlation matrix of the basis functions,
defined identically as in (28). Recall that Rφ is only based on
the chosen signal model and the statistical properties of the
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TABLE II
CANCELLATION PROCESSING AND GRADIENT-BASED PARAMETER UPDATE COMPLEXITIES CORRESPONDING TO THE THREE SIGNAL MODELS.
HERE, M = M1 +M2 + 1, WHILE C IS THE AMOUNT OF BASIS FUNCTIONS IN THE MODELS WITH NONLINEAR PAS, EXPRESSED IN (37).

Signal model Parameter update Cancellation Total

Linear PAs with
coupled memory

R(R+1)
2

(
R(R+1)

2
+M

)
MR(R+1)

2
R(R+1)

2

(
R(R+1)

2
+ 2M

)

Nonlinear PAs
with coupled
memory

C (C +M) CM C (C + 2M)

Nonlinear PAs
with decoupled

memory
(C +M) (C + 1) C +M (C +M) (C + 2)

utilized waveforms, meaning that it can be calculated offline,
alongside with its inverse.
Stemming from above, we can rewrite the self-

orthogonalizing learning rule as follows:

gn+1 =gn +
µ̃g

hH
n hn

R−1
φ y∗c (n)un

=gn + µg,ortR
−1
φ y∗c (n)Φnh

∗
n, (36)

where µg,ort is the final step-size. Additionally we note that, as
a simplification, the step-size can be chosen to be static, despite
the time-variant term hH

n hn. Therefore, the only additional
computation required in this learning rule, as opposed to
that in (32), is the matrix multiplication since R−1

φ can be
precomputed and remains fixed.

C. Processing and Learning Complexities and Comparison
We next address the complexity analysis and comparisons,

focusing on the proposed gradient descent-based methods. We
analyze and differentiate between the fundamental cancellation
complexities, for given parameter estimates, and the actual
parameter estimation complexities.

Stemming directly from the cancellation processing solutions
in (24) and (29), as well as from the parameter update rules in
(28), (33), and (36), the fundamental complexity numbers in
terms of the associated complex multiplications per cancelled
sample or per parameter update cycle are provided in Table II.
Note that the complexities of the coupled and decoupled models
incorporating the nonlinearity of the PAs are expressed for
clarity in terms of C, which denotes the total amount of basis
functions. It can be expressed in the general case as

C = R(2Q+ 1)

[
(2Q+ 1)

(
R+ 1

2

)
−Q

]
. (37)

It is clear from the expressions in Table II that the decoupled
model is particularly efficient in the cancellation phase, when
compared to the naive coupled models. As can be observed,
its cancellation complexity is additive in nature, while that of
the coupled models is multiplicative.

In order to gain further insight into the complexity, in terms
of a concrete example, let us consider the model parameters
of R = 1, Q = 2, and M = 8, which will also be used in
processing the RF measurement data in Section IV. These
parameters result in one basis function for the model with
linear PAs, while the models with nonlinear PAs have C = 15
basis functions. Consequently, for the model with linear PAs,

the parameter update involves 9 complex multiplications, while
the cancellation requires 8 complex multiplications, the total
count being 17 complex multiplications. For the coupled
model with nonlinear PAs, the parameter update consists of
345 complex multiplications, and the cancellation requires
further 120 multiplications. Therefore, the total amount of
complex multiplications per iteration is 465, considerably more
than for the simple linear model. Finally, for the cascaded
model with decoupled memory, the update stage involves 368
complex multiplications, whereas the cancellation requires only
23 complex multiplications. The total amount of complex
multiplications per iteration is therefore only 391 for the
decoupled model. Most importantly, with the decoupled model,
the fundamental cancellation processing with these realistic
example parameters is over 5 times more efficient, while the
parameter learning is of roughly the same complexity, when
compared to the coupled model case. Thus, particularly in
cases where PIM is mostly contributed by the internal RF
components of the device, there is no need to constantly update
the parameters, and the cascaded model with decoupled memory
provides a very attractive complexity reduction.

D. Selected Implementation Aspects
We next shortly address selected additional aspects related to

the PIM canceller implementation. As the CC signals x1[n] and
x2[n] may originally exist at the so-called critical sample rate,
proper interpolation to higher sample rate is most likely needed,
in order to calculate the nonlinear basis functions without
aliasing. The exact details depend on the original sample rate
and the selected maximum nonlinearity orders. Additionally,
the observable PIM in practical receivers may be limited
to channel bandwidth, especially if analog channel selection
filtering is deployed prior to analog-to-digital converter (ADC).
In such cases, the PIM canceller related basis functions can
and should also be band-limited, through appropriate digital
filtering, and decimated to the same sample rate as the actual
RX sample rate. Furthermore, if the intermodulation center-
frequency is different from the RX channel center-frequency,
digital frequency-shifting of the basis function samples can
be deployed. Thus, it can be noted that the devised digital
cancellation methods do not impose any additional requirements
on the analog RX and ADC interface, considering that properly
filtered basis functions are deployed.
Another important implementation related aspect is the

potential power consumption of the cancellation engine. It



SUBMITTED ON DEC. 13TH, 2019; REVISED ON MARCH 5TH, 2020; IEEE TMTT – IMC-5G MINI-SPECIAL ISSUE 11

In
fin

io
n 

B
G

S1
2P

L6

TD
K

 
D

PX
16

26
90

D
T-

80
22

B
2

Antenna

2x1 Transceiver
Separate PAs for 

both CCs

LTE Band 1+3 

mobile duplexer/

multiplexer

Band 1 UL

Band 3 UL

High band / low 

band switch
Diplexer

Band 1 UL + 

Band 3 UL

N
at

io
na

l 
In

st
ru

m
en

ts
 

PX
Ie

-5
64

5R

R
X

P
C

I 
E

x
p

re
s
s

Host PCHost PC

Skyworks 
SKY77643-21

Analog Devices AD9368

TX1

TX2

TD
K

 B
89

60
B

1
 U

L
B

3
 U

L
B

3
 D

L
B

1
 D

L

T
X

PA1PA1

PA2PA2

Band 1 DL
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Fig. 6. Overall RF measurement setup in the isolated chamber, featuring
the Analog Devices AD9368-2 board (1), National Instruments PXIe-5645R
observation receiver (2), Skyworks SKY77643-21 PAs (3), TDK B8960
multiplexer (4), Infinion BGS12PL6 switch (5), TDK DPX162690DT-8022B2
diplexer (6), and Delta 6A antenna (7).

is obvious that the exact power consumption depends on the
actual implementation form, with dedicated digital ASICs based
implementation yielding the lowest power consumption. As
the associated fundamental processing elements (nonlinear
transformations, linear filtering) are actually fairly similar
to those utilized in polynomial based digital predistortion
(DPD) systems, see, e.g., [36]–[38], some ballpark power
consumption understanding can be obtained from the reported
DPD implementations. While software-based solutions for DPD

systems are known to be commonly power hungry, dedicated
digital ASIC based implementations have been reported, e.g.,
in [41], [42] where power consumption is only in the order of
few tens of mW. This implies that it is most likely feasible to
develop dedicated digital ASICs also for the PIM cancellation
purposes, with similar power consumption figures.

IV. RF MEASUREMENT RESULTS

A. Considered Scenario and Assumptions

The performance of the proposed PIM cancellers is next
evaluated with measured signals and LTE-Advanced UE
RF components, in the context of B1+B3 inter-band carrier
aggregation, utilizing all three signal models and corresponding
digital PIM cancellation solutions. The RF measurements are
carried out in an isolated chamber in order to suppress the
external interference sources, with the measurement setup and
environment being as shown in Figs. 5 and 6. Moreover, the
relevant features of the measurement system and the digital
canceller are listed in Table III. The two CC signals are
generated using the Analog Devices AD9368-2 2×1 transceiver
board, after which they are amplified using two separate
Skyworks SKY77643-21 PAs. After this, the two TX signals
are combined with a TDK B8960 duplexer/multiplexer, the
aggregated TX signal being then fed to an Infinion BGS12PL6
switch and a TDK DPX162690DT-8022B2 diplexer. Finally,
the diplexer is connected to an antenna, as illustrated in Fig. 5
and Fig. 6. It is noted that AD9368-2 is a pre-commercial non-
publicly available dual-TX transceiver system with maximum
instantaneous BW per channel of 250 MHz and tuning range
of 700 MHz to 2800 MHz. Performance and specifications
wise, this board is similar to the commercially available board
AD9371, though the tuning range of AD9371 extends further
up to 6 GHz.
In this measurement setup with the above components, the

linearity of the passive stages is primarily dictated by the switch
whose IIP3 value is reported to be +65 dBm. Additionally,
to provide the maximum power of +24 dBm at the antenna
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interface, the CC-specific PA output powers are +26 dBm since
the overall insertion loss from PA outputs to the antenna is
approximately 5 dB. Thus, when considering the insertion loss
of some 3 dB stemming from the duplexer/multiplexer, it is
straight-forward to calculate that the total IMD3 power due
to the switch is ca. −52 dBm. Additionally, as discussed also,
e.g., in [43], the corresponding share of this total IMD power
at the specific intermodulation center-frequency that coincides
with the RX operating band is some 10 dB lower. Thus, the
observable PIM power at the duplexer/multiplexer RX port is
approximately −52 dBm −10 dB −3 dB = −65 dBm.
The CC signals used in the measurements are QPSK

modulated single-carrier frequency division multiple access
(SC-FDMA) waveforms, following the 3GPP LTE-Advanced
uplink specifications with 15 kHz subcarrier spacing. The
number of active subcarriers and the FFT size are 300 and
512, respectively, in case of 5 MHz channel bandwidth per
CC, while the corresponding numbers are 600 and 1024 in
the 10 MHz channel bandwidth case. The peak-to-average-
power ratios (PAPR) of the individual CC waveforms are
ca. 4.5 dB and 6.5 dB at 1% and 0.01% CCDF levels,
respectively. Additionally, when providing the maximum power
of +24 dBm at the antenna interface, in the context of Fig. 5,
the error vector magnitude (EVM) and the adjacent channel
leakage ratio (ACLR) of the individual CCs are ca. 5% and
32 dBc, respectively. The canceller basis functions are limited
to 20 MHz and 40 MHz bandwidths, in cases of 5 MHz
and 10 MHz CC bandwidths, through digital filtering, and
decimated to the rates shown in Table III.
For parameter learning, we focus on the proposed self-

orthogonalized gradient-based methods where the related step-
sizes are chosen such that convergence is established in roughly
50,000 ... 100,000 samples with the exact sample sizes as
shown in Table III. The LS-based parameter learning solutions
also work very reliably, but are excluded for presentation
brevity. We also note that the canceller corresponding to Q = 0
(linear PA models) is the literature reference against which
the performance of the more elaborate cancellers building on
the joint modeling of CC-specific nonlinear PAs and PIM
nonlinearity is to be compared.
To establish proper time synchronization in the measure-

ments, the received sample sequence is correlated with a
sequence of the basic third-order basis function samples, shown
on the first row of Table I, which can be directly calculated
using the TX CC sequences x1[n] and x2[n]. This is well-
justified since the basic third-order basis function is dominant
in power, compared to the other basis functions. We also
separately study the impacts of the possible timing offsets
in the latter part of the experimental results. Additionally,
frequency synchronization is established on hardware such that
both transmitting and receiving entities are frequency-locked.
No actual received signal-of-interest (SoI) is present in the
basic measurements, while the impact of SoI on the parameter
learning accuracy is also separately studied.

B. Obtained Results
Considering first the PIM distortion with the full transmit

power of +24 dBm, Figs. 7 and 8 show the essential power

TABLE III
LTE-ADVANCED B1+B3 RF MEASUREMENT SCENARIO AND CONSIDERED
PIM CANCELLER PARAMETERS. SOME OF THE PARAMETERS ARE ALSO

VARIED IN THE MEASUREMENTS.

Feature Value
CC bandwidth 5 MHz 10 MHz

CC1 center frequency 1950 MHz 1950 MHz

CC2 center frequency 1760 MHz 1760 MHz

RX center frequency 2140 MHz 2140 MHz

PA gain 28 dB 28 dB

Total TX power at antenna 24 dBm 24 dBm

Cancellation sample rate 31.72 MHz 43.88 MHz

Parameter learning sample size (N ) 90 000 120 000

PIM nonlinearity order (P = 2R+ 1) 3 3

PA nonlinearity order (2Q+ 1) 5 5

Number of PIM pre-cursor taps (M1) 3 3

Number of PIM post-cursor taps (M2) 4 4

spectral densities (PSDs) using the default features for each
canceller as listed in Table III. Firstly, it is clear that PIM-
induced distortion is indeed a serious issue in FDD transceivers
operating on the frequency bands in question, since the resulting
self-interference without cancellation is approximately 20 dB
above the noise floor when using these state-of-the-art RF
components. The measured PIM power, without cancellation,
also very accurately matches with the IIP3 based calculations.
Secondly, Figs. 7 and 8 show that each of the proposed

signal models, and each of the corresponding digital can-
cellers, is capable of efficiently suppressing the PIM-induced
self-interference. Additionally, the results also indicate that
modeling of the PA nonlinearity is indeed beneficial to more
accurately suppress the PIM distortion. In particular, when
also the nonlinear distortion produced by the PAs is taken
into account, the amount of cancellation is improved by some
4–5 dB with 5 MHz CCs, and some 2–3 dB with 10 MHz
CCs, compared to the linear PAs based canceller that can be
considered as the literature reference. These are very substantial
additional benefits, especially when the actual received signal
of interest is close to the fundamental receiver sensitivity level.
Another noteworthy finding based on Figs. 7 and 8 is that the
cascaded model with decoupled memory can achieve nearly the
same cancelling performance as the much more complex model
with coupled memory, even though its cancellation complexity
is over 5 times lower.

Next, Figs. 9 and 10 show the residual power of the noise and
interference with respect to the total transmit power. With both
of the considered CC bandwidths, the PIM-induced interference
is clearly above the noise floor already with transmit powers in
the order of +15 dBm if no cancellation is performed. However,
modeling and cancelling the PIM even with the very simplest
signal model guarantees nearly interference-free reception up
to transmit powers of some +20 dBm. The transmit power
range can be further increased by using the more advanced
models that incorporate also the PA-induced nonlinearities.
With 10 MHz CCs, the canceller solutions incorporating PA
nonlinearities are capable of nearly perfect cancellation even
with the highest considered transmit power of +24 dBm, as
already discussed. Being able to utilize, e.g., 3 dB higher
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transmit power, while still protecting the own receiver, is a
substantial benefit for the uplink coverage. Furthermore, the
nearly identical performance of the models with coupled and
decoupled memory is also clearly evident from Figs. 9 and 10,
illustrating the excellent complexity-accuracy trade-off of the
derived cascaded model.
The learning rate and convergence characteristics are im-

portant practical aspects, especially when gradient-descent
based adaptive learning rules are applied. To this end, Fig. 11
shows the convergence of the residual PIM interference plus
noise power, over time, in the example case of 5 MHz CC
bandwidth. As can be observed, with the chosen step-sizes, the
developed gradient-descent based learning rules can facilitate
reliable convergence for all three canceller types, with the
residual power being very close to the final steady-state level
already within 0.5-2 ms or so. With the utilized sample rate of
30.72 MHz, this corresponds to some 15,000 ... 60,000 samples.
It can also be observed that the linear PA model based canceller
converges faster, due to the reduced number of parameters,
however, also the steady-state cancellation performance is some
5 dB lower as already concluded earlier.

C. Impact of Nonlinearity Orders and Memory Depth

We next further investigate the significance of the PA
nonlinearity in the observed PIM distortion, while otherwise
work with the baseline parameterization shown in Table III.
To this end, Fig. 12 shows the residual PIM-plus-noise power
with different PA nonlinearity orders used in the cancellation
processing, focusing on the 5 MHz CC bandwidth case. These
results further confirm the conclusion that modeling the PA
nonlinearity greatly improves the cancellation performance, as
already the 3rd-order PA model based canceller clearly outper-
forms the one based on linear 1st-order model. Furthermore, it
can be observed that the highest performance is achieved with
a 5th-order PA model, while increasing the PA nonlinearity
order beyond 5 does not observably improve the cancellation
performance anymore. The results obtained with 10 MHz CC
bandwidth are very similar and thus not explicitly shown.

Next, we experiment the impacts of PIM nonlinearity order
(P = 2R+ 1) in the canceller for given PA nonlinearity order
of 2Q+ 1 = 5 and given numbers of precursor and postcursor
taps of M1 = 3 and M2 = 4, while otherwise again keeping
the baseline parameterization shown in Table III. The obtained
results are shown in Fig. 13, again illustrating that modeling
the PA induced nonlinearities is beneficial to maximize the
cancellation gain. It can also be observed that increasing the
PIM nonlinearity order beyond three does not improve the
cancellation in this RF component setup.
Additionally, the amounts of precursor and postcursor taps

(M1 and M2) are varied for given PIM nonlinearity order
of P = 2R + 1 = 3 and given PA nonlinearity order of
2Q + 1 = 5, with the results shown in Fig. 14. Here, for
evaluation simplicity, we have set M1 = M2 = M and vary M
within M ∈ {0, 1, 2, 3, 4} where M = 0 means a memoryless
canceller. As can be observed from the figure, incorporating
memory taps in the canceller can improve some 3 dB in
the cancellation performance, though due to the relatively

narrowband signals, the amount of memory is fairly mild in
this measurement setup.

D. Learning Under Timing Offset and Signal-of-Interest
Next we address the sensitivity of the developed estimation-

cancellation system on the potential timing offsets between
the two signals (observation signal and the cancellation signal)
at the cancellation point, while using the baseline parameters
from Table III. To this end, we deliberately introduce controlled
timing offsets in the receiver signal, relative to the estimated
true timing, and execute the parameter learning and cancellation
with such signals. The obtained results are shown in Fig. 15 for
the 10 MHz CC bandwidth case, where we have focused only
on the gradient-adaptive cascaded nonlinearity model based
canceller, for readability purposes. We also experiment and
show the cancellation performance without memory (M1 =
M2 = 0) and with memory (M1 = 3,M2 = 4).
As the results in Fig. 15 illustrate, a memoryless canceller

is very sensitive to the timing errors – an observation that
conforms well with the intuition. However, when the canceller
structure is equipped with memory containing both pre-cursor
and post-cursor taps, the system can be observed to be very
robust against reasonable timing offsets. This is stemming
from the fact that a time-offset or time-misalignment in the
observed signal can basically be modeled through an additional
linear frequency response or impulse response, and thus the
memory-based canceller has structural capability to model
such phenomenon, assuming that there is a sufficient amount
of taps. Thus, as long as the parameter estimation and actual
cancellation are carried out under the same time-offset, high-
quality cancellation can still be obtained.
Finally, we shortly address the impact of the presence of

SoI on the canceller parameter learning. We use the same
measured signals, as in the earlier experiments, while add
an actual LTE-Advanced downlink OFDM signal on top of
the measured I/Q signals. This way, comparisons against the
previous results where SoI was not present can be made in a
straight-forward manner. The SoI is a QPSK modulated OFDM
signal with 300 active subcarriers conforming to the 5 MHz
channel bandwidth specifications. The parameter estimation
is carried out with the RX signal containing SoI, PIM and
thermal noise, while the actual cancellation performance is
evaluated after the parameter estimation convergence by using
the received signal without SoI. This allows to measure the
cancellation performance similar to the earlier examples, while
taking explicitly into account the impact of the SoI on the
parameter learning.
The obtained results under different received power levels

of the SoI are shown in Fig. 16. As can be observed, the
different cancellers are relatively robust against reasonable SoI
powers, while eventually the parameter estimation accuracy
and thereon the cancellation performance start to degrade. This
is understandable, since SoI essentially acts as additional strong
noise from parameter estimation point of view. However, very
reliable parameter estimation is still possible even when the
SoI is some 10...15 dB above the thermal noise.
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Fig. 7. Measured PSDs of the PIM distortion at own RX band with different
cancellation solutions, using a CC bandwidth of 5 MHz.
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Fig. 8. Measured PSDs of the PIM distortion at own RX band with different
cancellation solutions, using a CC bandwidth of 10 MHz.
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Fig. 9. Measured PIM cancellation performance with respect to the total
transmit power, using a CC bandwidth of 5 MHz.
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Fig. 10. Measured PIM cancellation performance with respect to the total
transmit power, using a CC bandwidth of 10 MHz.
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Fig. 11. Example convergence of the measured residual total power
(PIM+noise) over time for the gradient-adaptive PIM cancellers. CC bandwidth
is 5 MHz and TX power is +24 dBm.
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Fig. 12. Measured PIM cancellation performance with respect to the PA
nonlinearity order (2Q+ 1) assumed in the canceller, using a CC bandwidth
of 5 MHz. TX power is +24 dBm.
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Fig. 13. Measured PIM cancellation performance with respect to the PIM
nonlinearity order (P = 2R + 1) assumed in the canceller, using a CC
bandwidth of 5 MHz. TX Power is +24 dBm.
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Fig. 14. Measured PIM cancellation performance with respect to the number
of pre-cursor and post-cursor taps (M1 = M2 = M ) assumed in the canceller,
using a CC bandwidth of 10 MHz. TX power is +24 dBm.
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Fig. 15. Measured PIM cancellation performance with respect to the timing
offset, using a CC bandwidth of 10 MHz. TX Power is +24 dBm.
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Fig. 16. Measured PIM cancellation performance in the presence of a signal-
of-interest during the parameter learning. CC bandwidth is 5 MHz and TX
power is +24 dBm.

E. Main Findings and Inference

Altogether, the obtained results give rise to the following
observations:

• The PIM-induced interference is a serious issue in FDD
transceivers with certain TX and RX frequencies, such
as those of LTE Bands 1 and 3. In our work, we demon-
strated this with actual RF measurements using 3GPP
LTE-Advanced standard compliant waveforms, where
commercial off-the-shelf passive components produced
significant distortion on to the RX band even when using
separate PAs for both CCs.

• The nonlinearity of the PAs must be modeled to obtain
as accurate cancellation signal as possible, even when
using separate PAs to amplify the individual CCs. In
other words, even though the PAs do not contribute to
the intermodulation between the CCs, they distort the
individual CCs, meaning that the input signals of the
PIM nonlinearity are already distorted. As a result, this
nonlinear distortion occurring before the PIM and caused

by the PAs must be taken into account, in particular at the
higher end of the TX powers, when maximum cancellation
performance is pursued.

• Modeling the PIM with a cascaded model, where the
memory is decoupled from the nonlinear basis functions,
achieves excellent cancellation performance despite being
very light in terms of the required computations during the
cancellation phase. It is therefore a promising candidate
for solving the problem of PIM-induced self-interference
in mobile radio devices.

• Reliable parameter estimation and cancellation can be
achieved, even if there is some time-offset between the
cancellation path and the RX path, assuming that the
canceller is equipped with both pre-cursor and post-cursor
memory taps.

• The proposed solutions where shown to be reasonable
robust also against the presence of an actual received
signal of interest during the parameter estimation.

• Overall, the PIM distortion can be reliably modeled
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and cancelled at transceiver digital front-end, despite the
complicated nature of the involved system with cascaded
nonlinearities and by-default unknown behavior of the
involved RF components and antenna interface. This builds
on the efficient problem formulation and the devised
parameter learning rules.

Finally, it is noted that the residual distortion above the noise
floor, visible in the measurement results at the highest transmit
powers, is most likely due to the potential model mismatch and
the residual inaccuracies in the estimated canceller coefficients.

F. Potential Extensions
While the canceller derivations and presentation in this

article focus on the two-CC carrier aggregation scenario,
evolving mobile network specifications allow also transmitting
simultaneously with three or even more CCs. Additionally,
with some frequency band combinations, also even-order IMD
can create nonlinear self-interference at the own RX band [4].
These are both important extensions items, addressed at very
preliminary level below, while more rigorous treatments will
form important topics for our future work.

First, regarding second-order and fourth-order intermodula-
tion, it is relatively straight-forward to derive the nonlinear basis
functions for IMD2 (p = 2) and IMD4 (p = 4) through the
general expression in (2). For p = 2, these are x1[n]x

∗
2[n] and

x1[n]x2[n] at frequencies of ω1−ω2 and ω1+ω2, respectively.
For p = 4, in turn, and if considering example intermodulation
frequencies of 3ω1 − ω2 and 2ω1 − 2ω2, these are of the
form x3

1[n]x
∗
2[n] and x2

1[n](x
∗
2[n])

2, respectively. While the
above expressions do not consider the nonlinearities of the
CC-specific PA units, they can be accounted for similarly as
in Sub-sections II.B and II.C.
Then, in case with 3 CCs, the pairwise IMD modeling

can be carried out as presented earlier in the paper. However,
in some cases it can also happen that the intermodulation
between all 3 CCs, for example, the frequency ω1 + ω2 −
ω3 coincides with one of the RX bands. In such cases, the
basis functions describing the intermodulation products can
be derived as shown in [21], yielding x1[n]x2[n]x

∗
3[n] for the

above noted example frequency. Again, combining the impacts
of the involved PA units and their nonlinearities can be done
similar to what was shown in Sub-sections II.B and II.C.

V. CONCLUSIONS AND SUMMARY

In this article, we proposed novel solutions for modeling
and digital suppression of the intermodulation distortion at
own RX band, produced by the passive components, in carrier
aggregation FDD transceivers. If not dealt with, such passive
intermodulation can significantly degrade the sensitivity of the
receiver when operating on certain LTE/NR band combinations.
Three alternative PIM models and the corresponding digital
self-interference cancellers were proposed, trading off between
the processing complexity and modeling accuracy. The two
more evolved models take into account also the component
carrier level PA nonlinearities, in addition to the actual PIM,
while incorporating also memory effects. To the best of our

knowledge, these are the most accurate behavioral signal mod-
els for passive intermodulation–induced self-interference in the
literature. Additionally, novel gradient-descent based parameter
learning rules were derived for the different cancellers.
The proposed methods were evaluated with data measured

using an actual carrier aggregation based transceiver system
operating on Bands 1 and 3, employing commercial LTE-
Advanced UE RF components. The obtained results show that
the more advanced cancellers can suppress the self-interference
by over 20 dB, canceling it close to the system noise floor,
despite being computationally very efficient. Furthermore, the
reported results suggest that obtaining such high cancellation
performance requires also the modeling of the power amplifier–
induced nonlinearities. It was also shown that reliable parameter
estimation can be achieved even under TX-RX timings offsets,
assuming that the canceller memory parameterization is done
properly, as well as under the presence of actual received
signal-of-interest up to reasonable power levels. Altogether, the
proposed self-interference cancellation solutions can greatly
relax the linearity requirements of passive front-end RF com-
ponents, while also increasing the flexibility of RF spectrum
utilization in existing LTE-based and emerging 5G NR radio
networks.

APPENDIX A
CALCULATING THE COMPLEX PARTIAL DERIVATIVE

OF THE DECOUPLED LEARNING RULE

The partial derivative of J(gn,hn) can firstly be calculated
as follows:
∂J(gn,hn)

∂gn
=
∂ |yc(n)|2

∂gn
=

∂yc(n)y
∗
c (n)

∂gn

=y∗c (n)
∂yc(n)

∂gn
+ yc(n)

∂y∗c (n)
∂gn

=− y∗c (n)
∂yPIM(n)

∂gn
− yc(n)

∂y∗PIM(n)

∂gn

=− y∗c (n)

(
∂yPIM(n)

∂gR,n
+ j

∂yPIM(n)

∂gI,n

)

− yc(n)

(
∂y∗PIM(n)

∂gR,n
+ j

∂y∗PIM(n)

∂gI,n

)

=− y∗c (n)

(
∂yPIM(n)

∂gR,n
+ j

∂yPIM(n)

∂gI,n

)

− yc(n)

((
∂yPIM(n)

∂gR,n

)∗
+ j

(
∂yPIM(n)

∂gI,n

)∗)
,

(38)

where gn = gR,n + jgI,n.
Recalling that yPIM(n) = hH

n yn,NL, the partial derivative
of yPIM(n) with respect to gR,n can then be calculated as

∂yPIM(n)

∂gR,n
=
∂hH

n yn,NL

∂gR,n
=

∂yn,NL

∂gR,n
h∗
n

=
[
∂yNL(n+M1)

∂gR,n
· · · ∂yNL(n−M2)

∂gR,n

]
h∗
n. (39)

A column of ∂yn,NL
∂gR,n

can easily be obtained as follows:

∂yNL(n)

∂gR,n
=

∂gH
n ϕ(n)

∂gR,n
=

∂
(
gT
R,n − jgT

I,n

)
ϕ(n)

∂gR,n
= ϕ(n)

(40)
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Therefore
∂yPIM(n)

∂gR,n
=

[
ϕ(n+M1) · · · ϕ(n−M2)

]
h∗
n = Φnh

∗
n,

(41)

where Φn =
[
ϕ(n+M1) · · · ϕ(n−M2)

]
.

Following a largely similar procedure, the partial derivative
of yPIM(n) with respect to gI,n can be calculated as

∂yPIM(n)

∂gI,n
=
∂hH

n yn,NL

∂gI,n
=

∂yn,NL

∂gI,n
h∗
n

=
[
∂yNL(n+M1)

∂gI,n
· · · ∂yNL(n−M2)

∂gI,n

]
w∗

n, (42)

where a column of ∂yn,NL
∂gI,n

can now be calculated as

∂yNL(n)

∂gI,n
=

∂gH
n ϕ(n)

∂gI,n
=

∂
(
gT
R,n − jgT

I,n

)
ϕ(n)

∂gI,n
= −jϕ(n).

(43)

As a result, we can write
∂yPIM(n)

∂gI,n
=
[
−jϕ(n+M1) · · · −jϕ(n−M2)

]
h∗
n

=− jΦnh
∗
n. (44)

Substituting the hereby obtained expressions into (38), we
get

∂J(gn,hn)

∂gn
=− y∗c (n)

(
∂yPIM(n)

∂gR,n
+ j

∂yPIM(n)
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((
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∗
n

)

− yc(n)
(
Φ∗

nhn + j2Φ∗
nhn

)

=− 2y∗c (n)Φnh
∗
n (45)

because j2 = −1.

APPENDIX B
CALCULATING THE CORRELATION MATRIX OF THE
ORTHOGONALIZED DECOUPLED LEARNING RULE

We start by rewriting un as follows:

un =Φnh
∗
n =

[
ϕ(n+M1) · · · ϕ(n−M2)

]
h∗
n

=




ϕT
1 (n)

ϕT
2 (n)
...

ϕT
C(n)


h∗

n =




ϕT
1 (n)h

∗
n

ϕT
2 (n)h

∗
n

...
ϕT

C(n)h
∗
n


 =




hH
n ϕ1(n)

hH
n ϕ2(n)

...
hH
n ϕC(n)


 , (46)

where ϕi(n) =
[
ϕi(n+M1) · · · ϕi(n−M2)

]T
and ϕi(n)

is the ith PIM basis function. In other words, instead of
collecting the different instantaneous basis functions into a
single vector ϕ(n− k), we now collect the delayed copies of
an individual basis function into a single vector ϕi(n).

With this, the correlation matrix becomes

R =E
[
unu

H
n

]

=E






hH
n ϕ1(n)

...
hH
n ϕC(n)



[
ϕH

1 (n)hn · · · ϕH
C (n)hn

]

 (47)

Therefore, the element on the ith row and jth column is

{R}ij =E
[
hH
n ϕi(n)ϕ

H
j (n)hn

]

=hH
n E

[
ϕi(n)ϕ

H
j (n)

]
hn, (48)

where the last equality stems from the fact that the analysis
is performed for a given memory model. Inspecting then the
remaining expected value, it can be rewritten as

E
[
ϕi(n)ϕ

H
j (n)

]

=E






ϕi(n+M1)

...
ϕi(n−M2)



[
ϕ∗
j (n+M1) · · · ϕ∗

j (n−M2)
]



=E
[
ϕi(n)ϕ

∗
j (n)

]
IM , (49)

where M = M1 + M2 + 1 and IM is an M × M identity
matrix. The last expression is based on the assumption of i.i.d.
stationary transmit signals.

Substituting then (49) into (48), we get the following form
for the element on the ith row and jth column:

{R}ij =hH
n E

[
ϕi(n)ϕ

∗
j (n)

]
IMhn

=E
[
ϕi(n)ϕ

∗
j (n)

]
hH
n IMhn = E

[
ϕi(n)ϕ

∗
j (n)

]
hH
n hn

(50)

From this, it is easy to see that the correlation matrix can be
written as follows:

R =E






ϕ1(n)

...
ϕC(n)



[
ϕ∗
1(n)

... ϕ∗
C(n)

]

hH

n hn

=E
[
ϕ(n)ϕH(n)

]
hH
n hn = Rφh

H
n hn, (51)

where Rφ is the correlation matrix of the basis functions.
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Abstract—In frequency division duplexing (FDD) based si-
multaneous transmit-receive systems, nonlinear behavior of the
active and passive RF components can cause nonlinear distortion
products falling at the receiver band. Such distortion may also
arise over-the-air, if there are for example metallic objects in
close vicinity of the antenna system. In this work, we focus on
the modeling and digital cancellation of such distortion products,
especially in case of passive harmonic distortion of the transmit
waveform landing at the receiver band. We provide behavioral
modeling of the problem, while also use the models to derive
corresponding digital distortion cancellers. Practical RF measure-
ment based numerical results are provided, focusing on a timely
dual-band cellular transceiver scenario covering 5G NR bands
n3 (1.8 GHz) and n78 (3.5 GHz). The RF measurement results
demonstrate accurate modeling and distortion cancellation in the
considered example cases.

Index Terms—5G, carrier aggregation, duplexing, interference
cancellation, nonlinear systems, passive intermodulation, passive
harmonic distortion, simultaneous transmission and reception.

I. INTRODUCTION

To support higher peak data rates and improved cell cov-
erage, carrier aggregation (CA) technique was introduced in
long term evolution (LTE)-Advanced Release 10, and is also
included in 5G new radio (NR) standard. CA allows addi-
tion of multiple frequency chunks, called component carriers
(CCs), within or across frequency bands, thereby enabling an
efficient use of licensed spectrum [1].

In frequency-division duplexing (FDD) networks where
transmitter (TX) and receiver (RX) operate simultaneously but
at different frequencies, the inter-modulation distortion (IMD)
from nonlinear components along the transmit signal path is
critical [2]–[4]. The spurious IMD products due to mixing of
signals in a passive nonlinear components is referred to as
passive inter modulation (PIM), and has also been recognized
as a major concern for FDD radios. The presence of PIM in the
uplink band results in the elevated receiver noise floor, leading
to throughput degradation and impaired end-user experience.
The physical mechanism causing PIM can be diverse, for
example various passive components in a radio unit such as
connectors, combiner, filter, cable assembly, as well as rusty
metallic objects in the close vicinity of the antenna can all

contribute to PIM generation. The PIM due to rusty metallic
objects in antenna near field is referred to as ”rusty-bolt”
effect, where it can also affect neighboring cells operating on
the same site [5].

In practice, PIM can be avoided through proper frequency
planning, however, such planning becomes impractical with
the growing number of configured bands in a same radio or
on a co-located site with FDD and TDD radios. The self-
interference issue in FDD transceivers has been acknowledged
and reported in several 3GPP CA related documents, such
as [6] [7], which have also proposed some alternatives to
mitigate its impact. These include, for example, to apply the
maximum power reduction (MPR) – to reduce the strength
of the interference – or the maximum sensitivity degradation
(MSD) – to enhance the receiver sensitivity. However, the
adoption of such approaches lead to reduction in cell coverage
and throughput loss. Advanced digital cancellation techniques
have recently been proposed that exploit the fact that the
interference can be regenerated in the receiver digital front-
end and removed by subtracting the model output from the
actual received signal [8]–[10].

In this paper, we expand our previous work in [11] and
[12] on digital self-interference cancellation, but now focus on
passive harmonic (PHM) distortion that couples over the air.
Furthermore, the proposed framework for digital cancellation
now assumes a multiple-input-multiple-output (MIMO) FDD
radio setup. The proposed digital cancellation method is tested
and verified through practical RF measurements assuming co-
existing 5G NR band N3 FDD and band N78 TDD operation,
where the second-order passive harmonic distortion of band
N3 lands within the receiver band of the band N78, as shown
in Fig. 1. The rest of the paper is organized as follows. In
Section II, we address baseband equivalent model of PHM
distortion generated at RX band by external sources in the
antenna near field and the relevant digital cancellation meth-
ods and parameter estimation procedures. In section III, the
performance of the proposed digital cancellation method is
evaluated with practical radio frequency (RF) measurements.
Finally, Section IV concludes the paper.

978-1-5386-0446-5/17/$31.00 ©2021 IEEE
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Fig. 1. Simplified block diagram of the considered setup showing modeling-related notations and spectral illustration of the second-order passive harmonic
distortion that is created by passive metallic objects in the antenna near field, appearing in one of the configured RX bands.

II. PASSIVE HARMONIC DISTORTION: MODELING AND
PROPOSED DIGITAL CANCELLATION METHODS

We begin by formulating the self-interference problem,
assuming a MIMO FDD system and air-induced passive
harmonic distortion (PHM) that couples into a co-located TDD
radio. Building on the proposel signal modeling, we then
develop a linear-in-parameters model for digital estimation and
cancellation.

A. Self-Interference Model

We consider a generic MIMO-FDD transceiver, as shown
in Fig 1, where the transmitter has N transmit antennas and
employs carrier aggregation with two CCs. The up-converted
I/Q modulated CC signals from i−th transmitter are given as

x̃1i = Re{α1ix1ie
jω1n}

x̃2i = Re{α2ix2ie
jω2n},

(1)

where x1i and x2i are the two CCs in the baseband, α1 and
α2 represent the complex gains, and ω1 and ω2 are center-
frequency of the corresponding CCs after up-conversion. It
is noted that the up-converted I/Q modulated CC signals are
continuous-time in an actual system. However, this does not
impact the accuracy of the modelling since we consider the
center frequencies of the CCs only in order to determine where
the resulting nonlinear terms will fall in the frequency domain.

In practice, the components carriers may belong to the
same RF band (intra-band CA) or can be aggregated across
different bands (inter-band CA). For the latter case, the RF
CC signals may be combined after the PA in a diplexer when
they have a separate TX/RX line-up or before a multi-band PA
if the RF spacing between the bands is small. For notational
simplicity, we assume in this paper intra-band CA scenario and
restrict our focus to only two CCs; nevertheless, the proposed
modeling is applicable to inter-band CA as well since the
PHM distortion source is assumed to be outside the radio.
The aggregated TX signal of the i−th antenna branch is then
a sum of all CC signals, i.e., x̃i(t) = x̃1i(t) + x̃2i(t).

The signal from all transmit antenna branches propagate and
are incident on a PHM distortion source, which is assumed to

be in close proximity of antenna unit. Using a polynomial
model, the signal after static PHM nonlinearity is given by

x̃PHM (t) =

P∑

p=1

βp.(

N∑

i=1

x̃i(t)))
p

=
P∑

p=1

βp.{Re{(α11x11(t) + α12x12(t) + ......+ α1Nx1N (t))ejω1n}

+Re{(α21x21(t) + α22x22(t) + ......+ α2Nx2N (t))ejω1n}}p

=

P∑

p=1

βp{Re{ψ1(t)e
jω1n}+Re{ψ2(t)e

jω2n}}p (2)

where

ψ1(t) =

N∑

i=1

α1,ix1,i(t)

ψ2(t) =
N∑

i=1

α2,ix2,i(t).

Now using the identities of the form

Re{uejv} = 1/2(uejv + u∗e−jv), (3)

and

(u+ v)p =

p∑

k=0

(
p

k

)
ukvp−k, (4)

we expand the expression in (2) which yields

x̃PHM (t) =
P∑

p=1

βp×

p∑

k=0

(
p

k

)
1

2k

p∑

k1=0

(
k

k1

)
ψk1
1 e

jk1ω1t(ψ∗
1)

k−k1ej(k−k1)ω1t×

1

2p−k

p−k∑

k2=0

(
p− k
k2

)
ψk2
2 e

jk2ω2t(ψ∗
2)

p−k−k2ej(k+k2−p)ω2t.

(5)



TABLE I
INSTANTANEOUS BASIS FUNCTIONS FOR p = 2 AND p = 4

Value of p Basis functions, 2ω1 Basis functions, 2ω2 Basis functions, ω1 + ω2

2 x2
11, x2

12, x11x12 x2
21, x2

22, x21x22 x11x21, x11x22, x12x21, x12x22

4 x2
11, x2

12, x11x12, x3
11x

∗
11, x3

11x
∗
12,

x2
11x12x∗

11, x2
11x12x∗

12, x2
12x11x∗

11,
x2
12x11x∗

12, x3
12x

∗
11, x3

12x
∗
12,

x2
11x12x∗

11,
x2
11x12x∗

12, x11x2
12x

∗
11, x11x2

12x
∗
12,

x2
11x21x∗

21, x2
11x21x∗

22, x2
11x22x∗

21,
x2
11x22x∗

22,
x2
12x21x∗

21, x2
12x21x∗

22, x2
12x22x∗

21,
x2
12x22x∗

22, x11x12x21x∗
21,

x11x12x21x∗
22, x11x12x22x∗

21,
x11x12x22x∗

22

x2
21, x2

22, x21x22, x2
21x11x∗

11,
x2
21x11x∗

12, x2
21x12x∗

11, x2
21x12x∗

12,
x2
22x11x∗

11, x2
22x11x∗

12, x2
22x12x11,

x2
22x12x∗

12, x21x22x11x∗
11,

x21x22x11x∗
12,

x21x22x12x∗
11, x21x22x12x∗

12,
x2
21x21x∗

21,
x2
21x21x∗

22, x2
21x22x∗

21, x2
21x22x∗

22,
x2
22x21x∗

21, x2
22x21x∗

22, x2
22x22x∗

21,
x2
22x22x∗

22, x21x22x21x∗
21,

x21x22x21x∗
22,

x21x22x22x∗
21, x21x22x22x∗

22

x11x21, x11x22, x12x21, x12x22,
x11x∗

11x11x21, x11x∗
11x11x22,

x11x∗
11x12x21, x11x∗

11x11x22,
x11x∗

12x11x21,
x11x∗

12x11x22, x11x∗
12x12x21, x11x∗

12x12x22,
x12x∗

11x11x21, x12x∗
11x11x22, x12x∗

11x12x21,
x12x∗

11x12x22, x12x∗
12x11x21, x12x∗

12x11x22,
x12x∗

12x12x21,
x12x∗

12x11x21, x12x∗
12x12x22, x21x∗

21x11x21,
x21x∗

21x11x22, x21x∗
21x12x21, x21x∗

21x12x22,
x21x∗

21x11x21, x21x∗
22x11x22, x21x∗

22x12x21,
x21x∗

22x12x22,
x22x∗

21x11x21, x22x∗
21x11x22, x22x∗

21x12x21,
x22x∗

22x11x21,
x22x∗

22x11x22, x22x∗
22x12x21, x22x∗

22x12x22

Resulting from (5), the PHM distortion with the basis func-
tions (BFs) and their center frequencies is then given by

x̃PHM (t) =
P∑

p=1

p∑

k1=0

p−k∑

k2=0

γp,k1,k2
×

ψk1
1 (ψ∗

1)
k−k1ψk2

2 (ψ∗
2)

p−k−k2×

ej
(
(2k1−k)ω1+(2k2+k−p)ω2

)
t

(6)

where, for notational simplicity, we have lumped all the scaling
factors with the unknown complex PIM gain βp and denote
the overall effective coefficient as γp,k1,k2 .

In this work, we are only interested in even-order passive
harmonic distortion products, namely at frequencies 2ω1, 2ω2

and ω1 + ω2, which are likely to appear at the RX band in
LTE-A and 5G FDD-TDD defined band combinations and also
typically have high power to cause throughput degradation.
The corresponding signals at these frequencies can be obtained
by appropriately setting the value for the positive integers k1
and k2 in Equation (6). For instance, the signals at 2ω1 can
be obtained by imposing the following rules for the positive
integers k1 and k2 in (6):

2k1 − k = 2 and 2k2 + k − p = 0

−→ k1 =
1

2
k + 1 and k2 =

1

2
(p− k),

where we can see that k1 and k2 needs to be integers, given
that k and p must be even. Similar rules can be imposed for
the BFs at 2ω2 by setting

2k1 − k = 0 and 2k2 + k − p = 2

−→ k1 =
1

2
k and k2 = 1 +

1

2
(p− k)

and for the corresponding BFs at ω1 + ω2

2k1 − k = 1 and 2k2 + k − p = 1

−→ k1 =
1

2
(k + 1) and k2 =

1

2
(1 + p− k).

Finally, in order for k1 and k2 to be integers, the value of
k must be adjusted accordingly, while p is always even. The
value of k e.g., for the case ω1 + ω2 is set to 1.

For completeness of the modeling, the resulting nonlinear
terms for p = 2 and p = 4 in a dual-band inter-CA scenario
for all the three passive harmonic distortion frequencies are
shown in Table I, where without loss of generality we drop
the time-domain index (t) to shorten the notations.

Finally, the PHM distortion generated in a nonlinear passive
source and sensed by a collocated radio is received together
with the actual received signal of interest. The digital BB
received signal after down-conversion and channel filtering is
therefore given by

xBB [n] = xD[n] + ηBB [n] + xPHM [n] (7)

where xD[n] is the desired received signal and ηBB is additive
noise.

B. Digital Cancellation and Parameter Estimation

The derived baseband signal models discussed in the pre-
vious section serve as the basis for the proposed digital PHM
distortion canceller. The canceller specifically creates new
PHM distortion samples using the basis functions from Table
I, which are then subtracted from the actual received baseband
signal.

The general assumption here is that the PHM is a nonlinear
function of the transmit data that stems from the same site,
and there’s a single digital baseband unit with access to all
aggressor and victim carriers, thus the PHM distortion can
be digitally estimated and canceled in the digital baseband.
The variables that serve as the complex weights of the basis
function samples, or the equivalent model parameters, as
denoted by γp in (6) are unknown and must thus be estimated.

Noting that Equation (6) is in fact a linear-in-parameters
model, the parameter estimation can be carried out with linear
least squares (LS). As a starting point, consider M samples
of the observed baseband received signal xBB [n] in equation



(7) which, under observed PHM distortion, can be expressed
as

xBB = Φγ + z, (8)

where Φ is the nonlinear data matrix containing relevant basis
functions that are constructed from the original TX data, γ
denotes unknown coefficients that need to be estimated, and
the desired received signal and noise in equation (6) are
lumped into a single variable z.

We shortly elaborate the structure of the matrix Φ by
restricting our focus to the example frequency of 2ω1 and
assuming p = 2, for which the instantaneous basis functions
read as follows:

φ1[n] = x211[n]

φ2[n] = x212[n]

φ3[n] = x11[n]x12[n].

(9)

Then, the nonlinear data matrix Φ is obtained as follows:

Φ[n]

=




φ1[n−M + 1] φ2[n−M + 1] · · · φ3[n−M + 1]
φ1[n−M + 2] φ2[n−M + 2] · · · φ3[n−M + 2]

...
...

. . .
...

φ1[n] φ2[n] · · · φ3[n]




(10)

and the parameter estimation is simply carried out as

γ̂ =
(
ΦH [n]Φ[n]

)−1
ΦH [n]xBB [n] (11)

where γ̂ =
[
γ̂1 γ̂2 γ̂3

]T
contains the estimates for each

coefficient, (·)H denotes the Hermitian transpose, while (·)T
denotes the regular transpose.

Having estimated the coefficients using M observation sam-
ples, the actual cancellation performance can then be evaluated
by regenerating the interference and then subtracting it from
the received signal. In an online operation of the receiver, the
received signal with interference cancellation is given by

yc[n] = xBB [n]−Φ[n]γ̂. (12)

Next, in the following section, we analyze the accuracy
and performance of our proposed digital cancellation methods
with practical RF measurements. The measurement setup and
results are presented and discussed.

III. RF MEASUREMENT SETUP AND RESULTS

This section covers the description of the RF measurement
setup utilized to evaluate the performance of the proposed
digital cancellation method alongside the actual measured
cancellation results.

A. Measurement Setup

The measurement setup is presented in Fig. 2. The mea-
surements are conducted in an anechoic chamber with a true
base-station hardware, where rusty metal and other similar test
PHM distortion sources are also deployed at a distance of
at least 1m from the base-station. The base-station hardware
is controlled by a PC located outside the chamber to feed

Dual Band Radio 

Unit & Antenna

Harmonic 

Distortion Source

PC

Receiving 

Antenna
Anechoic Chamber

A

A

B

B

C

C

D

D

Fig. 2. Overall RF measurement setup used for evaluating the performance
of the proposed digital cancellation method. Different parts of the system are
also highlighted.

TABLE II
RF MEASUREMENT SETUP CONFIGURATION AND

CONSIDERED PHM DISTORTION CANCELLER PARAMETERS

Parameter Value
Bandwidth of the CCs 5 MHz

Total transmit power 31 dBm

Center frequencies of CCs 1819.0/1866.5 MHz

RX center frequency 3685.0 MHz

RX capture bandwidth 122.8 MHz

Cancellation bandwidth 20 MHz

Signals per carrier frequencies 2

Polynomial order (P ) 4

Number of samples used for estimation (N ) 90 000

the input signals and to collect data from the base-station for
post-processing. Furthermore, other relevant features of the
measurement system and the digital canceller itself are show
in Table II.

The base-station hardware comprises of a dual TX/RX
system with directive antennas as show in Fig. 2 labeled as
(A). The TX chains transmit two 5G NR standard-compliant
CP-OFDM signals as CCs, with a bandwidth of 5 MHz and
the transmit power being set to +31 dBm plus the antenna
gain. In both the TX chains, each of the individual carriers
lies at 5G NR band n3, at TX frequencies of 1819.0 MHz and
1866.5 MHz. The RX center frequency is set to 3685.0 MHz in
the RX chain which correspond to the fundamental frequency
of the 2nd passive harmonic distortion of the form ω1 + ω2.
The data for post processing is utilized from the RX chain as
indicated in Fig. 1.

The RX capture bandwidth is set to 122.8 MHz and the
even-order harmonics at different frequencies are all captured
at once which are then processed separately. The following
section shows the cancellation results achieved for all the even-
order harmonics, i.e., ω1 + ω2, 2ω1, 2ω2.

Furthermore, the proposed digital cancellation method con-
siders polynomial order up to (P = 4), with the basis functions
being shown in Table I. For the case of 2ω1, there are a
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Fig. 3. Wideband spectrum of the observable PHM distortion at the RX band.
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Fig. 4. The spectra of the observed PHM distortion at frequency 2ω1 and the
residual signal after cancellation.

total of 27 BFs as a concrete example. Similarly, the BFs
for other even-order harmonics such as ω1 + ω2, and 2ω2 are
also illustrated in Table I.

B. Measurement Results

In this section the performance of the proposed digital can-
cellation method is evaluated. The observable PHM distortion
products appearing at the 5G NR band n78 RX are illustrated
in Fig. 3.

Next, the actual cancellation results achieved for all these
fundamental harmonic distortion products are shown. For ex-
ample, Fig. 4 shows the cancellation results for the frequency
2ω1 where the PHM distortion power is about 6.3 dB above
the thermal noise floor, and the cancellation achieved with
the proposed cancellation method is about 5.4 dB using a
polynomial order of P = 4. Hence, the residual distortion
is only some 0.9 dB above the noise floor.

Similarly, the cancellation results for the frequency 2ω2 with
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Fig. 5. The spectra of the observed PHM distortion at frequency 2ω2 and the
residual signal after cancellation.
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Fig. 6. The spectra of the observed PHM distortion at frequency ω1+ω2 and
the residual signal after cancellation.

polynomial order of P = 4 are shown in Fig. 5, where the
original PHM distortion power is about 8.5 dB, relative to the
noise floor, and the achieved cancellation gain is 6.2 dB.

Finally, Fig. 6 shows the cancellation results achieved for
frequency ω1 + ω2 with a polynomial order of P = 4. The
original PHM distortion power observed here is about 11.2 dB,
when again referenced to the thermal noise floor, while the
achieved cancellation gain is 8.6 dB. These results demonstrate
that the proposed digital cancellation method can cancel the
fundamental PHM distortion products quite efficiently, thus
enabling the utilization of the RF Spectrum efficiently in LTE-
advanced and the 5G NR radio networks with collocated radio
transceivers.

IV. CONCLUSION

In this paper, we proposed a novel digital cancellation solu-
tion for dealing with air-induced passive harmonic distortion in



FDD transceivers and other collocation scenarios with simul-
taneously active transmitters and receivers. The air-induced
PHM distortion stems from the built environment close to
the transceiver antenna system, that can be a serious problem
in simultaneous transmit-receive systems with certain band
and carrier combinations and coexisting scenarios. Behavioral
models of the air-induced PHM distortion were derived and
a corresponding linear-in-parameters digital canceller scheme
was proposed. The performance of the proposed digital can-
celler was tested with actual RF measurements in an example
case with coexistence of 5G NR bands n3 and n78. The air-
induced PHM distortion was successfully cancelled, by up
to around 9 dB in the measurements. Our future work will
consider extending the cancellation solutions such that both
passive harmonic and intermodulation distortion products can
be efficiently modelled and suppressed.
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