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  ABSTRACT 

Digital Twin technology is the talking point of academia and industry. When defining a digital twin, new modeling 
paradigms and computational methods are needed. Developments in the Internet of Things, Artificial Intelligence and 
advanced simulation and modeling techniques have provided new strategies for building such complex digital twins. 
The digital twin is a virtual entity representation of the physical entity, such as a product or a process. This virtual 
entity is a collection of computationally complex knowledge models that embeds all the information of the physical 
world. This definition of the virtual entity representation makes it immensely complex with several dependencies 
across various domains of the real-world object. This virtual entity must meaningfully represent information and 
deductions from these models.  

To that end, this research work presents a graph-based representation of the virtual entity. This graph-based 
representation provides a method to build a knowledge model that embeds the interactions between several 
parameters across different modeling domains. For that, both traditional and newer methods of graph-based modeling 
of multivariate systems are researched and usability of these methods are identified. Thereafter, a new method for 
digital twin conceptualization with graph-based method is proposed by combining conceptual modeling mechanism 
known as dimensional analysis conceptual modeling and heuristic methods such as greedy equivalence search. Hence, 
the virtual entity could be represented as a directed graph. However, such virtual entity graph becomes inherently 
complex with multiple parameters for a complex multidimensional physical system. This research contributes to the 
body of knowledge with a novel Graph-based Model Reduction method that simplifies the virtual entity graph by 
preserving the important parameters in it. The graph-based model reduction method uses spectral decomposition 
method to segment the knowledge graph into structurally similar chunks. Then, investigation is performed to identify 
the important nodes of the knowledge graph with node importance algorithms such as weighted PageRank and 
eigenvector centrality. To consolidate the ranking scores, algorithms from the domain of artificial intelligence such as 
Dempster-Shaffer theory is applied.   

The Graph-based Model Reduction method is validated with two case studies of complex machine systems: (1) 
grinding wheel wear digital twin and (2) turbo compressor digital twin. In both these case studies, the graph-based 
modeling method combines information from the physics-based models such as finite element models and system 
level simulation models, with data-driven models to create a hybrid graphical representation. Then, the graph-based 
model reduction method is applied on the hybrid graphical representation. The method is benchmarked against other 
model reduction methods in literature and the results are analysed.     

This thesis work provides a detailed analysis and results of the graph-based modeling and model reduction 
methods of digital twins of complex systems. It is argued that the important area of model reduction has been 
overlooked by the digital twin community. The thesis work shares the learnings from application of the graph-based 
modeling and model reduction methods in traditional machine systems. This work promotes the application and 
integration of graph based methods in digital twin frameworks and software solutions for building efficient digital 
twins that provide efficient digital services.   
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Index terms: 

Digital Twin; Graph-based modeling, Knowledge Representation; Model Fusion; Model Reduction; Network Theory, 
Importance Measurement. 
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UML   Unified Modeling Language 
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NOMENCLATURE  
 

dw  diameter of work piece 
ds  diameter of grinding wheel  
C  active grit density (#/mm2) 
r  grit shape factor  
v_s  wheel speed (m/s) 
v_w  workpiece speed (m/s) 
H  hardness of grinding grain 
L_s  sliding distance 
K   Archard's constant 
N_s  rotational wheel speed 
t  total grinding contact time 
R_r  roughness factor 
E_1  elastic Modulus of Wheel 
E_2  elastic Modulus of workpiece 
ν  Poisson's Ratio 
a_p  programmed or set depth of cut 
b_w  width of grind 
d_g  mean grain size 
V_s volume of wheel worn per unit wheel 

width  
V_w volume of material ground per unit 

wheel width 
t_b   total time  
n_b  number of parts 
t_g  grinding time  
L_w  grinding distance 
T_mp temperature approaching the melting 

point 
k  workpiece thermal conductivity 
ρ  density 
c  workpiece heat capacity 
k_g  grain thermal conductivity 
r_0  grain contact radius 
d_e  equivalent wheel diameter 
h_cu  uncut chip thickness 
e_c  specific grinding energy 
f_g  force per grit 
F_t   tangential G. Force 
F_n  normal G. Force 
F'_n  normal G. Force per unit width 

μ  coefficient of grinding 
A_r  real area of contact  
V  volume of wear of the wheel  
w_r  wear life cycle 
E*  combined elastic Modulus 
l_f  deflection contact length 
l_g  geometrical contact length 
l_c  real contact length 
a_e  actual depth of cut 
Q'  specific removal rate 
P  grinding power 
ᴧ  stock removal parameter 
PRatio  volume of metal ground per unit area of 

wheel surface 
GRatio volume of material ground per unit 

wheel width by volume of wheel worn 
per unit wheel width 

T_max maximum temperature 
R_ws  workpiece partition ratio 
Rt  roughness 

     t_c   cycle time 
 y   non-dimensional pressure rise 
 φ   non-dimensional mass flow rate 
Dp   dimensional pressure rise 
 m   dimensional mass flow rate 
r o1   density @ inlet condition (ambient) 
U   impeller tip speed 

cA   area of the compressor duct 

cL    length of compressor duct 

pV    volume of plenum 

o1a   speed of sound in @ inlet (ambient) 
condition 

f c    non-dimensional mass flow rate 
f th   throttle mass flow rate 
y p    plenum pressure rise 

y c   compressor pressure rise 
t%   time constant of the compressor 

thL   length of throttle duct 
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thA    cross-sectional area of throttle duct  

thu    throttle percentage opening  

thc  constant, determined experimentally 
and depends on valve geometry and 
properties of the fluid 

o1T    stagnation temperature 

o1p    stagnation pressure 

pC    specific heat at constant pressure 

D ,oc idealh   total specific enthalpy delivered to the 

fluid 
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1 INTRODUCTION 

Digital twins (DTs) have been perceived in multiple ways. Several descriptions of the DT exist in scientific 
literature, many of which go beyond the three-dimensional DT proposed by Michael Grieves [1]. DTs are described 
as virtual substitutes for real-world objects consisting of virtual representations and communication capabilities, 
making up smart objects acting as intelligent nodes inside the Internet of Things (IoT) context [2]. DTs have reached 
beyond the field of product lifecycle management, where they were first conceived, into manufacturing processes, 
communication and networking, construction, and smart grids. However, the underlying research question remains: 
How does one best represent a complex multidimensional DT system and define its usability, which comprises 
advanced simulation models, communication networks, the IoT platform and infrastructure, data models, artificial 
intelligence, and machine learning-enabled analytics and algorithms [3]? Given such a complex representation, it is 
imperative to understand how to simplify such a complex multidimensional representation to make the DT more 
efficient in mimicking real-life scenarios [4]. This will enhance the usability and adoption of DT technology.   

The fundamental question revolves around the appropriate timing to construct a multidimensional DT. When the 
system possesses limited relevant data and physical knowledge, it is encouraged to create a knowledge-driven system 
utilizing early simulation models. In contrast, if there is a substantial volume of data but insufficient physical 
knowledge, data-driven models are encouraged. Conversely, when there is a scarcity of relevant data but a 
comprehensive understanding of the system's physical aspects, the construction of simulation models is preferable [5]. 
Although this approach does not introduce novel aspects to the system, it facilitates a deeper comprehension of its 
physical state. Finally, constructing a sophisticated DT, encompassing comprehensive mathematical information and 
physical system representation, is ideal when both a substantial volume of relevant data and a profound understanding 
of the system's physical characteristics are available [6]. For example, a complete virtual environment provided by the 
DNV GL [7] classification in maritime sector serves as a guideline for construction of DTs. This virtual world consists 
of comprehensive mathematical models of the physical object, including all sensors and actuators [8]. This thesis 
focuses on the notion of DT, where in-depth physical knowledge can be effectively harnessed through graph-based 
methods. Additionally, the research considers the presence or prospective implementation of a robust data collection 
mechanism, including sensor networks, connectivity, and platforms. 

The DT serves as a digital counterpart to a physical object, termed the physical entity (PE) [9,10]. In the absence 
of the PE, the DT remains a mere model. During the design phase, engineers construct prototypes, but this description 
alone is insufficient to capture the essence of a DT. A model can be linked to a snapshot frozen in time, losing validity 
as time progresses. In an ideal scenario, a DT embodies a multidimensional physics-based entity that faithfully 
replicates the physical object and meticulously records all temporal changes, encompassing the state, internal 
variations, and environmental data [11]. This comprehensive, multidisciplinary digital representation is referred to as 
the virtual entity (VE) [12]. The VE meticulously captures all pertinent changes over time from the PE, including 
undesirable alterations like increasing wear in a grinding wheel or surging in a turbo compression system. The DT 
effectively embodies this VE representation while encompassing all relevant domains. 
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The construction of a DT holds significant potential benefits across diverse scenarios and industries. However, 
this endeavor entails substantial complexity, necessitating the resolution of numerous challenges. Key challenges 
include data collection and integration, complexities related to modeling and computation, real-time performance, 
interoperability of diverse technologies, data security and privacy concerns, and cost considerations [13]. In this 
research, particular attention is devoted to the intricacies arising from model and computational complexity. The study 
highlights the computational challenges associated with accurately representing the physical entity within the DT in 
real time. Achieving this requires substantial computational capacity to compute target parameters using high-fidelity 
simulation models and machine-learning techniques [14–16]. Failure to possess adequate computing resources may 
lead to asynchrony between the DT and the changing state of the physical entity. To address these issues, the 
development of model reduction and simplification methods and algorithms becomes imperative. 

1.1 Objectives and Scope 

The DT is a multidimensional entity. In [17], the DT is realized as a five-dimensional living model. It is a collection 
of simulation models, information models, and IoT data acquisition and processing. Plenty of research is available on 
the development of these models and data-driven methods [18]. However, the important area that has been 
overlooked by the DT research community is model and computational complexity and their mitigation in creating 
an efficient DT. This thesis argues that model reduction is a crucial part of building a DT to address computational 
complexity. The DT, realized as a multidisciplinary VE representation of a complex machine system, becomes 
inherently complex. This triggers discussions about the fidelity of the twin and the computational complexity needed 
to obtain time-sensitive results from the DT.  Hence, the objectives of this research work are as follows: 

 
• Conceptualizing the DT as a graph-based complex multi-dimensional, multimodel representation. The 

DT comprises a fusion of diverse technologies from various domains. To facilitate the conceptualization 
of how these technologies operate, promote information sharing, and ensure interoperability, a 
straightforward and simple representation method is essential. This method aims to conceptualize the 
DT, fostering a shared understanding among multiple technology developers. This thesis work offers a 
rationale for explaining the significance and suitability of employing graph-based methods for building 
such multidimensional and multimodel representations.  
  

• Development of the graph-based model reduction (GBMR) methodology for the graph-based DT 
representation. The multidimensional and multimodel representation is inherently complex. 
Consequently, there is a necessity to develop model reduction methods capable of addressing this 
complexity in DTs. These model reduction methods should operate on a graph-based representation of 
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the model while maintaining the model's semantics and contextual integrity. 
 

• Application of the graph-based modeling and model reduction methods in various domains of complex 
engineering systems. The development of graph-based models and model reduction methods should be 
applicable to engineering systems. Hence, the final objective of this thesis is to apply the graph-based 
model reduction (GBMR) methodology to different engineering systems to prove the validity of such a 
method.  

The development of graph-based methods for complex DT modeling is done with an established conceptual 
modeling mechanism known as dimensional analysis and conceptual modeling (section 2.3.4). To simplify the DT, a 
graph-based model reduction (GBMR) method is proposed (chapter 3). The GBMR method was first conceived as a 
dimensionality reduction method, but it evolved into a VE representation and optimization tool for the DT. Finally, 
the GBMR method is implemented, tested, and validated with the help of case studies from the machine systems 
domain (chapters 4 & 5).  

1.2 Research Questions 

 
To achieve the above-mentioned objectives, this thesis attempts to answer the following research questions: 
 
RQ1. How does one build multidimensional digital twins (DTs) with graph-based methods by combining 

physics-based and experimental/operational data from engineering systems? Is the graph-based method 
effective in integrating domain-specific knowledge and data from diverse sources into a unified DT 
framework? 

  

The challenge confronting the digital twin (DT) community lies in effectively defining and constructing digital 
replicas that faithfully mirror physical assets, systems, or processes, capturing their inherent characteristics and 
behaviors in a digital realm. These multidimensional DTs offer a detailed representation of systems or processes, 
furnishing insights into their behaviors, interactions, and interdependencies across diverse dimensions encompassing 
time, space, and attributes. DTs combine several facets of the physical asset, including physics-based, data-driven, and 
behavioral elements. Hence, it is imperative to devise methodologies, tools, and techniques for building hybrid 
representations that faithfully mirror real-world objects. In this research, well-established graph-based methods are 
utilized to conceptualize the physical knowledge of the DT. A five-dimensional reference model is adopted to capture 
the various dimensionalities of the DT, such as physical, virtual, data, connectivity, and service. The virtual 
representation, or twin, is represented as a collection of models from various domains, such as geometrical, physical, 
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and behavioral. By leveraging a graph-based representation, the relationships among parameters across these diverse 
domains are embedded using a conceptual modeling framework known as dimensional analysis conceptual modeling 
(DACM), developed at Tampere University. In addition, combining the greedy equivalence search (GES) method with 
DACM makes the graph truly hybrid. It is demonstrated that such a graph-based representation of the interrelations 
among model parameters can be leveraged to instantiate a hybrid DT. By comparing the output from graph-based 
methods with machine learning-based algorithms, the effectiveness of the graph-based method is defined by KPIs 
such as computational time.    

 
 
RQ2. How does one achieve model reduction of the multidimensional graph-based DT using 

computational methods like graph theory algorithms?  What methodologies are suitable for propagating and 
mitigating uncertainties within such graph-based DTs to ensure reliable decision support in dynamic 
environments? 

 
DTs that utilize advanced modeling and simulation techniques across multiple domains of engineering are 

inherently complex. There are no common methods that successfully combine information from these models from 
different domains. A graph-based model reduction (GBMR) method is developed for this purpose. Some 
consideration will show that the graph-based representation of the physical system is complex. In other words, for a 
high-fidelity representation (a dense graph consisting of parameters from multiple domains) of the physical system, a 
complex graph representation is obtained. These graphical models are computationally extensive and unable to 
compute target parameter values as fast as the DT demands. Hence, model reduction methods based on graphs are 
needed that can work on graph-based representations of complex systems while preserving the context and semantics 
of the system. The GBMR is developed from theories and algorithms from the domains of graph clustering, network 
theory, and artificial intelligence to provide a reduced representation of complex systems.  

Uncertainty and its propagation are inherent in graph-based models, as with any other model. This research 
question also deals with understanding uncertainty and its propagation in the graph and directs the research towards 
understanding this uncertainty and its mitigation.  

 
RQ3. How can graph-based methods be applied to DT modeling and model reduction in practice? How 

can one effectively validate the GBMR for DTs with case studies within the domain of complex engineering 
systems? 

  
 Graph-based model reduction (GBMR) has a strong mathematical and physical foundation. What are the real 

implications of the method? To answer this question, an experimental approach is taken with the help of two case 
studies. These case studies are (1) application of GBMR in the development of DT for the grinding machine ecosystem 
and (2) application of GBMR in the development of DT for a turbocompressor system. Both case studies take 
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different approaches to validating and benchmarking the GBMR method against more established methods to 
understand the efficacy of the GBMR method.     

1.3 Contribution and Structure  

The principal contribution of this research lies in the conceptualization of the virtual entity (VE) representation 
of the digital twin (DT) as a multidimensional and multiphysical graph, effectively integrating both physical and data-
driven approaches into a unified hybrid entity, and the reduction of such a graph to reduce the computational 
complexity of a dynamic VE. The idea is to present the GBMR method for addressing this computational complexity 
of the DT with a two-step approach: (1) providing a graph-based conceptual model representation of the DT with 
the help of a conceptual modeling framework and (2) reducing the DT graph model by spectral decomposition and 
identifying the important parameters in it. The novelty lies in representing the complex engineering system as a graph-
based model and reducing that graph by finding important parameters dynamically using the DT. The model reduction 
process helps optimize the VE performance of the DT, as the reduced model uses a subset of parameters to predict 
the target parameter of the PE. Therefore, this thesis work presents a GBMR method designed to streamline the 
intricate representation, enhancing the responsiveness and efficiency of the DT. 

The structure of this thesis is as follows: Chapter 2 presents the state of the art in DT development, focusing on 
conceptual graph-based methods. It provides an extensive overview of several technologies employed in modeling 
DTs and elucidates the challenges faced by the DT community. Moreover, it explores various graph-based modeling 
aspects that the DT can effectively leverage. In chapter 3, the GBMR method is introduced, elucidating the model-
building process and the steps involved in reducing the graph-based model. This chapter provides a detailed account 
of the GBMR and the tools and techniques needed to support its development. Following that, chapters 4 and 5 
present case studies of the GBMR method from two distinct domains, demonstrating the method's generality and 
applicability. These chapters also present a detailed analysis of the results and key insights derived from the case 
studies. In chapter 6, a comprehensive discussion of GBMR takes place, delving into its strengths, limitations, and 
potential improvements. Lastly, chapter 7 concludes the thesis by providing concluding remarks and outlining the 
future directions for this research work. 
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present case studies of the GBMR method from two distinct domains, demonstrating the method's generality and 
applicability. These chapters also present a detailed analysis of the results and key insights derived from the case 
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potential improvements. Lastly, chapter 7 concludes the thesis by providing concluding remarks and outlining the 
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2 STATE OF THE ART 

In this section, the complexity involved in building the DT is presented. A reference model from the literature is 
presented to provide context for the VE of the DT. The VE is a collection of complex multidomain models. To 
interpret and realize the VE, conceptual modeling mechanisms are needed at the early design phase of the VE. Hence, 
graph-based modeling approaches are presented. A correct balance should be struck between graph-model complexity, 
speed, and accuracy. This complexity demands the development of novel model-reduction methods. The model-
reduction methods should quickly capture the underlying structure of the graph model and generate a reduced 
representation of that model for faster and less resource-intensive computation of the target quantity. However, the 
process of reducing a graph-based model is not straightforward; it requires several considerations and the application 
of methods and algorithms from the graph-theory and network-analysis domains. This section describes the literature 
behind these components, which are used to build the graph-based model reduction, or GBMR, method.       

2.1 Modeling Paradigm for Digital Twins 

Digital twin (DT) is at the forefront of the Industry 4.0 revolution, facilitated through advanced technologies such 
as the Internet of Things (IoT)/Industrial Internet of Things (IIoT), advanced simulation and modeling, connectivity, 
and seamless integration between these technologies. Both industry and academia are deeply interested in shaping the 
future of DTs. This is indicated by the growth of highly cited publications as well as DT platforms under development 
by companies. Due to the widespread popularity of the DT, several definitions and characterizations of the DT are 
proposed in the literature [6,19–21]. The most commonly used definition of DT is presented in [22]:  

“an integrated multi-physics, multiscale, probabilistic simulation of an as-built system, enabled by Digital Thread, 
that uses the best available models, sensor information, and input data to mirror and predict activities/performance 
over the life of its corresponding physical twin”  

This definition makes DT inherently complex and dependent on several factors such as multiphysics, multiscale 
and probabilistic simulation of the physical product, fidelity of the DT, speed of operation of the DT, bidirectional 
data interconnections, and data update frequencies between the physical object and the DT.  

In order to conceptualize a DT amidst these complexities, a three-dimensional DT modeling paradigm was 
proposed by Michael Grieves [20,23–26]. In a white paper published in 2003, Michael Grieves coined the term “digital 
twin,” proposing three layers of the twin: the physical object, the digital representation of the physical object, and the 
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data exchange between the digital and physical representations. In 2019, Fei Tao extended the three-dimensional 
concept of the DT to a five-dimensional DT representation [9,17,27–33]. The five-dimensional DT consists of the 
previously mentioned three-dimensional representation; adding to that, there is the connection between the twins and 
the digital service provided by the DT. The five-dimensional model is of importance because it provides a holistic 
representation of the DT.  

The five-dimensional DT reference model as proposed by Fei Tao is described with the help of figure 1. A grinding 
wheel example is used to demonstrate the five dimensions of the DT. These five dimensions are as follows:  

(1) Physical entity (PE): This consists of the subsystems and sensory devices. This could range from sensors, actuators, 
and control systems to the whole subsystem, such as motor drives, spindles, and the transmission of the machine. PE 
guides the process of DT development by providing IoT data from these subsystems. Therefore, the PE also provides 
communication interfaces, radio frequency identification (RFID) tags, and distributed sensor networks.      

(2) Virtual entity (VE): This is the complex virtual representation of the PE. The VE consists of geometric models, 
analytical or physics-based models, behavioral models, and rule-based models [29,31]. The VE may contain detailed 
geometric models like 3D CAD models or physics-based models like finite element models. It may contain various 
behavior modeling methods, such as Markov chains and ontology-based models. Historical data from the PE is used 
to create rule-based models. The rule-based models provide the VE with the capacity for judgement, optimization, 
and prediction.    

(3) Service: This provides the reason for building a DT, which is digital services. In figure 1, it can be services such as 
grinding wheel wear monitoring or early warning for wheel change based on the remaining useful life of the wheel. 
These services fall under the category of prognostics and health management (PHM) services for the grinding machine.   

(4) Data model: The data model creates the schema for data exchange between the PE and the VE. In figure 1, an 
example is provided. The grinding machine DT requires that sensor data be exchanged between the PE and VE, such 
as motor torque, motor power, acoustic emission, and wheel wear. 

(5) Connections: The connections bind the PE to the VE with the help of the data dimension. PE-to-VE binding 
consists in acquiring data from the sensors on the grinding wheel with API endpoints. Similarly, VE-to-PE binding 
provides analytical results to the physical device to perform an action such as grinding wheel speed control. 

In the five-dimensional DT reference model, the VE is the key representation. Before building a DT, a deep 
analysis is needed on what the VE should be and how to build it. Some consideration shows that the VE is not one 
model but a collection of models. Hence, a model fusion approach is needed to combine the geometrical, physics-
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based, behavioral, and rule-based models as discussed. Such a model fusion method is demonstrated in the grinding 
wheel wear case study in chapter 4. According to [28], the model fusion methods have three stages:  

i. Construction of the multidimensional model: This indicates the building of unified models based on geometric, 
physical, or behavioral response principles. 

ii. Evaluation and verification of the multidimensional model: After the models are built, a correctness and 
effectiveness check must be performed. Several tests could be developed for the correctness of the models. 

iii. Correlation and mapping mechanism of the multidimensional model: The correlation between the models 
should be established in the final stage. In this stage, parameters across various models are coupled. By correlating 
and mapping parameters across various domains, the models can be fused in structure and function to provide a 
unified VE representation.   
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Figure 1: Five-Dimensional DT Reference Model of Grinding Wheel 
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2.2 Complexity in Digital Twin Development 

Based on the above discussion, it becomes apparent that the DT is not just an information model or an analytical 
model. It is a complex, hybrid, cyber-physical system that is formed by the collection of several models from different 
domains of engineering and data science. The term “hybrid” is often misinterpreted in literature. A hybrid system in 
this context is a complete representation that integrates the physics-based and data-driven aspects of the system. The 
DT is a hybrid system that integrates these two aspects according to the popular definitions. Several studies have 
questioned the misconceptions based around DTs, posing sharp questions regarding the connotations, applications, 
and research and implementation challenges with the DT [24]. DT has been perceived as a tool for monitoring without 
physical representation. In other cases, the DT is used as a virtual sensor or 3D model without any information sharing 
between the simulation models and the PE.  

Because of this ambiguous outlook on DTs in the research community and the lack of diverse use cases, attempts 
have been made to standardize the DT with the help of reference models, such as [34] in manufacturing and risk 
prediction and prevention [35]. The five-dimensional DT discussed above also serves as a reference model to provide 
context to the DT and provide guidelines to focus on key areas of the VE.  

The key components for building a DT are summarized in figure 2. Figure 2 describes the two pillars of the DT 
ecosystem: the simulation and modeling (S&M) part and the IoT/IIoT part, which provide a blueprint for the building 
blocks of the DT. Figure 2 is divided into two parts. The right side of the figure focuses on the IoT part. IoT provides 
the following components as the building blocks of a DT:  

1. Real-time data: The DT depends on robust IoT infrastructure that enables the collection, storage, and analysis 
of data. The data is obtained from various sensors that are deployed to understand the ground state of the 
system. Data available from various sources is used to develop and enrich prediction models. Environmental 
data and other web-based data, such as meteorological data, is used in building predictive models that form 
an essential part of the virtual entity.  

2. Connectivity: The success of a DT relies on the success of the IoT system enabling it. Thus, the choice of 
connectivity protocols becomes crucial in architecting a DT solution. With the advent of IPv6, any number 
of devices that have an IP can be connected to the Internet. A DT may demand several application scenarios, 
such as M2M (machine-to-machine) or M2S (machine-to-systems) communication, and the choice of suitable 
protocols has the potential to make or break a DT system. From an architectural standpoint, attributes such 
as interoperability and security are crucial in choosing the right connectivity protocol for the DT.  

3. Data-driven models: Data-driven predictive models form the basis of many DTs. Many such data-driven DTs 
can be found in the literature [36,37]. These predictive models are built for state estimation, behavior 
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prediction, or causal analysis. Machine learning methods such as convolutional recurrent neural networks 
(CRNN), artificial neural networks (ANN), and Bayesian networks are used for building these models. These 
models estimate the state of the system at a point in time in the future. This future state estimation can serve 
as the input to many simulation models, or it can serve as the output of the data-driven model itself.  

4. Model fusion and model reduction: The curse of dimensionality is often experienced in building data-driven 
models. State-prediction or behavior-estimation models typically contain several parameters that should be 
monitored, and data should be collected with sensors and a proper connectivity mechanism. Building such 
high-dimensional, high-fidelity models that replicate reality with a high degree of accuracy is extremely 
challenging. These models are computationally extensive. Moreover, it is resource consuming to train these 
models with data from the physical device and develop methods for validating the results. Model fusion 
provides a means to generate a hybrid model by combining physics-based and data-driven models, and model 
reduction provides a means to reduce or combine the number of parameters in that hybrid model. In doing 
so, the hybrid model becomes computationally simplified and takes less time to provide a prediction result. 
This is crucial for a DT that tries to provide a virtual representation, which is a real-time or near-real-time 
estimate of the PE.       

The left side of figure 2 focuses on simulation and modeling. This part of the figure highlights the advanced 
simulation models that need to be built to capture the physics of the system. Simulation and modeling create the 
virtual entity of the five-dimensional representation of the DT [28]. The simulation models can be from one or several 
domains, such as analytical models, geometrical models, or system-level models. Analytical models such as finite 
element analysis or computational fluid flow models are necessary to predict the state of the physical entity through 
software-defined methods such as thermal analysis or stress analysis. Geometrical models purely represent the physical 
phenomena of the physical entity, such as deformation and buckling. The system-level model combined other types 
of models to provide system-level information such as efficiency and performance. By combining these advanced 
simulation models, it is possible to represent the complete state of the PE. The DT demands that these advanced 
simulation models work in unison and possess the capability to provide the updated state of the system based on real-
time data.       

Compressing information from these bulky analytical models and making them predict the system state based on 
real-time data requires further advancement of technology. These simulation models are designed to provide high-
fidelity representations of the system without considering the faster prediction of model output. Therefore, it becomes 
imperative to quickly capture the important facets of these models and solve for the target quantity with reasonable 
time and resources. For this reason, graph-based modeling methods are used to first build the conceptual 
representation of the system based on the system architectural blocks of the DT and then, in the second phase, reduce 
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that graph-based representation to determine the important parameters that explain the majority of the system 
attributes. 

 

Figure 2: System Architecture for building DTs 

It is evident that modeling a cross-domain DT is not as straightforward as other multiphysical problems. This 
requires building conceptual models that deduce important aspects of the model. On the other hand, a delicate balance 
of model accuracy and complexity must be achieved. The requirements of model accuracy and model simplicity 
compete. With complex systems such as a DT, this competition grows largely. To that end, graph-based modeling 
methodologies are investigated that allow cross-domain conceptual modeling, which is needed in the early phase of 
VE development. Then, this graph-based representation is analyzed for complexity, and a model reduction method is 
proposed for that representation. The next section defines the graph-based modeling methods employed in complex 
system representation.   

    Graph-based digital twins facilitate multidimensional analysis by integrating data from various sources and 
dimensions into a unified framework. Such graph-based DTs have already been proposed by [38–40]. These articles 
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provide several advantages for utilizing graph-based representations for DTs. Some of these advantages are as follows: 
(1) Datapoints can be easily integrated into the graph; (2) graph learning algorithms can be easily applied to the DT 
graph; (3) relationships between entities across domains in the twin can be easily understood by graphs; and (4) 
semantics can be largely improved for reasoning in the DT. Given all these advantages, this thesis introduces two 
novel methods: (i) utilizing a tested framework like DACM for building the DT graph and (ii) model reduction of DT 
graphs based on graph algorithms such as spectral decomposition and modified PageRank. To the best of our 
knowledge, graph-based DTs have not employed and tested these methods on engineering use cases. The assumption 
here is that the larger the number of parameters (nodes in the graph), the more time consuming and extensive 
computation of specific target parameters becomes. The GBMR helps minimize this computational time by quickly 
finding those parameters that are more sensitive to the measurement of the target variables.      

2.3 Graph-based Modeling and Simulation of Complex System 

Graph-based methods are powerful tools for modeling and representing complex systems with several 
dependencies. In complex systems, there are often numerous interactions and dependencies between different 
components, which can be effectively captured using edges in a graph. Many simulation platforms used to build DT, 
such as Modelica, also utilize graph concepts to model system components connected by edges and apply graph-
theory concepts such as modularity and inheritance to instantiate and simulate complex systems. Graphs can handle 
different data types and can represent both physical connections and abstract relationships. Complex systems 
modeling with graphs provides the benefit of a rich set of algorithms and techniques for analyzing graph structures. 
These algorithms can be used to extract useful information from the system, such as finding the shortest paths, 
identifying important nodes or clusters, and detecting patterns. Graph-based models can also be used for predictive 
modeling and simulation, allowing the forecasting of future behavior or outcomes of the system under different 
scenarios. 

Modern engineering systems consist of a large number of dynamically interactive components that interact 
nonlinearly with each other. In [41], a detailed account is provided of how graph-based complex systems can be 
developed for complex systems such as cyber-physical systems. Graph-based modeling and simulation have grown in 
popularity [42]. The graph-based modeling mechanism, though simplistic in approach, has greater explanatory power. 
Graphs can capture sophisticated, linear, or nonlinear relationships between system components and represent them 
meaningfully with superior semantic causal inference. Even in heterogenous complex systems, graph-based modeling 
methods complement traditional modeling and simulation approaches. Graph-based modeling is applied to a 
multitude of problems such as engineering design [43], manufacturing [44], reliability measurement, and predictive 
maintenance [45], to name a few.  In all these examples, graph modeling helps in (1) high-level system representation 
and visualization, (2) reasoning and decision-making, and (3) propagation of information or objectives in the graph.  
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In high-level system representation and visualization, graph-based modeling is most effective where relationship 
between entities is the driving force in designing the model. In the graph-based model, components (entities or 
variables) are represented as nodes and their relationship is embedded in the arrows. Mathematically, a simple graph 
is represented as ( , )G V E= , where the elements or variables of the graph are represented as vertices and denoted 

by V and their relationship is embedded in the edges denoted by E. This is also known as an algebraic graph. A sub-

graph of G is represented as 
^ ^ ^

( , )G V E= such that 
^ ^

,V V E E⊆ ⊆ . The adjacency matrix [Aij] captures the 

relationship between all entities in such a graph G, where i and j are the indices of the adjacency. With the adjacency 
matrix forms the core of the graph embedding mathematical information about the nature of the graph representation 
such as, (1) the nature of the graph i.e., directed, or undirected, (2) cyclical, or non-cyclical and (3) loops in the graph. 
The adjacency matrix transitively connects non-adjacent nodes. The graph Laplacian [L], which is calculated from the 
difference between the adjacency matrix [Aij] and the degree matrix which is denoted as [ ijD ] provides several useful 

properties. The following equation provides Laplacian of a simple, undirected graph: 

[ ] [ ] -[ ]ij ijL A D=     ….. (1) 

Graph modeling is effective where the relationship between entities is a driving force in the design of a data model 
and where information about data interconnectivity or topology is as important as the data itself [46]. In a complex 
systems representation in graphical form, complex queries traverse in between nonadjacent nodes (entities) through 
the edges (relationships) of the graph structure. The edges of the graph represent data objects that are characterized 
by a high number of permanent and temporary relationships. The size or complexity of such a graph has little impact 
on the performance of traversal queries. This is the principle of graph algorithms and is widely used in network theory 
to represent and visualize complex engineering and nonengineering systems.  

Reasoning and decision-making are other great contributions of graph-based methods in designing complex 
systems in modern times. The reasoning and decision-making area can be classified into two subareas: (1) graph 
theoretic models, which deduce the graph structure with the help of mathematical equations, and (2) machine learning-
based methods, which rely on high-quality data.  

Graph theoretic models. The edges of the graph embed logical or semantic relationships between nodes. Edge 
detection and missing relationship identification are possible with the help of graph-based reasoning. By studying the 
patterns of the missing edges or bridge nodes, it is possible to detect communities and clusters in the graph and hence 
in the complex system [47–49]. These methods are usually applied to large-scale, complex systems. These methods 
stem from traditional artificial intelligence methods. Commercial software packages are rare in this case for engineering 
systems, and the implementation of these methods usually requires development effort.    
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Graphical machine learning models. With the advent of machine learning, this area of graph-based reasoning has 
produced many use cases. The most widely used graph-based machine learning methods applied to engineering 
systems are Bayesian networks [50–52] and, more recently, graph neural networks [53,54]. A Bayesian network is a 
graph where nodes indicate the variables, and the edges indicate a conditional dependence relationship between those 
variables [55]. Bayesian networks are good at handling uncertain knowledge and are employed where a high degree of 
uncertainty is involved in the graph structure. Commercial software packages such as BayesiaLab [56] and open-source 
packages such as SamIam [57] are available for modeling and as inference engines for engineering systems.  

Graph-based as well as data-driven methods have become popular choices in simulation and modeling. This 
section provides an outline of the modeling and simulation journey of engineering systems. It describes traditional 
graph-based (visual representation of system components and their relationship) techniques used in modeling 
engineering systems. The section presents both traditional and newer methods for modeling complex systems. It 
describes the evolution of graph-based modeling in the engineering domain and how these methods evolved from a 
purely mathematical or physical representation to graph algorithms. The section also talks about the drawbacks of 
these methods.  

 

2.3.1 Bond Graph 

A bond graph is a graphical system modeling formalism. The bond graph finds application mostly in physical 
system modeling. It uses the concepts of directed graphs, multiport nodes, and signals and bonds to create a graph-
like representation of the physical system. The multiport nodes in a bond graph are characterized by four relevant 
objects: effort (e), flow(f), power conjugation, and the relation between effort and flow [58]. Readers are directed to 
[59], where the authors provide a detailed account of the bond graph modeling concepts and the formalism that bond 
graph system models require. Apart from the formalism of bond graphs, the authors also unambiguously explain 
rather confusing concepts of bond graph modeling theory, such as conjugate signals and variables, bicausality, and 
port modulation. This has been the biggest criticism of bond graph theory. Bond graph roots come from the 
thermodynamic model-based design and control analogy for system modeling [60], which is not at par with designers 
who are used to more analog system modeling concepts. This has also resulted in the impedance of bond graph 
modeling methods being adopted by other disciplines apart from physical or mechatronic system models and 
employed by a few modeling software solutions such as Sim20, ADAM Solver, and AMESim [61]. Compared to 
general modeling mechanisms, multiport and multibond approaches are difficult to replicate in many problem 
domains, especially when defining causality, which is an important factor in analyzing system model mechanisms, 
including bond graphs. Many causality assignment case studies on the bond graph [62] make very domain-specific 
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arguments about its use. This could also be seen in model reduction of bond graph models. Bond graphs employ 
model reduction algorithms (MORA), model partitioning, and simultaneous order and structure reduction methods. 
However, it could be argued that these reduction methods are not generic. This is because the bond graph reduction 
methods rely on bond graph principles such as activity, relative activity, and the energetic contribution index (ECI).        

The use of bond graphs for system modeling provides advantages such as consideration of system boundaries and 
environments and allowing model transformation. It allows the modeling of the dynamic behavior of physical systems 
by mixing up the configuration structure, physical structure, and conceptual structure of the model. However, the 
concepts of bond graph modeling methods are not well defined and are outside the domain of many practitioners 
who use system modeling. There are very few accounts in the literature of applying bond graph methods to CPS or 
DT development. To that end, this thesis work investigates more generic methods such as graph-based modeling and 
model reduction, which are easy to adopt and bypass a steep adoption curve perpetuated by bond graphs.    

 

2.3.2 Petri Net 

Petri net is a traditional graphical modeling tool used in modeling DES systems, such as industrial automation 
systems. Petri net was proposed by Adam Petri in 1962 because he wanted to provide a simplistic approach to system 
modeling, leaving behind the complicated mathematical notations provided by the Markovian process of modeling. 
Petri net finds application in abstract modeling, formal analysis, and discrete event modeling use cases. A Petri net is 
a directed graph that provides nodes as tokens and methods known as transitions, which transform the state of the 
token [63]. It provides several rules by which industrial systems can be modeled, like unified modeling language (UML) 
models. However, Petri nets are simplistic in nature and mostly restricted to academic research or simple industrial 
applications such as discrete event system controllers [64]. In the literature, there are very few records of using Petri 
net as a graph-based tool to model complex systems like DT. However, Petri nets could serve as a good alternative 
when performing abstract modeling of complex systems.  

2.3.3 Metamodeling 

Metamodels have several synonyms. They are also called surrogates, auxiliary models, and response surface 
models. Metamodels quickly capture the underlying phenomena of physics-based models such as finite element 
models, computational fluid dynamic models, and multiphysical models and embed them into lower-dimensional 
polynomial models. This definition has led to viewing DTs as metamodels. To capture complex phenomena with the 
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help of a DT, complex physics-based models are needed that take days or even weeks to provide any discernible result. 
Metamodels, which are mostly empirical in nature, provide results within the required timeframe. Metamodeling is 
used in the design and optimization stage to simplify computationally intensive simulation of physical systems or 
phenomena. Popular metamodelling strategies such as 1) Kriging [65], 2) radial basis function [66], 3) neural network 
(NN) [67] and 4) multivariate adaptive regression splines have been used in several applications [68]. However, the 
problem with these methods is that with increase in dimensionality of the design problem, new elements of uncertainty 
are introduced in the approximation model, and the cost of sampling sufficient number of points that can accurately 
capture the underlying phenomena grows exponentially. Moreover, applying a metamodeling method such as NNs 
demands a large volume of high-quality empirical data to build accurate surrogates. This adds to the challenges in 
using metamodeling for DTs.   

 

2.3.4 Dimension Analysis Conceptual Modeling (DACM) 

DACM [69–72] is a conceptual modeling mechanism for complex systems. The main goal of this framework is to 
extract and encode knowledge of different forms in the system with the help of causal representation. DACM derives 
inspiration from the TRIZ method and the dimensional homogeneity principle to extract causal structure in physical 
systems. This framework is under active research and development. DACM generates causal graphs that represent, in 
an unequivocal manner, the chain of events in complex systems. The framework has been successfully applied to case 
studies in the domains of additive manufacturing (AM), product design, multidisciplinary design optimization (MDO), 
dimension reduction, and software development.  

Dimensional analysis and conceptual modeling (DACM) is a conceptual modeling mechanism used to extract 
causal relationships between variables in a physics-based simulation environment [73]. This method uses the 
dimensional homogeneity principle to extract causal relationships between the parameters. DACM is a mature 
framework, and it is extensively applied by the author and his colleagues to use cases in the fields of additive 
manufacturing [74] and multidisciplinary design optimization [75]. The DACM framework starts with functional 
modelling of the system and the assignment of fundamental variables to the different functions of the model. The 
functions, associated variables, and representative equations are characterized in the causal graph in the form of the 
cause-and-effect relationship between the fundamental variables of the functional model. The mathematical machinery 
to check the propagation of an objective in a causal graph is based on Vashy-Buckingham’s pi (π) theorem and the 
dimensional analysis (DA) theory. DACM encodes the domain knowledge of the system in the form of a directed 
causal graph. Specific checks are run to identify and remove any loops or contradictions in the graph. This ensures a 
target-driven, directed model.  This source of domain knowledge could be from literature, empirical relationships, or 
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analytical models. DACM is combined with machine learning methods such as Bayesian networks for causal inference. 
The objective of the causal graph provided by DACM is to arrive at the target variable in the directed acyclical graph 
(DAG) with the help of a set of intermediate dependent and independent variables. Apart from extracting the causal 
graph, DACM also provides the following checks: (1) generates sets of behavioral equations associated with the causal 
graphs, (2) simulates qualitative behavior, (3) detects contradictions in systems, and (4) provides a set of analytical 
concepts for analyzing complex systems. 

In addition to originating the causal configuration within intricate systems, the DACM assumes several pivotal 
functions: 

i. The model generates assemblages of behavioral equations that correspond to the causal graphs. 

ii. It facilitates qualitative simulation of behaviors. 

iii. It identifies inconsistencies inherent in systems. 

iv. It furnishes an array of analytical concepts tailored for the examination of intricate systems. 

v. It has the capacity to engender a concealed, compact space, like that achieved by autoencoders. 

vi. It serves as a preliminary framework conducive to the subsequent application of machine learning 
methodologies. 

2.3.5 Heuristic Methods: Greedy Equivalence Search Methods 

The previous methods discussed have one disadvantage. They do not consider the data from the real system in 
the modeling process. Hence, they are not hybrid methods. To address this limitation in generating the causal graph 
representation, heuristic methods such as greedy methods are used.    

Chickering, in [76], provides a method for graph structure learning with a two-phase greedy equivalence search 
(GES) algorithm from data. Graph structure learning is a sequential process that learns the relations between the 
random variables (nodes of a graph) that are embedded in the edges, simulating a causal influence. The GES algorithm 
provides a mechanism to obtain such a distribution and represent it in the form of a DAG. The GES approach has 
an important influence on machine learning methods like Bayesian networks for graph structure learning. Another 
experimental GES is proposed by [77], called greedy interventional equivalence search (GIES), which generalizes the 
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GES algorithm. Interventions distort the value of random variables to throw the graph out of its original causal 
dependencies and make it find the original DAG. In this article, the GES algorithm is used to discover the accurate 
causal reasoning of the DT graph.    

It was proved that for two DAGs δ and λ, where δ is an I-map of λ, there is a finite sequence of edge addition 
and reversals in λ such that (1) after each edge modification, δ remains an I-map of λ and (2) after all modifications, λ 
is a perfect map of δ. The two-phase algorithm starts with a graph, assuming there are no dependencies. This is 
indicated as the zero-edge model. Then, all possible single edges are added until the algorithm reaches a local maxima. 
The phase of progressively adding single edges in the DAG is known as forward equivalence search (FES), and the 
corresponding local maxima are known as FES local maxima.  Once the FES algorithm stops at a local maximum, a 
second-phase greedy algorithm is applied that considers at each step all possible single-edge deletions that can be made 
to the DAG. This phase is known as the backward equivalence search (BES). The algorithm terminates when the BES 
local maxima are identified. The concept is demonstrated in figure 3. 

 

    Figure 3: Greedy Equivalence Search Algorithm 

 

2.3.6 Hypergraphs 

Hypergraphs are mathematical formalism to represent complex systems. The hypergraph has strong descriptive 
power to describe complex systems and its interconnections. It generalizes many mathematical concepts such as graph 
concepts and projective planes. Hypergraphs extends the concept of binary interaction between variables in a graph-
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based model. The readers are directed towards the mathematical foundation of hypergraphs presented in [78]. The 
author provides examples of applying the concept of hypergraphs in complex informatics systems such as cybernetics, 
database modeling and network theory. An example hypergraph is shown in the Figure 4. This hypergraph is 

represented as * { , }H V E= where, = 1{ ,..., }nV V V are the vertices of the hypergraph and = 1{ ,..., }mE E E represents 

the set of m hyperedges such that ⊆ 2VE and 
=

= 1
m

ii
E V . Hyperedges can contain an arbitrary number of vertices 

(nodes) and it represents the interactions among the vertices. The properties of the hyperedges differentiates it from 
other graphs and hypersets. Because of the hyperedge concept, the hypergraph can model the system more efficiently 
highlighting the interaction of the vertices at different levels.  

The concept of hypergraphs has grown in the last decade. Previously, it was restricted to a few areas in the 
mathematics and computer science domains, for example graph clustering. However, now it is adopted by the systems 
engineering community and finds application in systems design such as in intelligent transport systems [79], dynamic 
system modeling [80], and even redesigning the evolution of the supply chain [81].  

 

Figure 4: Hypergraphs 
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2.4 Graph Algorithms  

This section describes the state of the art of graph algorithms, especially focusing on graph decomposition and 
the hierarchical arrangement of nodes in the graph. The spectral method is the most preferred method for structure-
preserving graph cuts. However, the method has its own advantages and disadvantages. Node-importance 
measurement consists of a collection of algorithms that are employed to find the most influential node in the graph. 
These methods have become an important part of the GBMR process.  

2.4.1 Spectral Clustering 

Spectral clustering [82–84] is one of the most popular unsupervised learning methods used in graph clustering. 
Spectral clustering technique finds communities or partitions in a graph based on graph similarity matrix and the graph 
Laplacian. This method partitions the graph into structurally similar chunks that belong to similar member groups. 
Spectral clustering outperforms traditional clustering methods like k -means and k  Nearest Neighbour (KNN). KNN 
groups similar nodes in the same part of the graph together. However, proper partitioning of the graph needs to 
consider all nodes even the ones that are structurally apart. The spectral clustering algorithm separates nodes in 
different part of the graph according to their similarity indices. To successfully build the spectral clustering algorithm, 
two important concepts are needed: 

 
(1) Similarity  

The spectral clustering algorithm needs a similarity measure between all the nodes in the graph to compute the 
clusters [85]. The first step of the spectral clustering is to define this similarity matrix. The similarity is how the nodes 
in a complex graph can be divided into several groups based on pairwise similarity between them. There is no best 
way to produce the similarity matrix for a given graph clustering problem. But generic methods could be used such as 
Euclidean similarity, cosine similarity, k -nearest neighbour, and Gaussian similarity. The simplest similarity measure 
is the Euclidean distance. The Euclidean distance is a method of measuring the proximity between the datapoints of 
the nodes in the graph. It is mostly used for unweighted graphs. Cosine similarity is widely used by graph clustering 
algorithm such as spectral clustering and NN [86]. The goal of k -nearest neighbour is to connect the vertex iv  with 

jv  such that jv  is amongst the nearest neighbour iv  having a defined threshold of k . k -nearest neighbour is the 

most common method for graph clustering. But it lacks the potential for clustering complex graphs. Gaussian 
similarity index is used for fully connected undirected and unweighted graphs.  
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based model. The readers are directed towards the mathematical foundation of hypergraphs presented in [78]. The 
author provides examples of applying the concept of hypergraphs in complex informatics systems such as cybernetics, 
database modeling and network theory. An example hypergraph is shown in the Figure 4. This hypergraph is 

represented as * { , }H V E= where, = 1{ ,..., }nV V V are the vertices of the hypergraph and = 1{ ,..., }mE E E represents 

the set of m hyperedges such that ⊆ 2VE and 
=

= 1
m

ii
E V . Hyperedges can contain an arbitrary number of vertices 

(nodes) and it represents the interactions among the vertices. The properties of the hyperedges differentiates it from 
other graphs and hypersets. Because of the hyperedge concept, the hypergraph can model the system more efficiently 
highlighting the interaction of the vertices at different levels.  

The concept of hypergraphs has grown in the last decade. Previously, it was restricted to a few areas in the 
mathematics and computer science domains, for example graph clustering. However, now it is adopted by the systems 
engineering community and finds application in systems design such as in intelligent transport systems [79], dynamic 
system modeling [80], and even redesigning the evolution of the supply chain [81].  

 

Figure 4: Hypergraphs 
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(2) Graph Laplacian  

Graph Laplacian provides the mechanism by which the spectral clustering algorithm functions, and it is defined 
as: 

[ ] [ ] [ ]L D W= −      …. (2) 

Where, [L] is the unnormalized Laplacian, [D] is the Degree matrix and [W] is the weighted adjacency matrix. This 
definition holds when G  is undirected meaning [ ] [ ] 0ij jiW W= > . However, the causal graph obtained from graph-

based modeling methods is a DAG. Hence the Laplacian must be normalized. This is done based on Chung criterion 
[87] where the normalized Laplacian of a directed graph [ ]NL  is defined as: 

[ ] [ ] [ ][ ] [ ] [ ][ ]
1 1 1 1
2 2 2 2

NL D L D D W D
− −

= =   … (3) 

When the similarity matrix and the normalized Laplacian are defined, spectral clustering algorithm can be 
constructed. The number of clusters to be constructed is defined as k . Based on [ ]NL , the first k eigenvectors are 

computed for the graph. The second corresponding set of eigen vectors for zero eigenvalue is utilized to construct 
the clusters. 

2.4.2 Node Importance Measurement Methods 

Identifying the importance of nodes in complex graphs is an active field of research in artificial intelligence. Several 
studies and algorithms have been published to estimate the importance of nodes in a graph [88]. Graph centrality is a 
diverse topic in network theory, with several algorithms available to study different network phenomena in complex 
graphical systems, such as finding the shortest path from a given node to the target node, predicting links between 
nodes, understanding the relative importance of nodes in a graph, and finding bridge nodes to detect communities or 
clusters. Experimental studies have proven the validity of such systems applied to complex networks [89]. The 
PageRank algorithm is a popular algorithm for graph centrality measurement in directed graphs. It is a network ranking 
method developed to compute the ranks of webpages in Google’s search engine results. The PageRank algorithm 
iteratively converges to a point for the most influential nodes. Hence, it creates a hierarchical node-importance ranking 
system in a DAG. An improved version of this algorithm is used in applications that go beyond search engine ranking, 
which include impact analysis of graph-based system requirements and graph-based feature selection [90]. PageRank 
is a simple yet versatile method for determining the relative importance of a node in the directed network. It finds 
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application in smart grids [91], recommender systems [92], and requirement analysis [93]. In 1998 by Brian and Page 
defined PageRank as given a network of N nodes = 1, 2,...,i N  in a directed graph, the PageRank iP of the ith node is 

given as: 

α α
−

=

−
= + ∑ ( )

( )
q n 1

n
ij

jj 1

1 P jP i a
k k

   … (4) 

Where, α is the damping factor usually 0.8 < α  < 1.0, jk is the number of out links. This definition shows that the 

PageRank score of a link ( )nP i  is dependent of the link it points to i.e., −( )n 1P j . If  −( )n 1P j  is highly ranked, it 

influences the rank of ( )nP i . The algorithm starts with evenly distributed scores for all the nodes and iteratively all 

nodes gain a score that hierarchically arranges the nodes. The problem with this approach is, the distribution of weights 
should not be uniform when the iterations happen. There should be a preference given to the most important node 
in that iteration to continue the next. Hence, a weighted pagerank (WPR) method was proposed. The traditional 
PageRank algorithm can be modified to fit use cases better to weighted PageRank score [94]: 

α α
−

=

−
= + ∑ ( )

( ) .
q n 1

n

jj 1

P j1WPR i w
k k

   … (5) 

Where, w is the weight added to propagate a PageRank score from node to node. This w is known as relative popularity 
of node and should be modelled based on the problem. Convergence criteria of WPR defines if there would be a 
unique solution and all ranks will converge. That is determined with the help of equation 6. In this equation, the 
difference between the score of the nth node ( )nWPR x and the one before are used to check for convergence. η is a 

predefined parameter for convergence.    

η−
−

≤
( ) ( )

( )

n 1 n

n

WPR x WPR x

WPR x  ... (6)  

Eigenvector centrality (EVC) [95] is another popular graph centrality measuring algorithm that finds application 
in engineering systems such as structural analysis, communication networks, and transportation networks to measure 
critical nodes in large connected graphs. EVC identifies nodes by the number of the neighbours and their importance. 
EVC is calculated as: 
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Where the largest [ ]ijA  is the adjacency matrix, λ  is the largest eigenvalue of [ ]ijA and n is the number of vertices. 

Node importance measurement algorithms are best suited to compute the importance of vertices in the case where 
the topology of the graph is defined [96,97]. Node ranking measures can provide an indication of the important nodes 
in the graph when all parameters mentioned above in defined for the use case.  

2.5 Evidential Reasoning 

The area of condition-based monitoring and intelligent failure detection, targeted towards reasoning and decision-
making under uncertainty, can be broadly classified under two frameworks: (1) Bayes theory, and (2) Dempster-Shaffer 
theory (DST) or evidence theory-based frameworks. Bayesian methods are widely used techniques based on 
conditional probability to reason under uncertainty [55]. Bayesian networks provide a mechanism to probabilistically 
infer the likelihood of an event occurring. However, a major criticism of the Bayesian method is that it cannot handle 
ignorance nor incomplete, or imprecise information. In the node-importance scenario described above, the absence 
of experimental data for the variable in the DT graph affects the determination of their conditional probabilities, 
which makes Bayesian methods inconsistent. In data fusion, effective results can be obtained with Bayesian methods 
only if adequate and appropriate a priori and conditional probabilities are available. In contrast, DST is a generalization 
of the Bayesian theory of subjective probability, used to combine information obtained from multiple sources. In 
DST, belief is assigned to a set of elements rather than assigning probabilities to individual variables in the graph. The 
concept of belief is not the same as chance and can be updated based on evidence obtained about the elements. Belief 
functions are extracted to model the problem. Based on the belief functions, a generalized Dempster’s combination 
rule is formed. The results generated by Demeter’s combination rule are fault tolerant and better characterize a 
decision-making problem. [98] provides a comparative analysis between Bayesian methods and evidence theory for 
failure diagnosis in knowledge-based systems. [99] provides a tutorial on the DST application for online engine 
diagnostics based on information obtained from multiple sensors such as accelerometers and acoustic emission 
sensors. 

The graph centrality and node importance approaches, though mathematically accurate, often are general and yield 
contradicting results. This results in disparity in ranking system, introducing uncertainty and incompleteness in the 
ranking system. Dempster-Shafer theory (DST) [100,101] deals with this uncertainty and incomplete behaviour of any 
ranking system. Having its roots in probability theory, DST uses data fusion and combinatorial rules to provide belief 
function to a set of elements in the domain. DST is used to combine the information available regarding the nodes in 

   43 

43 

 

 

 

DT graph and their relative importance obtained from the node importance scores. There are two possible outcomes 
for each node. The nodes can be high importance (h ) or low importance ( l ). Hence, the frame of discernment (which 
is a non-empty set containing all mutually exclusive and exhaustive elements) is defined as: Ω ={ , }h l  and the power 

set (which is a set of all possible combinations of the problem in the frame of discernment) is defined as:  Ω{ , , }h l . 

Next, the mass functions are determined by adopting a technique similar to the one described in [102] for directed 
networks. The frame of discernment contains all the possible combination where the combination lies. If there are 
three hypotheses possible  φ θ θ θ={ , , }1 2 3 , the set of all combination where the solution lies are: 

φ θ θ θ θ θ θ θ θ θ θ θ θ= Ω{ { },{ },{ },{ , },{ , },{ , },{ , , }}1 2 3 1 2 2 3 3 1 1 2 32 … (8) 

The maximum and minimum values of the corresponding ranking is used to compute the mass functions with the 
following formulae: 
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φ = − −( ) ( ) ( )( ) ( ) ( )C i C i C im 1 m h m l     … (11) 

Where   is a tuneable parameter which is chosen to avoid the denominator becoming zero. Repeating the steps in 
equation 1-3 creates basic probability assignment (BPA) for each node in the form: 

φ=( ) ( ) ( ) ( ){ ( ), ( ), ( )}C i C i C i C iM m h m l m    … (12) 

There will be same number of BPA created as there are number of nodes in the sets. Now, all node importance 
scores obtained from different centrality metrics can be combined with the help of Dempster’s combination rule to 
generate a new combined ranking of the nodes. Dempster’s combination rule used in the field of IoT sensor fusion 
[100] is modified to obtain the new metric for node based on the evidence whether the node is high importance or 
low importance: 
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The factork  is a normalization constant known as conflict coefficient of two BPAs. Higher the value of k  , more 
conflicting are the sources of evidence and lesser information they combine. Finally, the combined scores of each 
node based on evidential reasoning is obtained as: 

= −( ) ( ) ( )evidential i iM i m h m l             …. (16) 

A criticism of DST is it cannot express variability and fluctuations in data at a given phase of time. Hence studies 
are available on generalizing the DST combination rule that tries to reduce this variability [103]. In this study the 
author modelled a mass function with the help of complex numbers that has more powerful ability to represent the 
uncertain information. It is shown that by modifying the Dempster’s method such as using complex numbers to 
generate the Dempster’s combination rule or keeping the value of < 1k , it is possible also to explain the variability 
in the data.  
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3 GRAPH-BASED MODEL REDUCTION METHOD 

Graph-based model reduction (GBMR) is a method used to simplify and streamline complex graphical models 
while preserving the essential behavior and characteristics of the original engineering system. This approach leverages 
graph and network theory algorithms to identify and eliminate redundant or less-significant components from a model, 
resulting in a more efficient representation that is easier to analyze and simulate. These reduced models are 
computationally less demanding, allowing for quicker simulations and predictions of state variables and parameters 
than the DT demands. The reduced graphical representation is also more amenable to design and optimization tasks 
because of the streamlined representation of the system's behavior. 

This section elucidates the intricacies of the GBMR methodology. The procedures integral to GBMR are 
discussed, elucidating the method's sequential progression. The GBMR approach combines the principles of graph-
based modeling, model fusion, and model reduction. Firstly, the procedure for constructing the initial graphical 
representation of the system is explained. Subsequently, the methodology for a hybrid graph formulation is provided. 
Upon the development of the hybrid system graph, the GBMR method is applied to it. The GBMR methodology 
encompasses a sequence of strategic, mathematical, and empirically derived stages, namely (1) spectral clustering, (2) 
evidential reasoning, and (3) node importance quantification. The outcomes derived through the GBMR methodology 
undergo validation against machine learning approaches for model reduction, aiming to ascertain the method's 
precision and accuracy. 

The DT is a living, hybrid, cross-disciplinary model of a real entity. For this, many cross-platform parameters need 
to be coupled together. Model fusion facilitates this coupling process by bringing several high-fidelity models from 
domains described in the DT reference model in figure 1 to create a unified model that provides specific digital 
services. Model fusion is a two-stage process where the first stage is building the multidisciplinary model by coupling 
model parameters. The second stage is simplifying that model for faster interpretability and prediction capacity of 
target parameters with model reduction. The GBMR method was first presented in [104]. This section describes the 
GBMR method as a model-fusion strategy for building faster and more accurate DTs. The GBMR method is shown 
in figure 5, and sections 3.1 through 3.6 explain the building blocks of the method. 
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Figure 5: The Graph-Based Model Reduction (GBMR) Method 

 

3.1 Initial Graph 

The initial graph is the causal graph extracted from the physics-based analytical models of the PE. The analytical 
models are the physics-based models of the physical entity (PE), which is defined as Pv. Parameters from physical 
systems, such as FEM models, and parameters from literature are used as inputs to the DACM method. The output 
of the DACM method is the causal graph, which contains all nodes and edges from physics-based equations. An 
alternative to DACM for building the initial network is graph-structure learning algorithms from data, such as Bayesian 
networks. The GBMR is combined with a Bayesian network to obtain variable importance in the causal graph [89]. In 
the Bayesian approach, the conditional probability of each node on the causal graph is calculated based on available 
data. Then, sensitivity analyses are performed to determine the most responsive parameters using a Bayesian inference 
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engine. The initial graph contains information about the relationship between nodes and weighted edges. It also 
contains information about the target variables that the DT needs to optimize.  

3.2 Hybrid Graph 

The GBMR process starts with building the initial graph. However, this initial graph is a physics-based 
representation. The DT is a hybrid representation. There is a need to inject process data into the initial graph generated 
in the previous step to build such a hybrid graph. Hence, process parameter data is collected with IoT platforms. 
When the parameter graph and data are available, an analogy modeling technique is followed to generate the 
relationship between the parameters. For example, the relationship between power consumption (P), voltage (V) and 
current (I) of a machine could be established based on the popular relationship = .P V I with the Initial graph as shown 
in Figure 6A. If the data obtained from the machine contains datasets like Active Power (A(P)), Active Voltage (A(V)) 
and Active Current (A(I)), the datapoints could be appended to the initial graph and a hybrid graph could be 
established as shown in 6B.     

                                           
                              (A)        (B)     

Figure 6: (A): DAG Representation from Initial Graph; (B): Hybrid Graph Representation 

3.3 Heuristic Method for Hybrid Graph 

The hybrid graph consists of several parameters. Though the relationship is defined by the underlying physics, it 
is not necessary that a relation exists between two entities. Hence, a heuristic approach is taken. Greedy search 
algorithm such as GES as described in the section 2.3.5 is applied to construct the final graph. The GES progressively 
generates and removes edges in the graph with FES. It finally stops at the point where the BES hits the local maxima. 
This process is computationally extensive. For graphs with high number of nodes, this process is done in stages. The 



46  

46 

 

 

 

 

Figure 5: The Graph-Based Model Reduction (GBMR) Method 

 

3.1 Initial Graph 

The initial graph is the causal graph extracted from the physics-based analytical models of the PE. The analytical 
models are the physics-based models of the physical entity (PE), which is defined as Pv. Parameters from physical 
systems, such as FEM models, and parameters from literature are used as inputs to the DACM method. The output 
of the DACM method is the causal graph, which contains all nodes and edges from physics-based equations. An 
alternative to DACM for building the initial network is graph-structure learning algorithms from data, such as Bayesian 
networks. The GBMR is combined with a Bayesian network to obtain variable importance in the causal graph [89]. In 
the Bayesian approach, the conditional probability of each node on the causal graph is calculated based on available 
data. Then, sensitivity analyses are performed to determine the most responsive parameters using a Bayesian inference 

   47 

47 

 

 

 

engine. The initial graph contains information about the relationship between nodes and weighted edges. It also 
contains information about the target variables that the DT needs to optimize.  

3.2 Hybrid Graph 

The GBMR process starts with building the initial graph. However, this initial graph is a physics-based 
representation. The DT is a hybrid representation. There is a need to inject process data into the initial graph generated 
in the previous step to build such a hybrid graph. Hence, process parameter data is collected with IoT platforms. 
When the parameter graph and data are available, an analogy modeling technique is followed to generate the 
relationship between the parameters. For example, the relationship between power consumption (P), voltage (V) and 
current (I) of a machine could be established based on the popular relationship = .P V I with the Initial graph as shown 
in Figure 6A. If the data obtained from the machine contains datasets like Active Power (A(P)), Active Voltage (A(V)) 
and Active Current (A(I)), the datapoints could be appended to the initial graph and a hybrid graph could be 
established as shown in 6B.     

                                           
                              (A)        (B)     

Figure 6: (A): DAG Representation from Initial Graph; (B): Hybrid Graph Representation 

3.3 Heuristic Method for Hybrid Graph 

The hybrid graph consists of several parameters. Though the relationship is defined by the underlying physics, it 
is not necessary that a relation exists between two entities. Hence, a heuristic approach is taken. Greedy search 
algorithm such as GES as described in the section 2.3.5 is applied to construct the final graph. The GES progressively 
generates and removes edges in the graph with FES. It finally stops at the point where the BES hits the local maxima. 
This process is computationally extensive. For graphs with high number of nodes, this process is done in stages. The 



48  

48 

 

 

 

GES algorithm is suited for high-dimensional datasets. GES was applied in causal model discovery in directed graphs 
like the hybrid network in [105]. The GES provides the final graph that serves as an input to the model reduction 
method. The process of GES is demonstrated in Algorithm 1. The input to the algorithm are data collected from the 
PE, the nodes or variables involved ( in ), an order of deletion that defines to what extent deletion of edges can be 

done (k ) and a deletion score (λ ) which is the terminating parameter. The FES and BES methods are constructed to 
obtain the final graph. The section marked with “A” in the algorithm is constructed with python library known as 
sempler [106]. This library is used in the field of causal discovery in real data set where relationships between the 
variables are unknown.  

 

3.4 Graph Spectral Clustering 

The evolution of the GBMR method continued when more fundamental questions were raised about the causal 
graph structure. The hybrid graph input to the GBMR method assumes that the causal graph structure is complete 
when the node-importance measuring algorithms run on it. This is indicated by a * sign in the Figure 4 when importing 
the graph from the graph library. That means the graph structure does not change at runtime (no nodes or edges are 
added or removed). Hence, it becomes possible to segment the bigger graph into structurally similar chunks. A spectral 

Algorithm 1: Greedy Equivalence Search 
 
Input: Data D , order of deletion k , nodes in , deletion score λ  
Result: Final DAG G  
initialization; 
Define I-MAP of G  
 
Forward Equivalence Search ( , , ,in D k λ ): 

Generate maximal cliques C = 
1
,...,

nn nC C  
 

Backward Equivalence Search (C ): 
Repeat 
 Edge deletion with k  
 If λ < 0 && every node in G k≤  
  Return G  

Else 
 1k k= +  

 
end 
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clustering-based graph-cut method for DAGs was used for this purpose [107]. Spectral clustering method learns the 
graph structure and provides the hierarchical cluster based on the graph Laplacian [108]. The Spectral clustering 
algorithm classifies the parameters into cluster membership based on the adjacency matrix.  

The spectral clustering algorithm defines three parameters: number of clusters in which the graph should be split, 
the affinity or adjacency matrix of the graph and random state used to initialize the graph decomposition method. 
Because of this graph decomposition, the nodes which belong to the similar clusters can be identified that might have 
similar behaviour in the graph.  

 
  

The first step of the algorithm is to obtain the similarity matrix S which can be the adjacency matrix [ ijA ]. The 

input to the spectral clustering algorithm also contains the number of clusters k in which the graph should be divided. 
The unnormalized Laplacian [ L ] is computed with the help of equation 1 and the Laplacian in normalized with the 
Chung criteria to obtain the normalized Laplacian [ NL ] with equation 3. When [ NL ] is obtained, the eigenvalues e
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are computed. Then the eigenvectors v  corresponding to the smallest eigenvalues are computed. The value of k  is 
determined based on the number of peaks in the eigenvector plot. Figure 7 shows the graph cuts based on the spectral 
method in a graph of 183 nodes used in the turbo compressor case study.  

The peaks in figure 7 (first and second eigenvector plots with 0 eigenvalue) indicate sharp change in values, 
indicating a possible graph cut. These peaks decide the value of k in the k - means algorithm. k - means is used to 
construct the clusters and group variables in it. Spectral clustering provides an idea of how structurally similar the 
variables in the graph are. Spectral clustering method is combined with the Node ranking method to identify the 
important variables.   

   

Figure 7: Spectral Graph Cuts 

3.5 Importance Measurement 

In GBMR, graph centrality methods such as WPR and EVC are used for the hybrid graph to identify the important 
nodes. If the smallest eigenvalue is zero, the node's importance can be measured. When these nodes are identified 
according to the WPR score, they are compared with the results of the spectral clustering algorithm. When both the 
node centrality algorithms and spectral clustering rank the node highly, the node is declared an important node [109]. 
If the eigenvalues are not zero, the hierarchical node rankings can be applied. This check is made in the GBMR method 
soon after the hybrid graph is obtained. If the hybrid graph provides zero or negative eigenvalues, the graph is not 
complete. There are some edges connected in the wrong locations, and some nodes are not connected at all. In either 
case, the input graph is invalid. If there are nodes that cannot be connected in a legitimate graph with all other nodes 
and edges in place, a pseudo-node is generated for the nearest neighbor to make the graph valid.  
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The WPR algorithm used in GBMR is shown in algorithm 3. The WPR is calculated with a method known as 
power iteration method (PIM). The method takes several factors as inputs such as the DAG G , the damping factor 
α , maximum number of iterations the algorithm should run maxi , and the weight w needed for weighting the edges 

of the PageRank. For check the convergence of the algorithm an error tolerance tole  is also defined. If w is not 

mentioned, it is assumed to be 1. maxi  is usually kept as 100, as the algorithm converges before 100 iterations. The 

damping factor α  is kept in between 0.85 and 1 which indicates a gradual convergence towards the final score. In the 
section marked as “A” in the algorithm, the validity of the DAG is checked. As mentioned previously, the graph must 
be a DAG. Then in the “B” section of the algorithm, equation (5) is used to compute the WPR score. The value of 
w can be altered to get the best WPR score depending on the case at hand. In many cases 1.5 2w≤ ≤ provide good 
rank distribution. Finally, in section “C” of the algorithm, the convergence is checked, and the final score is returned 
for all nodes based on equation (6). So, the result of the WPR is a hierarchically ordered matrix. This matrix can be 
decomposed into high importance matrix [XH] and low importance matrix [XL] based on suitable threshold of WPR 
score. The algorithm is applied to a case study of superconducting magnets and described in Publication I [110].  
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3.6 Analysis of Importance 

The GBMR method further evolved when the eigen vector centrality algorithms such as EVC and Katz were 
compared with the output obtained from modified PageRank algorithm, the match of important parameters were less 
than 60%. It was discovered that the accuracy of the node’s importance depends on the ranking method selected. To 
address this issue, evidential reasoning technique such as Dempster-Shaffer theory was used for consolidating the 
node importance scores. DST complements the GBMR method by providing a belief structure to decide when a node 
is considered high importance. The mass functions are calculated and ( )evidentialM i  was computed. Even though the 

node is differentially ranked by the node ranking algorithm, DST helps decide by fusing the available information of 
the nodes which are contradictory in their ranking. An aggregated node ranking is achieved with the application of 
DST which is used to select the parameters for DT optimization problem [104]. The DST method was built with the 
python library known as pyds [111]. This library provides prebuilt functions for DST for computing mass functions, 
belief functions, plausibility, and commonality functions.  

The outcome of the GBMR method was benchmarked against machine learning based methods such as random 
forest regressor (RFR) and Gini importance. RFR with Gini importance is a fast and accurate way of analysing feature 
importance in high dimensional data. The benchmarking process provides an estimate of relevance of the important 
parameters. Gini provides a superior method of feature importance measurement than other methods such as PCA 
or SVD. RFR and Gini optimizer provide a parameter ranking stored in [XH(RFR)]. [XH(RFR)] is compared to [XH] 
to check the number of parameters declared important by both methods. A threshold t is defined at this stage as 
shown in Figure 5. If the match percentage is below t, the mass functions and BPA is revaluated, and the process is 
run again.     

An alternative approach to the RFR method is to analyse the GBMR method by formulation of an optimization 
problem. This is shown in Figure 5 by the dotted grey boxes. The problem was formulated as a multi-objective 
optimization (MOO) case. The objective function is setup with the target variables of the DAG and the parameters 
from [XH] used to attain the target variables. An empirical approach was taken to determine a pareto efficient solution. 
However, formulating such a multi-objective optimization problem is challenging in situation containing high number 
of parameters. In section 5, a MOO is set up for validating the output of the GBMR method.  

The GBMR method is validated with the help of two case studies: (1) DT of a Grinding Machine, described in 
Publication II & Publication III [104,112], and (2) DT of turbocompressor, described in Publication IV. In both 
these case studies, graph-based system models are developed with the help of techniques mentioned in section 2.3. 
Model fusion principles are used to combine models from different domains. In these case studies, two different 
graph-based approaches are taken for the model development part. Finally, the GBMR method is applied to these 
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graphs to simplify the system by identifying the important nodes. Both the case studies use assumptions to make the 
GBMR process applicable. Validation by benchmarking is done by competing the GBMR method against machine 
learning-based methods such as RFR, as mentioned in the previous section. 
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4 CASE STUDY I: GRINDING WHEEL DIGITAL TWIN  

The case study and its findings are published in Publication II, Publication III and partly in Publication I. The 
case study describes the need for the GBMR method when building multidimensional DTs. The graph-based model 
development is done from a finite element model built to study the physics of grinding wheel wear. This finite element 
model is an input to this case study, and it is published in parts in [113]. This case study is the outcome of the Business 
Finland-funded digital ecosystem development project ÄVE. The study was conducted in between 2020 and 2021.  

4.1 Graph-Based Model Development  

In this case study, the reference model presented in figure 1 is implemented on a cylindrical surface grinding case 
study. In grinding operations, an important concern is the life of the grinding wheel. The PE consists of various 
subsystems of the grinding machine; several sensors and IoT/IIoT devices are integrated with the machine. Acoustic 
emission sensors, accelerometers, temperature sensors, and sensors for current and voltage measurement are used to 
capture data from the PE. The VE is the entire virtual representation of the grinding system, unifying several models 
such as the geometric model Gv, the physics-based model Pv, the behaviour model Bv and the rule-based model Rv. 
The models and their role in the VE are described as: 

• Gv is the simplest graphical model. It contains geometric information such as dimensions. Gv contains 
information like the diameter of the grinding wheel, bore-to-hole ratio, width of the bore, and workpiece diameter. 
Another parameter that can be obtained from the geometry models of the grinding wheel and the workpiece is the 
equivalent diameter. This measure allows a comparison between two grinding applications. From the relationship of 
the equivalent grinding diameter, the graphical model Gv is constructed. Gv is connected to Pv through the geometry 
information it contains regarding the equivalent diameter.   

• Pv is the graphical representation of the multi-physical phenomena in the grinding process, and it is solved 
with finite element method to obtain wheel wear and volume of material ground. Pv is generated based on dimensional 
analysis conceptual modeling framework along with well understood grinding physics available in literature. Firstly, 
analytical models are built for the grinding wheel such as FEM and Multiphysics models. The parameters used in the 
FEM models and their relationship are extracted from literature and used as an input to the DACM method. The Pv 
is also analysed with the help of heuristic methods such as GES algorithm.   
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• Bv represents the dynamic behaviour model of the grinding process. Bv determines the variation of dynamic 
response such as the grinding force, vibration, and grinding power. This dynamic behaviour model effects grinding 
quality parameters such as roughness or residual stresses. In [114], the dynamic behaviour of grinding process is 
defined mathematically as a function of chip thickness and contact length between wheel and workpiece. In high-
speed grinding, variation in vibration or work piece runout are dynamic behaviour patterns that influences the grinding 
quality. Bv can be built as a function of maximum uncut chip thickness and contact length between the wheel and 
workpiece. Bv is connected to Pv through common parameters governing process physics and dynamic behaviour 
such as volume of wheel worn Vs and volume of material ground Vw.  

• Rv is a data-driven model which defines the deduction rule between the grinding wheel wear and the input 
parameters. Data collection is done from the grinding process with the help of acoustic emission sensors and 
accelerometers. The input parameters are rotational speed, tangential force and vibration along X, Y and Z. An 
artificial neural network (ANN) is implemented similar to [115] to associate specific levels of the sensor signals with 
the grinding wheel wear. The feed forward propagation of the ANN is a logistical regression method, but the back 
propagation is the actual learning event when the weights of the ANN are learnt to predict grinding wheel wear based 
on sensor data. To connect Rv to the rest of the models, accuracy of the ANN is chosen. When the accuracy of the 
ANN is sufficiently high, Rv can be connected to Pv through grinding power [116].   

Figure 8 describes the DT test bed setup in Tampere University Mechatronics research lab [113]. The PE is shown 
in the figure is a grinding machine spindle which hold the grinding wheel and the bottom spindle that contains the 
work piece. The process parameters such as grinding wheel rotation speed (v_s), workpiece rotation speed (v_w), feed 
rate and coolant delivery are continuously measured from the PE. Parameters such as tangential force (F_t), normal 
force (F_n), acoustic emission (a01) and max temperature (T_max) are measured online with specialized IoT sensors. 
And other parameters such as volume of the wheel worn (V_s) or volume of material ground (V_w) are measured 
offline. To build the multi-dimensional graphical model described above, following models are combined: 

 
i. Finite element analysis (FEA) model of the grinding wheel: The mathematical models used to build the FEA 

are utilized to build the graph-based model. The FEA contains both geometrical and physics-based model 

information. FEA provides the model parameters. The relationship between these parameters is not obtained 

from the FEA model. Hence, the relationship between the parameters is modelled with the help of the graph-

based method mentioned in section 3.  

ii. ii. AI-based model for prediction of process parameters: An ANN-based model is used to predict the state 

of the process parameters obtained from the FEA. The inputs to the ANN model are online- and offline-
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• Pv is the graphical representation of the multi-physical phenomena in the grinding process, and it is solved 
with finite element method to obtain wheel wear and volume of material ground. Pv is generated based on dimensional 
analysis conceptual modeling framework along with well understood grinding physics available in literature. Firstly, 
analytical models are built for the grinding wheel such as FEM and Multiphysics models. The parameters used in the 
FEM models and their relationship are extracted from literature and used as an input to the DACM method. The Pv 
is also analysed with the help of heuristic methods such as GES algorithm.   
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• Bv represents the dynamic behaviour model of the grinding process. Bv determines the variation of dynamic 
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work piece. The process parameters such as grinding wheel rotation speed (v_s), workpiece rotation speed (v_w), feed 
rate and coolant delivery are continuously measured from the PE. Parameters such as tangential force (F_t), normal 
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And other parameters such as volume of the wheel worn (V_s) or volume of material ground (V_w) are measured 
offline. To build the multi-dimensional graphical model described above, following models are combined: 

 
i. Finite element analysis (FEA) model of the grinding wheel: The mathematical models used to build the FEA 

are utilized to build the graph-based model. The FEA contains both geometrical and physics-based model 

information. FEA provides the model parameters. The relationship between these parameters is not obtained 

from the FEA model. Hence, the relationship between the parameters is modelled with the help of the graph-

based method mentioned in section 3.  

ii. ii. AI-based model for prediction of process parameters: An ANN-based model is used to predict the state 

of the process parameters obtained from the FEA. The inputs to the ANN model are online- and offline-
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measured parameter values. The predicted values of the parameters are continuously compared to the 

measured parameters to estimate the error. This is indicated by the accuracy (acc) of the ANN in figure 9.   

iii. Behavior models are established based on different physical phenomena. In the case of the grinding wheel DT, 

Barkhausen noise is used to tune the parameters and build the behavioral model. The behavioral model of 

development is described in [97].  

In this study, a temperature-based behavior model is generated with grinding power as the main parameter 
considered for the DT. The temperature is measured with a Hall-effect sensor. The response time for this sensor is 
0.5μs. The key challenge for an efficient real-time DT in grinding is to obtain the model’s response times within the 
same order as the sensor acquisition frequency. Such DT requires integrating models that are computationally efficient, 
thus the need for developing model reduction methods that can be integrated with the grinding DT. This also limits 
the application of standard model order reduction algorithms, which are built into modern commercial software 
packages, as they could not be extended to the AI-based or behavior model.  

 

 

Figure 8: Grinding Wheel Physical Entity. 
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Figure 9: The Fusion Model GF of the VE; (a) Geometry model Gv; (b) Physics-based model Pv; (c) Behaviour 
model Bv; (d) Rule model Rv 

 

Graph-based methods described in section 3 is utilized to build and extract the causal relationship between the 
process, online and offline measured parameters for the grinding wheel wear. The graph-based method provides a 
causal graph which is a knowledge model of the parameters. The physical parameters needed to build the causal graph 
are extracted from literature and could be found in Publication II [112]. In Figure 9, graph-based method is used to 
build the fused model of Pv, Gv and Bv and Rv. The physics-based model Pv approximates the Jaeger’s analytical model 
described in [97]. The Jaeger analytical model is used in grinding temperature profiling. The Jaeger model, maximum 
temperature approximation of grinding and triangular heat flux distribution is used to build the FEA model. The 
mathematical notations and explanation of these models are provided in Appendix B equation 27 to 45. The Pv is 
extracted from this FEA model by application of DACM framework.     
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Fusion of the multidimensional models is an important step in the construction and operation of the VE. These 
models embed large amounts of information, such as product geometry, process physics, functional behavior, and 
failure rules, in different formats. Hence, realization of the fusion process is a challenging but essential task. Different 
software is used to build different models, which might not be compatible with each other. For example, the geometry 
models are constructed with 3D computer-aided design (CAD) software, whereas the physics-based models are built 
with finite element modeling (FEM) software, and the rule-based models are constructed with an ANN model. For 
this reason, a graph-based approach is used for the fusion model shown in figure 9. To fuse such a multidomain 
model, the correlation and mapping processes of these parameters are analyzed. The interdependence of the model 
parameters is identified from the FEM model and data collected from the grinding test rig shown in figure 8. An ANN 
rule-based model is used to correlate the missing relationships into the model core. The models are integrated into 
their structural topology and functions. Figure 9 shows the fused model, called GF.  

  

4.2 GBMR Application 

The fusion model of the VE contains a large number of variables whose states and values must be known to 
obtain correct prediction and simulation results from the VE.  Hence, the GBMR method is applied to obtain a 
reduced model of the fused model shown in figure 9 so that knowledge of a smaller number of variables is required 
to compute and optimize the target variables. This improves the performance of the simulation process of the VE, 
making it faster and computationally less expensive. The GBMR method used in this case uses spectral clustering and 
the node importance method to obtain the cluster importance.  

Algorithm 1 from section 3 is applied to obtain the spectral clusters. The Laplacian graph is normalized with the 
help of equation 3. The eigenvector distribution shows there are four peaks, and it is reflected in the spectral graph 
cut. Algorithm 3 from section 3 is then utilized to obtain the node ranking with WPR.  When spectral clustering 
techniques are used in conjunction with a graph centrality algorithm, such as WPR, the cluster hierarchy can be 
determined according to their impact on the target nodes. WPR is a class of eigenvector centrality measures. There 
are other eigenvector centrality measures that take the same eigenvector approach as WPR, such as Katz [117] and 
eigenvector methods, as indicated in section 2.4.2 and equation 7. However, upon further investigation, it was found 
that the similarly ranking algorithms used to compute node importance ranking do not agree with each other regarding 
the grinding system graph. One interesting aspect to mention here is that the algorithms for undirected and directed 
graphs are different. This is because a directed graph does not have a symmetrical adjacency matrix. Hence, directed 
graphs such as the DT graph must be normalized before the application of clustering and the node importance 
algorithms. The results obtained from both these algorithms are presented in section 5.  
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Although the three methods— (1) WPR, (2) EVC, and (3) Katz—fall under the class of probabilistic eigenvector 
distribution methods where the relative importance of a node depends on the importance of its neighbors and the 
degree distribution in the network, the ranking order of the nodes does not agree completely. This difference in 
ranking order is shown in figure 11A. This is problematic because a definite ranking system cannot be followed, and, 
depending on the selection of the method, there will be a recommendation to optimize completely different sets of 
nodes. This affects the results of the system. Hence, there is a need to tackle this uncertainty in the node ranks. DST 
is applied to combine the results from different centrality metrics based on evidence of whether a node is important.  

To validate this approach, performance variables marked in red in figure 9 are optimized based only on the 
variables from cluster 1 and the values are compared with other grinding case studies from the literature. There are 
conflicting objectives in the VE as the variable Vs should be minimized and Vw should be maximized in the grinding 
operation. Hence a multi-objective optimization problem is formulated and solved to demonstrate the significance of 
cluster 1 variables on the performance of the VE. 

 

4.3 Results  

A spectral clustering algorithm is implemented to obtain the graph partition of GF. GF consists of 62 variables in 
total. The first step in the algorithm is to define a similarity matrix. The similarity matrix is chosen as the adjacency of 
GF. From this adjacency matrix, the graph Laplacian is computed, and the eigenvalues and eigenvectors are computed 
from the Laplacian. As GF is a directed graph, the Laplacian is normalized with help of equation 3 to obtain the graph 
cuts. The number of clusters are decided based on the eigenvectors, and it is shown in Figure 10. Presence of 4 sharp 
peaks in the eigenvector graph indicate the presence of four partitions. The cluster is reconstructed with the graph 
along with k-means clustering where k is decided by the eigenvector values. For GF, k=4 was selected. Figure 9 shows 
the clusters from spectral clustering algorithm for GF. The clusters are colour coded. The cluster marked in yellow is 
the first and biggest cluster with 53 variables in it, which cannot be subdivided further when the value of k is 4. The 
variables marked in red belong to the second cluster that contains many variables whose values depend upon the 
variables in the first cluster. The green and blue clusters contain other less important variables that do not contribute 
significantly to the prediction and simulation results of the VE. The spectral clustering already sets a hierarchy of 
variables.  

Algorithm 3 is used to find the relative importance of the clusters. This algorithm has shown stability in node 
ranking and has been popularly used for variable screening in physical networks. The WPR score is shown in Figure 
10. It is found that higher WPR scores are obtained for variables lying in the first cluster. Whereas the scores of 
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variables lying in other clusters are low and fail to qualify as important variables when a threshold of 0.025 is selected. 
This threshold of 0.025 is selected based on the percentile WPR score of all the variables. Also, applying classical 
Pareto principle on the percentile scores is done.  

It can be observed from the spectral clustering pattern that cluster 1 contains the target variables of the physics-
based model Pv. At this point, it is desirable to reformulate the VE model based only on the variables belonging to 
cluster 1 in yellow. Variables in other clusters are placed in [XL] matrix as they contain dependent variables and their 
knowledge itself does not alter the computing or simulation time of the VE by a large amount. Clusters 2, 3 and 4 
contain variables, which have a low WPR score, and it could be inferred that they do not contribute significantly to 
the target variables. Cluster 1 is therefore the most important cluster containing all the important variables that should 
be optimized to obtain higher performance of the twin. 

 

Figure 10: WPR Score for the Graph-based Model. 

Moving further on in the GBMR process, the consolidation of the ranking must be done by spectral clustering 
and node ranking because of the reasons mentioned in section 3.6. The evidential reasoning method is applied for 
this, as described in section 2.5. The result of the evidential reasoning-based score for the grinding case study is shown 
in figures 11A and 11B. From figure 11A, it is found that the node importance score based on evidential reasoning 
aggregates the scores provided by other centrality techniques. Figure 11B shows the disagreement between the three-
node importance measurement algorithms. It can be found that in some nodes, the algorithms agree with each other. 
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The DST score does not affect those nodes. The nodes, which are ranked lower in DST, have more disagreement 
among the centrality metrics. This introduces a high degree of uncertainty in those nodes that are considered 
important. On the other hand, the nodes for which all centrality metrics have ranked higher with little disagreement 
have a higher score from DST. Thus, assuming that the graph-based representation of the grinding system wear 
prediction and monitoring is complete, a hierarchy of the nodes in that graph is obtained, considering the uncertainty 
in that ranking system. Hence, those high-importance or high-impact nodes can be obtained that contribute 
significantly to the target variables of the grinding system, such as Vs and Vw in the DT graph.   

 

Figure 11A: Comparison of Node Importance by Centrality Methods and DST 

 

To validate the GBMR approach, performance variables Vs and Vw are optimized based only on the variables 
which are subsets of high DST score and lying in the cluster 1. The optimized values of these performance variables 
are then compared with other grinding case studies from the literature to understand how close the value of the 
performance variables is by considering just the important variables with GBMR method.   
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Figure 11B: Disagreement Between Node Important Measurement Algorithms 

4.4 Parameter Optimization 

Parameter optimization serves two purposes. Firstly, it validates the GBMR method and determines whether the 
reduced set of parameters can provide the target value accurately. Secondly, the parameter optimization provides the 
error in prediction in the target parameters. Hence, an optimization problem is set up with the reduced set of 
parameters. In Publication I, similar parameter optimization was set up and solved with the help of a genetic 
algorithm. In the range of values for the reduced parameters in [XH], the values of the target parameters were noted 
when the solution hit the pareto front. In Publication II, there are conflicting objectives in the VE as the target 
parameter Vs should be minimized and Vw should be maximized in the grinding operation. Hence, a multi-objective 
optimization problem is formulated and solved to demonstrate the significance of cluster 1 variables on the 
performance of the VE. Here is a snapshot of objective functions selection:   
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In objective 1, Vs is defined as a function of aS, which is the wear depth of the grinding wheel. As no standard 
value for as was found in literature, it is assumed to be the lowest value of the variable ae. In objective 3, the value of 
C is chosen as 32 μ/mm2 and grit size r is chosen as 500 based on ANSI B74.16, 1995. Also, for surface grinding, de 
≈ ds . The optimization problem is solved with the help of a MATLAB based genetic algorithm solver and data 
collected from the digital environment for grinding with IoT devices from the test rig shown in Figure 8. The values 
of the variables, whose data are not collected from the digital grinding environment, are derived from previous work 
on grinding parameter optimization such as the case study presented in [118]. Acoustic emission data is collected from 
the grinding machine with acoustic emission sensors. The acoustic emission intensity is related to the grinding power 
P to compute volume of wheel wear Vw, if a significant accuracy is obtained from the rule-based model Rv. The fitness 
function for multi-objective optimization is defined according to the mathematical expression of the performance 
variables. The optimization result is shown in Table 1, for nb = 20.  
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value for as was found in literature, it is assumed to be the lowest value of the variable ae. In objective 3, the value of 
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of the variables, whose data are not collected from the digital grinding environment, are derived from previous work 
on grinding parameter optimization such as the case study presented in [118]. Acoustic emission data is collected from 
the grinding machine with acoustic emission sensors. The acoustic emission intensity is related to the grinding power 
P to compute volume of wheel wear Vw, if a significant accuracy is obtained from the rule-based model Rv. The fitness 
function for multi-objective optimization is defined according to the mathematical expression of the performance 
variables. The optimization result is shown in Table 1, for nb = 20.  
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Table 1. Optimization Results for Target Parameters with [XH] 

 

Variables Optimized value 

Vs 24.485 mm3 

Vw 1419.4 mm3 

Rt 0.8 μm 

 

To compare the optimization results with the case study from literature, GRatio is used. GRatio is a measure of the 
ability of a grinding wheel to remove materials and it is given by the ratio of Vw/Vs.  GRatio obtained from Table 1 is 
57.95 and GRatio obtained from the case study is 60. Hence, less than 10% error is obtained. This indicates that the 
variables selected by the GBMR could be sufficient to provide meaningful information on performance optimization 
of the VE.  

The trade-off between the model fidelity and computational complexity requires a case based analysis. However, 
the discussion in this case study is focused around whether a high fidelity model is relevant for the DT of the grinding 
system. The high fidelity simulation models introduce several computational complexities such as space complexity 
and time complexity. The high fidelity FEA model for grinding does not consider the memory or storage requirements 
of the model as the input size grows. This can involve tracking the amount of memory needed for variables, data 
structures, and intermediate computations.  The time complexity of the FEA model is quadratic in nature because of 
the large number of operations the model needs. The FEA model shown in Figure 8 requires 516.884 min to solve 
for all target parameters in the high performance computing cluster known as “Galerkin” at Tampere University. The 
graph-based multi-domain fusion model mitigates this space and time complexity however, it introduces other types 
of time complexities. As discussed in chapter 3, factor graph and graph decomposition algorithms add to the time 
complexity.  The time complexity of these algorithms is often related to the number of parameters and the graph 
structure. By simplifying the graph structure and reducing the number of parameters, GBMR contributes to the 
reduction in computational complexity of the DT.  
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The service dimension of the DT reference framework shown in figure 1 is the service provided by the GBMR 
service based on the application. In the grinding wheel wear case, the DT provides several services. For example, a 
predictive maintenance service by predicting the remaining useful life of the grinding wheel based on continuous 
monitoring of various parameters such as grinding forces, temperatures, vibrations, and wear patterns. The influential 
parameters obtained from the GBMR anticipate when the wheel will need replacement or maintenance, minimizing 
downtime and maximizing productivity. With the help of GBMR, the DT can optimize grinding parameters such as 
wheel speed, feed rate, depth of cut, and coolant flow rate to maximize material removal rate while minimizing wheel 
wear and energy consumption. Similarly, the DT provides sustainability services such as improving energy efficiency 
and reducing environmental impact of the grinding process. By selecting the energy consumption related parameters 
as target parameters, the GBMR can efficiently find and optimize those parameters. GBMR can suggest alternative 
process parameters or equipment configurations that minimize energy usage while meeting production requirements. 
Finally, the DT of the grinding system can serve as a test bed for training operators and engineers.   
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Table 1. Optimization Results for Target Parameters with [XH] 
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5 CASE STUDY II: TURBO COMPRESSOR DIGITAL TWIN 

This case study and findings are published in Publication IV. The case study describes the evolution of the GBMR 
method from modeling the twin to obtaining the reduced representation. This case study is the outcome of the 
Business Finland-funded project SNOBI. The study was conducted in 2021 and 2022.  

5.1 Turbocompressor Physics  

    Many advancements have taken place in compression technology over the last decade. One example is the use 
of active magnetic bearing (AMB)-driven centrifugal compression, which is controlled with variable speed drives 
(VSD) [119]. AMBs use the principle of magnetic levitation, that is, using magnetic forces generated by electrical coils 
acting on the conductive materials in the shaft to levitate the rotor within the bearing tolerances, thus reducing the 
frictional losses in the rotor to almost zero. This principle allows the rotor to operate without any mechanical contact 
between the static and rotating parts of the centrifugal compressor. As a result, the compressors do not need complex 
lubrication systems and can run for longer periods without regular maintenance.  

Although there are several advantages to a VSD-based centrifugal compressor with AMB, the inherent instabilities 
in the compression system cannot be totally removed. Instability in the compression system occurs when a small 
disturbance in the transient gas flow does not return the system to its original steady equilibrium state.  There are 
predominantly two types of instabilities in compression systems: static and dynamic. Dynamic instabilities are more 
common in compressors, overpowering static instabilities. There are two types of dynamic instabilities known as stalls 
and surges.  

Stalling is a complex flow instability originating from regions of flow stagnation that are created near the impeller 
blade confinements of the centrifugal compressor, known as stall cells. These stall cells interact with each other and 
travel around the impeller axis with a speed of up to 70% of the impeller speed, significantly dropping the performance 
and efficiency of the compressor. Hence, AMB-based compressors are at risk of developing stall cells and eventual 
impeller failure. Stalling can be progressive or abrupt in nature. The progressive stall is the more common and riskier 
form of stall.  
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Stalling is a precursor to surge, which is the principal destabilizing phenomenon in centrifugal compressors with 
or without AMB. Due to stalling, the compressor cannot generate enough pressure at the outlet to match the pressure 
built up inside. This forces the compressed air to flow back towards the inlet, resulting in a rapid asymmetrical 
oscillation known as surge oscillation. Surge is a concern for compressor manufacturers, as it affects the entire 
compression system, including the compressor and all components upstream and downstream in the air delivery path. 
A surge is recognized by violent vibration and high gas temperatures that eventually cause structural damage to the 
compressor. Hence, surge mitigation requires precise and accurate modeling and control methods. Appendix A 
provides a list of mathematical expressions used to model the surge and stalling behavior of the compressor with 
AMB. For this, the Greitzer compression system model is utilized as a foundation for building the graphical model 
[120]. The DACM transforms the Greitzer compression system model into the initial graph of the VE.   

 

5.2 Graph-Based Model Development 

The GBMR method is applied to the graph-based representation of the system. The initial graph is constructed 
with DACM, as described in figure 5. The target parameters are identified by the propagation of strategic objectives 
in the causal graph. The causal graph is checked for loops and contradictions, and they are removed. The parameters 
from the initial graph are appended to the system-level model, and the hybrid graph is established. The hybrid graph 
is treated as the input to the GES algorithm provided in algorithm 1. The final graph is the knowledge model, which 
consists of details from both the physics-based and data domains. The final graph is used as an input to the model 
reduction process. The following section describes the physics of turbocompressors for initial graph development. 
(All standard notations are used in this section. An explanation of the notations is presented in appendix A, equations 
17 to 26).  
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Figure 12: The Physics-based Initial Graph of Turbo Compressor 

Initial graph: Surge is a gradual built-up phenomenon whose occurrence can be understood by monitoring 
pressure rise in the compressor, the plenum pressure rises, mass flow rate of compressed air and mass flow rate at the 
throttle. These variables and their interrelationship are defined by the Greitzer compression system model which 
provides a lumped parameter model of the compression system. The mathematical equation needed from literature 
to build the graph-based Greitzer compression system model with DACM is described in equations (17) through (26) 
in Appendix A. This model provides the basic physics-based causal formulation of turbocompressor system.  

The causal model is used to extract and represent the causal relationship between the variables in the Greitzer 
Compression System Model. The result graph obtained is shown in figure 12. This network is built to optimize the 
stability of the compression system. Stability is quantified with , ,p c cψ ψ φ and pφ from the Greitzer Compression 

System Model. This is indicated with red-colored variables. These are called performance variables in the DACM 
nomenclature. The variables in red are the target variables defined by the system. The blue variables are the dependent 
variables, which are dependent on the green variables, known as independent variables. The black variables are 
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exogenous variables that are not affected by external or internal change. The weights on the edge of the network are 
assigned as per the power law and utilized in the GBMR approach.  

Hybrid graph: The initial graph captures the physics-based representation of the system; however, it is bound to 
the steady state of the system, and its implication is theoretical. In earlier studies, efforts were made to define the 
practical usage of this causal graph entity using theories from artificial intelligence. System-level models, as in figure 
13C, represent the dynamic state of the system that is related to the physical phenomena guiding it. In the VSD unit 
of turbofans and motor systems shown in figure 5B, the variables from the dynamic system model are organized, and 
the causality between these variables is extracted, guided by the initial graph (i.e., the Greitzer compression system 
model). By embedding parameters or networks from figure 5 into relevant sections of figure 13C, a hybrid of the 
physics-based and the systems-level models is created. This combination of the physics-based and systems-level 
models is called the hybrid graph. This hybrid graph is the dynamic system-level model in DAG form.  

 The methodology described in section 3.2 is used to build the hybrid graph. The factors affecting the pressure 
differential parameters in the three turbomotors and compressor systems in the systems-level model—pressure 
differential, maximum free air delivery, motor speed, and motor stator temperature—are associated with 
nondimensional pressure rise, dimensional mass flow rate, impeller tip speed, and stagnation temperature, respectively, 
from the initial graph. Similarly, the surge limit is connected to the set pressure, and motor rpm is connected to the 
active power based on the physics of the system. The same methodology is repeated to create the causal model of the 
whole system. Additional parameters where this methodology cannot be applied, such as state variables and ON/OFF 
signals, are considered independent if they can be connected to a dependent variable. If the variable has no association 
with the physics of the system, the assumption is made to consider it exogenous. 
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Figure 13: Parameter Assignment and Causality Extraction of Hybrid Model. A: Hybrid Model, B: Parameter 
Assignment and Causality Extraction Process, C: System-level Model 
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The GES algorithm (algorithm 1) is applied to the hybrid graph model, and the result is shown in figure 13A, 
which was constructed in stages, considering every section of the system-level model in 13C. The GBMR method is 
applied to the hybrid graph shown in figure 13A. The results are discussed in detail in section 5.   

 

5.3 GBMR Application  

The hybrid network developed in 13A is a complete knowledge graph in line with the VE representation of the 
DT, embedding the relationship obtained from the underlying physical phenomena, the system-level information 
model, and the data collected from the turbocompressor system. The final network contains 183 nodes.  

The result of the ranking algorithms is shown in figure 14A. The spectral method and node ranking methods are 
done simultaneously. The spectral clustering algorithm is applied to obtain the structure-preserving graph cuts. The 
spectral clustering algorithm is developed with a Python API that uses clustering of normalized Laplacian. The 
eigenvector plot clearly indicates that there are five peaks with zero eigenvalues, indicating the presence of five ways 
the graph can be partitioned. The cluster membership result of the parameters is indicated in figure 14B. Cluster 0 
contains 112 parameters; the second-largest cluster, cluster 3, contains 33 parameters, and the third-largest cluster, 
cluster 2, contains 28 parameters. The two remaining small clusters contain five parameters each. If the clusters are 
reconstructed with the number of clusters at six, no change is observed in cluster 0, cluster 2, or cluster 3. The smaller 
clusters start fragmenting as the number of clusters increases. It is interesting to note that the small clusters contain 
nodes that are farther from the center of the graph, where the target variables are located.    

WPR and EVC scores are shown in figure 14A. The WPR and EVC algorithms for weighted edges are a modified 
version of the NetworkX Python library implementation [121]. The WPR scores of nodes in cluster 0 are consistent. 
The intersection of the high WPR scores with cluster 0 is agreeable except for the environmental parameters, which 
were added to the dataset externally. The highest WPR score is given to maximum FAD. This is consistent with the 
hybrid graph, as FAD is considered a target variable. WPR also nominated motor speed as an important factor 
associated with FAD in the hybrid graph. EVC agrees with the WPR in many cases; however, EVC differs in the 
ranking scheme given by the WPR. State variables such as motor state and turbo state differ considerably between 
EVC and WPR. Hence, the consolidated ranking results are obtained from the node-importance algorithms with DST. 
This is indicated by the difference between the blue and green lines in figure 14A. DST is applied to this hierarchical 
ranking system to find a combined ranking. This is indicated by the yellow line and marked as the final evidential mass, 
or ( )evidentialM i . DST can consider all the available pieces of evidence in deciding whether a node is important or not, 

can give a trusted final decision. After application of DST, the nodes are rearranged, and the nodes lying in the 
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intersection of cluster 0, cluster 2 and cluster 3 with ( )evidentialM i are considered as important nodes. These nodes are 

stored in a high importance parameter matrix [XH] and the other variables are kept in a low importance parameter 
matrix [XL].  

Because of the many variables declared important (173), a cutoff is set for the score. When a threshold of a lower 
limit of 25% of the score is selected, the number of important parameters obtained is 145. Therefore, a 22.4% 
reduction in parameters is obtained. That is, with 22.4% fewer parameters, the hybrid graph can compute the target 
variables. The values of the target variables are measured from the reduced model, and they are computed and 
compared with the values from the literature presented in [119]. These values are Free Air Delivery, pressure 
differential for all turbo compressor (Turbox_OUT_P – Turbox_IN_P), where x is 1, …, 3. The error in the Free Air 

Delivery is ( 
.
Ce FAD φ= − ) and it is less than 4%. The error in pressure differential is e= (Turbox_OUT_P – 

Turbox_IN_P) –
.

Cψ  and it is less than 6%. The maximum value from DST scores is 0.0037. Considering a lower 

threshold than 25% results in selection of 173 parameters or 2.73% reduction. This makes the GBMR very inefficient. 
On the other hand, a higher threshold eliminates important parameters ranked high by both EVC and WPR. This 
result is valid for the selected threshold, which is obtained by a numerical analysis. For a different threshold, the 
percentage reduction varies. The threshold selection method is proposed by combining two methods: (1) based on 
cross-validation experiments to evaluate the performance of different thresholds on multiple subsets of the 
turbocompressor data and (2) incorporating domain knowledge from experts in the shopfloor. A more accurate 
method of obtaining the threshold should be realized as a future direction of this research. These parameters are used 
to construct a benchmarking procedure for the turbocompressor case study.  
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Figure 14: (A) Parameter Ranking by Evidential Reasoning Algorithm; (B) Cluster Membership of Nodes. 

The DT provides several services tailored for turbocompresors such as in the fields of sensor integration, data 
fusion techniques, and predictive analytics algorithms targeted towards minimize downtime, and improve overall 
equipment effectiveness. With the help of GBMR, the DT can integrate physics-based models, data-driven algorithms, 
and machine learning techniques, providing services such as predict potential failures and optimize operational 
parameters. By capturing the relationships between parameters and their dependencies, the GBMR enables a holistic 
view of the turbocompressor system, facilitating fault detection, performance optimization, and decision support. 

5.4 Results  

A validation by benchmarking approach is designed for the GBMR method when applied to the VE representation 
of the DT. The benchmarking method compares the GBMR method to machine learning-based approaches. Classical 
methods such as RFR [122] or a mixture of RFR and deep learning methods such as CRNN [123] can be used to find 
statistically significant parameters that contribute most to explaining the target outcomes when a large number of 
feature sets are present in the data. Such approaches become necessary because, unlike other domains, large training 
datasets are not readily available for identifying important variables for compressor surge prediction.  

The RFR is a type of ensemble method machine learning algorithm. It consists of several decision trees, each 
constructed based on a randomly selected subset of the training dataset. CART, a popular training algorithm, is used 
for this. The training indicates that the individual trees learned some features from the training data, and the ensemble 
of all trees learned the features present in the turbocompressor dataset. The estimation is carried out by voting or 
sampling some statistical value from the estimations of the individual trees [124]. A by-product of the training of the 
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feature sets are present in the data. Such approaches become necessary because, unlike other domains, large training 
datasets are not readily available for identifying important variables for compressor surge prediction.  

The RFR is a type of ensemble method machine learning algorithm. It consists of several decision trees, each 
constructed based on a randomly selected subset of the training dataset. CART, a popular training algorithm, is used 
for this. The training indicates that the individual trees learned some features from the training data, and the ensemble 
of all trees learned the features present in the turbocompressor dataset. The estimation is carried out by voting or 
sampling some statistical value from the estimations of the individual trees [124]. A by-product of the training of the 
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RFR is combined feature importance. Feature importance is a method of ranking features based on how much each 
feature reduces the impurity of the estimation through the nodes of the decision trees. The importance of each feature 
is calculated by normalizing the total reduction in impurity the feature causes. The feature importance identification 
can be done by two methods: Gini importance [125] and permutation importance [126]. It was observed 
experimentally that the importance distribution in Gini can be skewed by ranking some features much higher than 
others. Hence, permutation importance is used to estimate the importance of the features. Permutation importance is 
calculated using a trained estimator and dataset, such as the RFR. The algorithm first uses the estimator to calculate a 
baseline output using some metric on the dataset, then it permutes a feature of the dataset and recalculates the output 
metric. This is repeated with the other features. The difference between these metrics then indicates the importance 
of each feature in the dataset with respect to the estimator output.  

5.4.1 Experiment Design for Validation 

The RFR method is chosen in this study to benchmark the results obtained from the GBMR method. The RFR 
algorithm was built with a python-based machine learning library scikit-learn. An experiment was designed to achieved 
that. The RFR was trained with 517902 samples, using the 183 variables as inputs. The target of the training was the 
power variable calculated as a sum of power variables from the two-motor assembly in the VSD compressor line. A 
hold out test data set of 129475 was left out of the training data. The hyperparameters of the regressor training were 
as follows: 

- number of trees = 200 

- maximum depth of a tree = 10 

- the minimum samples required for a split = 2   

- The accuracy of the trained model on the training data = 0.9998 

- Holdout test dataset accuracy = 0.9997  

The top 20 important variables from permutation importance and GBMR are listed in Table 2. The parameters 
are presented in a high to low order. Figure 15 presents the top 20 parameters obtained from the two methods. The 
common parameters selected by two methods are more important than the order of the parameters. The parameters 
with higher importance score are the most important parameters obtained from both the methods. In the 
benchmarking process, the parameter set obtained from the permutation importance serves as a control.  
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Figure 15: Permutation Importance vs. GBMR Importance  

 

Table 2: Parameter Benchmarking between GBMR and RFR Methods. 

 

Node 
Importance 

Rank 

GBMR Gini 
Permutation 
Importance 

Rank of nodes 

RFR 

1 Max. Free Air Delivery 
(cal.) 

1 M2 RPM  

2 Actual DC Voltage 2 M1 Active power 

3 M2 RPM 3 M2 Active power 

4 M1 Active power 4 M1 Apparent Current 

5 M2 Active power 5 M1 RPM 

6 Turbo1_IN_P 6 M3 RPM 
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7 M2 Press ratio 7 Turbo1_IN_P 

8 Motor1 RPM 8 M2 Apparent Current 

9 Active Current 9 Surge Limit P (bar) 

10 M1 Apparent Current 10 Turbo1_IN_F 

11 Turbo1 Pressure ratio 11 Max. Free Air Delivery 
(cal.)  

12 Turbo2 Pressure ratio 12 Turbo1_IN_P 

13 Surge Limit P (bar) 13 Active Current 

14 MBC 1 PeakCur W1 14 Filter dP 

15 Turbo2_OUT_P 15 Turbo1_IN_P_DIFF_H 

16 Liq_Internal_IN_P 16 Turbo2 Pressure ratio 

17 MBC 2 Rotation 17 Liq_Internal_IN_P 

18 M1 Active Current 18 Turbo3_IN_P 

19 M2 Active Current 19 MBC 1 PeakCur W1 

20 Turbo1_IN_P_DIFF_H 20 Turbo2_OUT_P 
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6 DISCUSSIONS 

As outlined in this thesis, the DT represents a complex modeling system encompassing the modeling of the 
physical entity and the tracking of its behavior over time. Consequently, intricate models with numerous parameters 
are constructed to address target quantities. This research demonstrates that graph-based methods can effectively 
serve as a modeling mechanism for building DTs while providing a clear rationale at each step regarding the causality 
underlying the twin's construction. To manage the computational complexity inherent in DT development and 
operation, novel methods are essential. Traditional approaches to model reduction and computational complexity 
assessment have typically been confined to individual domains, resulting in siloed methods such as model order 
reduction in fluid dynamics and principal component analysis in design optimization. In contrast, graph-based 
methods are gaining popularity due to their simplicity in representing complex information. Moreover, these methods 
are enriched by machine learning and graph algorithms, surpassing traditional techniques in terms of speed and 
accuracy. The case studies presented in the preceding section serve as evidence of these advantages. 

In the context of graph-based representation and reduction of multidimensional DT models, researchers have 
employed various techniques. The literature review conducted for this thesis work revealed several methods 
commonly used by researchers for reducing graph-based models. These methods are outlined below: 

1. Graph truncation: This involves the removal of less significant nodes or edges from the graph that have 
minimal impact on the overall system behavior.  

2. Clustering and aggregation: This entails grouping similar nodes into clusters and replacing them with 
aggregate representations, leading to a reduction in the overall node count. 

3. Dimensionality reduction: Dimensionality reduction techniques decrease the graph's dimensionality, 
making it more manageable. 

4. Model order reduction: This utilizes mathematical methods like balanced truncation to derive lower-order 
models that capture the essential dynamics of the original graph-based model. 

5. Sensitivity analysis with Bayesian methods: This identifies and eliminates noncritical edges or nodes based 
on probabilistic models through sensitivity analysis, focusing on the most influential components. 

These methods are integral components of the GBMR to varying degrees. However, it is crucial to acknowledge 
that these methods cannot be used in isolation. For example, graph truncation may not be suitable for graphs with a 
high number of nodes and edges, and pre-mathematically driven methods may yield unreliable results. These methods 
do not acknowledge the physical relationship between the nodes and edges of the graph. Moreover, these methods 
may lead to contradictory outcomes. To achieve the optimal outcome from the model reduction process, an integrated 
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and proactive approach to model reduction becomes imperative. Such an approach would consider the strengths and 
limitations of each method and adopt a comprehensive strategy tailored to the specific characteristics of the graph-
based DT model and its application. 

The preceding case studies exemplify a comprehensive strategy for DTs based on the GBMR framework. Case I, 
described in chapter 4, addresses challenges related to grinding wheel wear measurement, outlining the strategy 
adopted by the GBMR to represent the wheel wear problem using the graph modeling paradigm based on Jaeger's 
analytical model for grinding profiles. The GBMR framework utilizes spectral decomposition and node importance 
to identify significant nodes. Unlike conventional methods that focus solely on determining important nodes, the core 
idea here is to establish a comprehensive strategy for determining significant nodes based on contextual considerations 
and optimizing the grinding wheel wear process. Case II, described in chapter 5, adopts a similar approach in both the 
graph model and the application of GBMR. The graph model represents the Greitzer model for turbocompressors, 
and node importance scores are determined using the Dempster-Shaffer theory, which presents an alternative 
perspective to Bayesian methods. The outcomes of applying GBMR in these two case studies published in Publications 
I, II, III, and IV are subsequently discussed. 

 

Case Study I: 

This case study proposes a unique graph-based modeling and model reduction mechanism for the DT. This is 
tested with the grinding machine DT. The grinding machine case study demonstrates that the GBMR reduced the 
number of parameters by 14.5% with the DT to provide effective values for the target variables. This reduction was 
directly correlated with resource optimization and reduced effort in the measurement of the parameters, as described 
in section 4, leading to a simplification of the model structure and a reduction in the computational complexity of the 
VE of the DT. This is a clear indication of the benefit of the GBMR.  

The parameters from [XH] matrix that are chosen to build the objective function are considered the most 
significant contributors to the target parameters VS, Wv and Rt. The challenging part though is to build these objective 
functions as many times it was found that a direct relation does not exist between the variables and the target 
parameters. It is possible to simulate the relationship with purely data driven methods like ANN. A genetic algorithm 
solver was used to obtain the result. The [XH] matrix consisted of 53 parameters which resulted in a 4% error in the 
final calculation of the target variables. This is 14.5% reduction in the number of parameters. However, if a lower 
error percentage is desirable, the threshold for importance is reduced that reduces the reduction percentage. 
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The application of the GBMR method to the grinding wheel case study demonstrates that a DT can benefit from 
the advantages of graph-based methods. These methods help in identifying patterns and the parameters that have the 
maximum impact on the DT. Dynamic optimization of these parameters becomes possible, which helps simplify the 
computational complexity of the VE representation. This improves the visualization of the system by synchronizing 
the VE with the PE. This case study demonstrates how the graph-based representation of the VE can be done by 
combining several models from various domains of the grinding system. The GBMR method was further evolved and 
applied in case study II to prove its efficacy.  

 

Case study II:   

The second case study demonstrates how a DT can be created by combining system-level simulation models with 
the GBMR method. The GBMR method identifies the important parameters that need to be measured to optimize 
the performance of the VE. This was done by extracting a causal graph (called a hybrid graph) from the system-level 
representation and identifying the important parameters in this hybrid graph. The case study demonstrates that GBMR 
can be successfully applied to machine-system DTs to not only meaningfully represent the DT but also reduce the 
computational complexity of that representation.  

To demonstrate the GBMR, a sample of the top 20 parameters was taken from the 183 parameter set. The accuracy 
of the GBMR method was benchmarked against the RFR method. Both methods captured the significant parameters 
from three motors and the main compression parameters, as mentioned in chapter 5. Both methods returned active 
current and active power as important parameters. This is in line with the hybrid graph, where current and voltage 
were considered inputs to several parameters, including turbomotor pressure and temperature. Both methods indicate 
the motor RPM as an important parameter; however, RFR indicates that it is the most significant variable by a large 
margin, with a mix of power and current variables also indicated. This is because of the permutation importance, and 
the peak is distinctly noticeable in figure 15. The significance of motor-2 RPM is likely since it explains the operational 
condition of the motor that runs the last compressor stage and therefore works with the highest pressures. This is 
clearly linked to the highest energy consumption rate, making apparent current, active current, output voltage, and 
active power crucial parameters in surge control. The compressor state is correlated to max free air delivery, which in 
turn is related to the active power of the system. The air pressure value at the intake and compressor control-related 
variables are also seen as important parameters. A calculated parameter, the surge limit, is marked as an important 
parameter by both RFR and GBMR. The surge limit is computed from the pressure rise in the compressor and max 
free air delivery. This is because of the use of node importance methods to rank order parameters. The parameter 
pointing to important parameters is also considered important.  
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In the sample of the top 20 parameters, 15 parameters matched both methods. This amounts to a 75% match 
between the two methods. The RFR is a data-driven method, and it does not contain any knowledge of the physics 
of the parameters involved. The GBMR, on the other hand, works on hybrid representation. The 75% match indicates 
that both methods attempt to identify the most important common feature in the parameters. The percentage match 
between parameters obtained from two methods increases up to 78% when the top 100 parameters are considered. 
The motor currents and voltages are identified as important parameters in the [XH] set, as they point to the high-
importance parameter active power. The parameters in [XL] are ignored for benchmarking purposes. When the values 
of [XL] are considered, the benchmark percentage varies. To understand the simplification of the computational 
complexity obtained by GBMR, it is possible to compare the training time of the RFR method with the total execution 
time of the GBMR method. The training time of the RFR method is 81.3471 min. The total execution time of the 
GBMR method, which is a summation of graph structure learning, spectral decomposition, and importance 
measurement, was 72.2318 min. Hence, GBMR is 9.1153 minutes faster at identifying the reduced model. GBMR still 
provides a fast method to quickly capture the influential system parameters. 

The GBMR method provides several advantages over traditional model reduction methods, such as those 
described in section 2.3. More traditional methods used for system-level model order reduction, such as balanced 
truncation, principal component analysis, and singular value decomposition [54], also benefit from the graph-based 
methods. Graph-based methods are more flexible; they use generic algorithms that are applicable to any graph. The 
graph-algorithms combined with machine learning methods like Bayesian networks [38] and methods from the 
artificial intelligence domain, such as evidence theory [80-83], provide better alternatives than traditional methods. 
The design, development, and testing of graph-based model reduction methods are faster than deploying traditional 
methods as the GBMR uses standard libraries and applies several general-purpose algorithms. The graph based 
methods are applicable to any category of problems because of their flexibility. Chapter 5 proves this by applying 
GBMR method of two problems from different engineering domains.     

In the graph-based DTs, there are generic and a nongeneric parts. For example, the model of the grinding wheel 
or compressor is the same for all grinding wheels and compressors. That is the generalizable part. It is even possible 
to build a component library in the final software package (like DNV GL classification) of the DT platform. However, 
when the hybrid model is built with the data obtained for the device and the GES algorithm, it becomes a unique, 
living representation of that device.   
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Publication Summary 

Publication I provides the outcome of applying the dimensionality reduction method to a superconducting magnet 
case study based on DACM and graph centrality algorithms. The mathematical relationships needed for the casual 
model construction in the DACM phase are obtained from three conceptual designs in the design phase of 16T 
superconducting magnets: the cosine theta design, the block design, and the common coil design. Research has found 
that the set of important variables from the DACM casual model need to optimize the performance of simulation 
models to effectively design the superconducting magnet assembly. The important parameters were found with a 
modified PageRank algorithm. After the important variable set [XH] was found, a multi-objective optimization 
problem was formulated based on the literature and mathematical relationships of the design variables. The 
contradictory objectives are identified in the causal model with the DACM propagation of the objective method and 
can be found in [72]. The dimensionality reduction results are included such that, if there are parameters from [XH] in 
the fitness function, they are used as they are. If there are parameters from the low importance set [XL], they are 
ignored in the fitness function. The objective functions for stress are convex ( ( ), ( ) 0f fσ σ′ ′′ > ). The cost function is 

calculated by assuming the volume of the key and the per unit cost of the key. Which is a function of Cm and Ct. Other 
costs are not affected by the volume of the key. The optimization problems are simplified for the purpose of validation 
of the dimensionality reduction method and the convexity of the problem is checked ( ( ), ( ) 0T Tf C f C′ ′′ > ). The 

constraints defined in the optimization problem are well formed and obtained from literature. With this modification, 
the multi-objective optimization was run with the “gamultiobj” solver from global optimization toolbox from 
MATLAB. “gamultiobj” can be used to solve multiobjective optimization problems with several constraints. It aims 
to find solutions that approximate the Pareto front, which represents the set of non-dominated solutions. These 
solutions are considered optimal because no other solution in the feasible region simultaneously improves all 
objectives. “gamultiobj” is based on genetic algorithms. Genetic algorithms are global optimization algorithms, 
meaning they can search the entire solution space for the best solutions rather than getting stuck in local optima. 
Genetic algorithms are particularly useful in case of non-convex problems. The solution obtained from the solver is 
shown in figure 16. 

The solution represents the trade-off frontier, showcasing the best compromise between the cost and the stress 
to design the bladder and key mechanism for superconducting magnets. Solution with heuristic method like genetic 
algorithm provides an unevenly distributed solution as shown in the figure below. But no dominance of one solution 
was found. To validate the dimensionality reduction method, pre-determined values of keyd and keyl were used. 

Samples in between [1,1.5]keyd =  i.e. 6794.06 ( ) 15286.62f σ< <  was selected to compute the cost function. The value 

of the cost function was compared with the actual cost. In the sample range of ( )f σ , the error in ( )Tf C was observed 

as less than 6%.  
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Publication I provides a direction for the development of the GBMR method. It provides a technique for 
modeling systems in the form of graphs with the help of the DACM method. It also provides the platform for the 
application of graph theory algorithms such as centrality measurement to introduce the concept of node importance 
measurement in system graphs.  

 

Figure 16: Solution obtained with gamultiobj solver for bladder and key design for superconducting magnets at 
CERN. 

Publication II continues the work proposed in Publication I to reduce the graph-based models of complex 
systems. In this article, a novel approach is presented to enhance the efficiency of DTs through a model fusion and 
reduction method. Specifically, we explore the utilization of spectral decomposition to group similar variables in 
multidimensional graphical representations of the DT, thereby streamlining the optimization process and reducing 
computational overhead. We focus on the significance of this approach in optimizing the performance variables 
governing the overall performance of the DT, with particular emphasis on reducing the time required for simulation 
model updates based on IIoT data from the grinding wheel case study.   
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Model fusion with graph-based methods involves leveraging the structure and relationships within a graph to 
combine predictions from multiple models, such as the {Gv, Pv, Rv, Bv} models described in section 2.1. The model 
reduction method leverages the spectral decomposition of directed graphs obtained from the model fusion method, 
a powerful technique commonly used in machine learning and data mining, to identify and group similar variables 
within the virtual entity (VE) of the DT. The mathematical models used to build the casual graph were obtained from 
Jaeger’s computational model and are available in appendix B. By clustering variables based on their similarity, this 
method aims to analyze their importance in optimizing performance variables critical to the DT operation. To the 
best of the author’s knowledge, such an approach of graph-based model fusion and model reduction (GBMR) is 
unique and not available in the literature. The reasons for utilizing the GBMR methodology are as follows:  

(i) these methods can capture complex dependencies and interactions between data points that may not be 
captured by traditional methods, 

(ii) graphs provide a unified framework for integrating heterogeneous information from different data 
sources, 

(iii) graphs are scalable and can handle very complex data structures ideal for representing complex 
engineering systems, 

(iv) graph theory algorithms can be applied to complex systems. By analysing the graph structure and node 
attributes, researchers can gain a better understanding of the underlying patterns in the data and the factors 
influencing the predictions, 

(v) Once a graph structure is constructed and algorithms are developed, they can be applied to similar 
problems with minimal modifications, making them reusable and cost-effective. 

One of the key performance indicators of the GBMR is the time required for the simulation models to update 
themselves based on IIoT data. This is crucial for ensuring real-time responsiveness and accuracy of the DT in 
reflecting changes observed on the shop floor. By identifying fewer sensitive variables through spectral clustering, the 
GBMR method enables the elimination of redundant data collection and complex analytics, thereby streamlining the 
VE representation of the DT.  

The results of Publication II are discussed in detail in section 4.3. A similar multi objective optimization based 
approach is undertaken for validating the methodology. The optimization the target parameters is a trade-off between 

sV , wV  and tR . Contradictory objectives are identified as target parameters in sV should be minimized as wV  and 

tR should be maximized. In the objective function, tR has dependency on sv but according to the GBMR method, 

[ ]s Lv X∈ . Hence, the value of sv is ignored in the objective function. The outcome of the multi objective optimization 

is given in table 1. To validate the GBMR method, the optimized value from table 1 is used to calculate known 
quantities of the grinding system such as RatioG with an error of less than 10% from the original value.  

The results from GBMR applied to the grinding example shows that GBMR successfully identified the parameters 
in [XH] that produces a result with 10% error. [XH] in this case contains 53 variables and [XH + XL] contains 62 
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parameters, which is a reduction of 14.5%. [XL] contains parameters such as sv and c which are non-trivial and requires 

effort for data collection. The reduction in computational effort is calculated as the total execution time for the GBMR 
i.e. summation of computing time for graph structure learning, spectral decomposition, and importance measurement.  

Publication III describes the GBMR framework and provides the building blocks of the method. This article is 
based on the grinding machine case study. Previous studies in Publications I and II propose methods to simplify high-
fidelity DT by identifying important nodes within their graph-based representations. By selectively monitoring key 
nodes, these methods aim to achieve faster computation without compromising predictive accuracy. However, 
traditional approaches often overlook the inherent uncertainty associated with node selection, potentially leading to 
suboptimal results.  

In response to this challenge, incorporating uncertainty analysis into the node selection process using Dempster-
Shafer theory (DST) is proposed in Publication III. Dempster-Shafer theory provides a framework for reasoning 
under uncertainty, allowing for the representation and combination of uncertain information. By leveraging DST, it is 
possible to develop enhanced model reduction techniques that account for the uncertainty inherent in DT graphical 
representation. This publication presents an improved method for selecting important nodes in graph-based DT 
representations, utilizing Dempster-Shafer theory to address uncertainty that arises when different graph algorithms 
are used to compute node importance scores. The proposed approach offers a more reliable means of identifying 
important nodes, thereby enhancing the overall effectiveness of the GBMR method.  

The outcome of the publication is providing a framework for GBMR, which is presented in figure 5. The core 
components of the GBMR method are defined in the publication, such as graph development, running checks for 
spectral decomposition, node importance measurements, and dealing with the uncertainty in the node’s importance. 
Firstly, the high-fidelity model is structured with mathematical models defined in appendix B. Then, DACM is utilized 
for extracting the casual relationship for such mathematical models.  

The model order reduction is obtained with spectral decomposition. Spectral decomposition leverages the spectral 
properties of graphs, as explained in section 2.4.1, to identify dominant modes of behavior and reconstruct reduced-
order models with reduced computational complexity. The retained dominant eigenvectors serve as the basis for 
reconstructing reduced-order models of the graph-based system. To avoid the complexity common in graph 
algorithms, spectral clustering approximates the solution using a generalized eigenvalue problem with graph 
Laplacians, as discussed in section 3.4. While generic clustering algorithms exist, they cannot be directly applied to 
networks based on the mathematical representation of complex systems without considering the physics involved. 
Therefore, this class of algorithms, specifically algorithm 2, utilizes the DACM methodology. These reduced-order 
models capture the essential dynamics of the original system while neglecting higher-frequency modes that contribute 
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less to the overall behavior of the system. In the final stage, the model reduction problem is formulated from the 
perspective of multi-objective optimization, constructing a lower-order network model that minimizes a certain 
reduction error.  

The grinding case study serves as a tangible example of how the GBMR method can be applied to optimize asset 
monitoring with DT technology. By effectively identifying key nodes within the DT representation, users can 
proactively address potential issues before they escalate, minimizing downtime and maximizing operational efficiency. 
The integration of DST ensures that the DT is informed by a comprehensive understanding of the underlying data 
and its associated uncertainties. 

The GBMR method is based on clear, well-defined, and well-published methodologies. They specify the steps 
involved in spectral decomposition, including the construction of the graph, computation of the Laplacian matrix, 
eigenvalue analysis, and building a causal graph based on the DACM framework. The majority of the GBMR 
implementation is based on open-source software packages such as Python libraries like NetworkX or MATLAB 
toolboxes. These software tools provide researchers with access to standardized implementations of reduction 
algorithms, making it easier to reproduce results across different studies and platforms. The reduced model with the 
GBMR method has undergone rigorous benchmarking and validation procedures against full-order systems reported 
in Publication IV to assess its performance and reliability. The GBMR benchmarking results are reported 
transparently. GBMR provides a set of instructions and code examples on how to replicate the research results. Users 
need to create the graph-based representation of their complex systems with DACM, and the output of that can easily 
utilize GBMR. In the future, like DNV GL classification, detailed component libraries could be built for complex 
machinery such as compressors, grinding machines, or superconducting magnets and provided to the user in one 
software package. Because of the reasons mentioned above, GBMR is reproducible and reusable.         
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7 CONCLUSIONS AND FUTURE WORK 

This thesis work presents a well-researched claim about viewing DTs as graph-based entities. Graph-based digital 
twins provide a comprehensive representation of complex systems or processes by capturing the relationships and 
interactions between components or entities using graph structures. As indicated in the thesis work, much research 
has already been presented on graph-based DTs. However, this thesis work presents the graph-based model reduction, 
or GBMR, method, which utilizes graph theory algorithms to identify important parameters that need to be optimized 
to optimize the output obtained from the DT. Graph-based DTs are flexible and scalable, allowing for the modeling 
of diverse systems across different scales and complexities. This flexibility enables stakeholders to adapt digital twins 
to evolving requirements and integrate new data sources or dimensions as needed. 

The research demonstrates activities regarding the VE optimization of the DT with the help of a model fusion 
technology, which is a combination of graph-based model development and model reduction. The VE is a 
computationally complex entity, comprising models from different domains, that tries to faithfully replicate the state 
of the PE. The VE combines advanced simulation models, like system-level models, with data-driven prediction 
models to predict the state of the PE. This thesis work describes the GBMR method for optimizing the performance 
of the VE with a two-step approach: (1) providing a graph-based conceptual model representation of the VE and (2) 
reducing the VE graph model by identifying the important parameters in it. The GBMR embeds all the parameters 
and their relationships in a graph model and facilitates the application of graph algorithms for measuring node 
importance. Therefore, GBMR facilitates the modeling of physical systems in the form of graphs and the reduction 
of such models based on graph algorithms. The GBMR makes the VE more efficient, as the reduced model uses a 
subset of parameters to predict the target parameters in the PE.      

Methods like GBMR become important in the context of the DT because they help simplify the VE development 
while still capturing both the physics-based and data-driven aspects of the twin. With the help of the GBMR, the DT 
becomes more context aware by knowing the important parameter that it needs to monitor and optimize to obtain 
the fastest result and reduce its computational complexity. The GBMR method aids in the fast computation of target 
parameters that the DT is trying to replicate by capturing the intricacies of a multidomain system. It is possible to 
convince PE owners of what is essential in their system with GBMR and how resource allocation and optimization 
can be done effectively with DT. The GBMR is developed as a Python-based software package that can be used as 
virtual emulators for PEs or a prototyping tool where quick estimation regarding the system and the effort needed to 
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build a VE representation can be analyzed effectively. The conclusion provides an answer to the research questions 
as follows: 

 

RQ1. How does one build multidimensional digital twins (DTs) with graph-based methods by combining 
physics-based and experimental/operational data from engineering systems? Is the graph-based method 
effective in integrating domain-specific knowledge and data from diverse sources into a unified DT 
framework? 

 
The DT combines methods from the physics-based and data-driven worlds to build a multidimensional 

representation. The analytical or physics-based models are obtained from engineering models such as FEM and 
mathematical models from literature. These are combined with the help of a conceptual model mechanism to extract 
the causal graph representation of the physical model. Then, the data from the PE is utilized along with heuristic 
search mechanisms such as the GES algorithm to determine the best structure of the graph. Chapters 2 and 3 of this 
thesis work describe in detail the process and methods needed to build the graph-based DT. Chapter 3 provides the 
detailed process of building a hybrid model by combining graph-based methods and process data. This hybrid method 
combines the physics-based and data-driven models. Publications II and IV describe the process of building such 
hybrid models. Publication II also deals with the efficiency of the DT and provides an account of the challenges of 
optimizing a large number of parameters online with the DT. Publications II, III, and IV apply the hybrid method 
of building DTs to case studies from different engineering domains.  

The research question has two parts. The first part is answered by building graph-based representations with 
DACM and GES methods. DACM effectively provides physical knowledge of the systems, and GES combines this 
with operational data, creating the hybrid representation as discussed in Publication IV. The second part discusses 
the outcomes of methods such as DACM and GES. To what degree are these methods successful in embedding 
physical knowledge in the graph? Based on the outcome, it can be said that the methods are effective.      

 
RQ2. How does one achieve model reduction of the multidimensional graph-based DT using 

computational methods like graph theory algorithms?  What methodologies are suitable for propagating and 
mitigating uncertainties within such graph-based DTs to ensure reliable decision support in dynamic 
environments? 

 
The DT graph is reduced by a novel method developed in this research work and known as GBMR. GBMR forms 

the core of this research work. GBMR has several dependencies. It is a combination of methods and graph algorithms 
that inputs a complex knowledge graph, such as the multidimensional DT graph, and provides a reduced presentation 
of that graph. The main contribution of this thesis work is to answer this research question with the help of the GBMR 
method. The GBMR method can be positioned as a framework with a collection of methods and algorithms aimed at 
tackling the problem of multiple parameters influencing the system in various ways. The GBMR method is described 
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in detail in chapter 3 of this thesis. The GBMR method is discussed in different capacities in Publications I, II, III, 
and IV.   

The research question has two parts. Firstly, model reduction based on graph algorithms is achieved with GBMR. 
Secondly, uncertainty quantification and mitigation are other important aspects that the GBMR provides. In 
Publications III and IV, the GBMR method utilizes DST for the quantification of uncertainty. DST provides a 
means for reducing the uncertainty arising from interconnecting different domains based on the parameters. The 
uncertainty quantification is also discussed in other publications, such as [55,71,127].  

 

RQ3. How can graph-based methods be employed for DT modeling and model reduction in practice? 
How can one effectively validate the GBMR for DTs with case studies within the domain of complex 
engineering systems? 

Application of the GBMR to case studies from engineering systems is challenging. The GBMR has evolved along 
with the applications. However, the GBMR is designed such that the core of the methodology remains the same, that 
is, to identify the important parameters in the engineering system based on graph-structure learning. The case studies 
sections of Publications II and IV deal with the application in detail. In this thesis, the application of GBMR to 
grinding wheel wear detection, early warning, and mitigation is described in chapter 4. In chapter 5, GBMR is applied 
to the turbocompressor case study, which includes the development of the hybrid method by combining graph-based 
and heuristic methods. The GBMR needed modification in both of these cases, but the core of the GBMR process 
remains the same. The shortcomings of the method were identified, analyzed, and improved for GBMR. Although 
the GBMR is demonstrated with the help of two case studies, its applicability is not limited to these areas. The GBMR 
can be integrated with any DT platform with little modification.  

The research questions were answered with the help of the case studies of grinding wheel wear and 
turbocompressors explained in chapters 4 and 5. The research question was successfully answered, as in both cases, 
graph-based DT was achieved, and model reduction was done with the spectral decomposition method. To compare 
the outcome of the GBMR, it was benchmarked against machine learning methods such as random forest regression 
and convolutional recurrent neural networks (CRNN), with less than 5% error in both cases.  

The KPI computational time is noted in the benchmarking exercise. The training time of the RFR method was 
81.3471 min. The total execution time of the GBMR method, which is a summation of graph structure learning, 
spectral decomposition, and importance measurement, was 72.2318 min. Hence, GBMR is 9.1153 minutes faster at 
identifying the target parameters, with a 5% error margin. 
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7.1 Future Work 

Based on the discussion in this thesis work, the future of model reduction frameworks such as GBMR can be 
described as follows:  

Improving computational efficiency of engineering models: The future of model reduction frameworks will 
be aimed at simplification of high-fidelity models to create simplified models that retain the essential characteristics 
and behavior of the system, thus reducing computational costs. In the future, even more efficient algorithms and 
techniques that can handle larger and more complex models while maintaining accuracy can be expected. These 
advancements would enable real-time simulations and optimizations for complex engineering systems. With the rapid 
growth of machine learning and data-driven modeling, it is likely that physical model reduction frameworks such as 
GBMR will begin to incorporate machine learning techniques. Data-driven model reduction methods will complement 
traditional physics-based approaches, allowing the exploitation of large datasets generated from simulations, 
experiments, or sensor measurements. Frameworks like GBMR will play a vital role in such hybrid models, laying the 
foundation for successful DT development. New modeling and simulation paradigms such as hypergraphs and 
hyperedges could be more extensively used in DT design to represent the complex relationships between entities more 
flexibly and expressively. The complexity between entities will grow to a greater extent in the near future, and having 
a functional DT will necessitate the application of novel technologies such as quantum computing.   

Multifidelity and multiscale techniques: Future model reduction frameworks may focus on seamlessly 
integrating models of different fidelity and scales. This would enable combining high-fidelity, detailed models with 
low-fidelity, coarse models, allowing for accurate simulations while maintaining computational efficiency. This is 
essential for DT development. Hence, GBMR should also take these multifidelity and multiscale approaches into 
account. 

Uncertainty quantification: The GBMR framework addresses the uncertainties in declaring the parameters as 
important with different methods. However, an accurate representation of uncertainties involved in the parameter 
selection that governs the behavior of the engineering systems is crucial, especially in safety-critical applications such 
as turbocompression systems. The future model reduction frameworks or extensions of the GBMR framework should 
incorporate uncertainty quantification techniques to provide reliable predictions and sensitivity analyses. Integrating 
uncertainty measurements is a challenging task, but it is an essential extension of this research work, and future efforts 
should be focused on quantification and minimizing the uncertainty between the PE and VE.   

Computing resources: Inspiration will be drawn from the fields of ML and AI to build self-explanatory causal 
models. Closer interactions between system model developers and the AI/ML community are needed to build a DT 
that is efficient and effective. Model reduction is still in the research and proof-of-concept stages today. The GBMR 
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will be integrated with larger DT frameworks under research and in commercial software products. The GBMR has 
the potential to increase the efficiency of traditional algorithms. With the increase in computing power and the advent 
of communication technologies such as 5G and 6G, it is possible to integrate low-cost measurement systems with 
larger machine systems such as the grinding machine rig or turbocompression system. The future of GBMR is likely 
to involve more extensive use of parallel and distributed computing resources. Leveraging high-performance 
computing and cloud infrastructure would enable handling larger datasets and performing computationally demanding 
model reduction tasks. 

Finally, it should be mentioned that different engineering disciplines, such as aerospace, automotive, and 
energy systems, have unique challenges and requirements. Future model reduction frameworks might be tailored to 
address specific industry needs, resulting in more effective and specialized tools. In this research work, the GBMR 
proves its generality by combining case studies from different domains of engineering systems. However, the GBMR 
needs to be customized according to the use case that is governed by the industry. GBMR creates the avenue for 
future model reduction efforts to seamlessly integrate the PE and VE to have an efficient and effective DT, just like 
people have imagined in fiction.  
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APPENDIX B 

Mathematical model for Grinding wheel wear graph modeling based on Jaeger’s analytical model.  
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1. Introduction 

Continuous improvement has become means of subsistence for a successful manufacturing enterprise. In recent 
times, the growth of information and communications technology (ICT) and its integration into manufacturing has 
further enabled businesses to fulfill customer’s needs in an economical and sustainable manner. To remain competitive 
in the market, manufacturers must ensure optimized utilization of resources, energy and consumables, as well as 
prolonged life of the product. Thus, optimization of a process or product design for performance improvement is 
crucial for an enterprise. Manufacturers measure performance with the help of key performance indicators such as 
cost, quality, productivity, etc. These indicators are often functions of design and manufacturing variables that need to 
be modelled and optimized. Hence, sufficient knowledge about the product design and manufacturing process is 
needed to model their influence on performance indicators.  Difficulty arises when trying to model these performance 
indicators, which are inherently complex and span across multiple domains including product behavior, manufacturing 
process physics, and production planning. Moreover, optimizing a performance indicator require manufacturers to find 
optimal values for all influencing variables. Choosing optimal values for all variables irrespective of their level of 
influence on performance is computationally cost intensive. Dimension reduction in the field of design optimization 
or machine learning is not a new phenomenon. Nevertheless, there is a lack of systematic techniques that embed 
domain knowledge in manufacturing performance optimization models. Thus, a multi-domain approach is required 
with the help of conceptual modelling and simulation to optimize performance indicators. Such approaches would help 
manufacturers 1) to characterize interrelationships between variables in a system to model performance, 2) integrate 
knowledge of different domains for modelling performance indicators, and 3) to reduce the number of variables that 
are needed to optimize performance.  

This research focuses on developing a new dimension reduction methodology, which combines graph based 
modelling of performance indicators across different domains using the dimensional analysis conceptual modelling 
framework (DACM), and variable clustering using the centrality concept in graph theory and network analysis. The 
method is tested with a case study of manufacturing the key and bladder mechanism for a new superconducting magnet 
at CERN. The remainder of the manuscript is organized as follows; Section 2 provides a background discussion on 
conceptual modelling, dimension reduction in optimization, and centrality concept of graph theory and network 
applications. Section 3 describes the developed methodology applied to the case study and briefly discusses the results 
of the case study. Finally, Section 4 describes the conclusions of the work and briefly discusses future development 
efforts.   

 
Nomenclature 

B Magnetic Flux Density (Nm/A) [MT-2I-1] 
q  Electric charge (C) [IT] 
I Electric current (A) [I] 
J Current density (I/mm2) [IL-2] 
L Inductance (H) [ML2T-2I-2] 
U Total energy for self-Inductance [ML2T-2] 
n Number of poles  
Lm Length of the magnet (m) [L] 
θ Angle made by the conductor with the field (degree) 
FL Lorentz force (N) [MLT-2] 
pm Magnetic pressure (N/mm2) [ML-1T-2] 
μ Permeability (H m-1) [MLT-2I-2] 
σ Normal stress (N/mm2) [ML-1T-2] 
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needed to model their influence on performance indicators.  Difficulty arises when trying to model these performance 
indicators, which are inherently complex and span across multiple domains including product behavior, manufacturing 
process physics, and production planning. Moreover, optimizing a performance indicator require manufacturers to find 
optimal values for all influencing variables. Choosing optimal values for all variables irrespective of their level of 
influence on performance is computationally cost intensive. Dimension reduction in the field of design optimization 
or machine learning is not a new phenomenon. Nevertheless, there is a lack of systematic techniques that embed 
domain knowledge in manufacturing performance optimization models. Thus, a multi-domain approach is required 
with the help of conceptual modelling and simulation to optimize performance indicators. Such approaches would help 
manufacturers 1) to characterize interrelationships between variables in a system to model performance, 2) integrate 
knowledge of different domains for modelling performance indicators, and 3) to reduce the number of variables that 
are needed to optimize performance.  

This research focuses on developing a new dimension reduction methodology, which combines graph based 
modelling of performance indicators across different domains using the dimensional analysis conceptual modelling 
framework (DACM), and variable clustering using the centrality concept in graph theory and network analysis. The 
method is tested with a case study of manufacturing the key and bladder mechanism for a new superconducting magnet 
at CERN. The remainder of the manuscript is organized as follows; Section 2 provides a background discussion on 
conceptual modelling, dimension reduction in optimization, and centrality concept of graph theory and network 
applications. Section 3 describes the developed methodology applied to the case study and briefly discusses the results 
of the case study. Finally, Section 4 describes the conclusions of the work and briefly discusses future development 
efforts.   
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or machine learning is not a new phenomenon. Nevertheless, there is a lack of systematic techniques that embed 
domain knowledge in manufacturing performance optimization models. Thus, a multi-domain approach is required 
with the help of conceptual modelling and simulation to optimize performance indicators. Such approaches would help 
manufacturers 1) to characterize interrelationships between variables in a system to model performance, 2) integrate 
knowledge of different domains for modelling performance indicators, and 3) to reduce the number of variables that 
are needed to optimize performance.  

This research focuses on developing a new dimension reduction methodology, which combines graph based 
modelling of performance indicators across different domains using the dimensional analysis conceptual modelling 
framework (DACM), and variable clustering using the centrality concept in graph theory and network analysis. The 
method is tested with a case study of manufacturing the key and bladder mechanism for a new superconducting magnet 
at CERN. The remainder of the manuscript is organized as follows; Section 2 provides a background discussion on 
conceptual modelling, dimension reduction in optimization, and centrality concept of graph theory and network 
applications. Section 3 describes the developed methodology applied to the case study and briefly discusses the results 
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σv von Mises stress (N/mm2) [ML-1T-2] 
t Time of current flow (sec) [T] 
ε Normal strain  
τ Shear stress (N/mm2) [ML-1T-2] 
δl Elongation of the magnet due to FL (mm) [L] 
dkey Diameter of the stainless steel key (mm) [L] 
tkey Thickness of stainless steel key lamination (mm) [L] 
Akey Cross-sectional area of the key (mm2) [L2] 
Vshell Volume of the key (mm3) [L3] 
ρSS Material density of stainless steel [ML-3] 
nkey Number of keys  
f  Feed rate of milling tool (mm) [LT-1] 
v Velocity of milling tool (mm) [LT-1] 
k Constant representing cost components within low importance variable list XL 
ct Tooling cost (€/unit) 
cm Material cost (€/unit) 
cl Labour cost (€/unit) 
co Overhead cost (€/unit) 
ts Milling setup time (min)[T] 
cT Motal cost of manufacturing of keys (€) 

2. Background 

2.1. Conceptual modelling and simulation  

Conceptual modelling is the abstraction of a model from a real or proposed system [1]. DACM framework as a 
conceptual modelling mechanism originally developed as a specification and verification technique for complex 
systems, but has been applied to many different cases such as additive manufacturing [2], machine learning [3], and 
multidisciplinary design optimization [4]. The main aim of DACM is to extract and encode knowledge of different 
forms (expert literature, empirical/experimental, and equations) in the form of a causal graph. The DACM framework 
starts with functional modelling of the system and assigning of fundamental variables to the different functions of the 
model. The functions, associated variables, and representative equations are characterized in the causal graph in the 
form of the cause-effect relationship between the fundamental variables of the functional model. The mathematical 
machinery to check propagation of an objective in a causal network is based on the Vashy-Buckingham’s Pi (π)-
theorem and the dimensional analysis (DA) theory [5], [6]. An adjacency matrix or multiple domain matrix (MDM) 
can be obtained from the causal network representing multiple domains. A MDM is a systematic extension of the 
design structure matrix (DSM), popularly used in system decomposition, integration, and design of complex systems. 
This matrix encodes a rich data structure able to represent knowledge extracted from the multi-domain system 
variables [7]. In this research, the matrix representation is evaluated qualitatively to check for contradictory influences 
in the objective imposed by the system variables. The qualitative analysis is followed by a dimension reduction method 
to rank order the system variables and form the optimization objective function.  

2.2. Dimension reduction  

High dimensionality is a universal challenge during computational analysis in the field of science and engineering. In 
manufacturing, computationally expensive and resource demanding optimization methods are needed to simulate 
high-dimensional problems such as production planning, scheduling, and performance optimization. Shan and Wang 
[8] provided a survey of popular strategies such as decomposition, which is to break up the optimization problem into 
simpler and smaller steps, and screening of variables to identify more important and less important variables as 
potential means to tackle the high dimensionality in engineering problems. In this research, a screening using the 
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graph centrality theory and node ranking is performed to classify variables as either low impact or high impact 
depending on their influence on the performance objectives. Following the classification, the optimization problem is 
decomposed into two stages. First, the low impact variables are fixed at their highest or lowest values based on their 
connection to the target variables in the performance objectives. Second, the optimization is performed for only the 
high impact variables based on the performance criteria having fixed the low impact variable values. The screening 
using graph centrality and node ranking is presented in the next subsection 2.3. 

2.3. Graph centrality and node ranking 

In a graph-based representation of a system consisting of a large number of nodes, the user is often interested to 
know what the most important nodes are.  This helps the user to direct their attention towards that part of the graph 
(or network) which has the most influence on the system represented. Graph centrality measures are used to rank 
nodes and find the most influential nodes within a complex network. Its most notable applications include wireless 
network applications, network traffic reduction, and social media network analysis. Many measures exist for graph 
centrality, Freeman [9] provides one of the earliest empirically based measures of centrality in complex networks. The 
author identifies three measures, namely, degree, betweenness, and closeness, which can be used to obtain a score for 
centrality in a graph. Borgatti and Everett [10] developed a unified framework for measuring centrality scores in 
complex social networks. They describe centrality as the node’s contribution to the cohesiveness of the network. They 
also provide mathematical expressions for computing the centrality score in complex networks. The method of ranking 
the different nodes could be automated using a centrality measurement algorithm similar to the PageRank algorithm, 
proposed by Brin and Page [11] of Google. PageRank is a network ranking method developed to compute ranks of 
webpages in Google’s search engine results. An improved version of this algorithm is used in applications that go 
beyond search engine ranking, which include impact analysis of graph-based system requirements and graph-based 
feature selection [12], [13]. In this article, a dimension reduction strategy is developed based on the causal graph 
representation of the system. Node ranking algorithm along with graph centrality measurements are used to identify 
most influential variables in the system. The variables in the causal graph are classified into two groups; high 
ranking/high impact variables and low ranking/low impact variables. Thus, only a smaller subset of the complete 
variable list that have high impact are used for optimizing the performance objectives, reducing computational cost. 
The methodology for dimension reduction using node ranking is explained using a case study of manufacturing the 
key and bladder mechanism for superconducting magnets in Section 3.  

3. Combined Conceptual Modelling and Dimension Reduction Methodology  

European Center for Nuclear Research (CERN) has been developing prototype designs of superconducting magnets 
which have the field strength of 16 Tesla (twice as much field strength compared to the current working designs 
operated in the Large Hadron Collider). In the conceptual design phase, three designs are under consideration for 
prototype manufacturing; the cosine theta design, the block design, and the common coil design [14]. In these three 
designs, the magnet and its support structure differ in size, performance, manufacturing, and assembly process. When 
the superconducting magnet is energized, electromagnetic forces try to expand the coil. The coil itself is unable to 
support these forces in tension. Hence, to counter these force during operation, and to have good control during 
assembly, a bladder and key (made of stainless steel, SS) mechanism is proposed by researchers to produce cost 
effective magnets [15]. The design and manufacturing of the various components which constitute the magnet 
becomes challenging considering that it is a multi-criteria design optimization problem. Larger the number of design 
variables, design constraints, material selection requirements, manufacturing parameters, and functional requirements 
of finished product, the bigger the optimization problem becomes computationally.  

In this research, the cosine theta design structure for the magnet is used for the case study. The methodology 
developed is shown as a three step approach in Figure 1 which include, modelling the system using DACM, dimension 
reduction approach to find most influential variables, and solving the optimization problem. The DACM framework 
is used to model the behavior of the magnet (expansion of magnet coil due to electromagnetic force or Lorentz’s force) 
during energizing. 
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1. Introduction 

Continuous improvement has become means of subsistence for a successful manufacturing enterprise. In recent 
times, the growth of information and communications technology (ICT) and its integration into manufacturing has 
further enabled businesses to fulfill customer’s needs in an economical and sustainable manner. To remain competitive 
in the market, manufacturers must ensure optimized utilization of resources, energy and consumables, as well as 
prolonged life of the product. Thus, optimization of a process or product design for performance improvement is 
crucial for an enterprise. Manufacturers measure performance with the help of key performance indicators such as 
cost, quality, productivity, etc. These indicators are often functions of design and manufacturing variables that need to 
be modelled and optimized. Hence, sufficient knowledge about the product design and manufacturing process is 
needed to model their influence on performance indicators.  Difficulty arises when trying to model these performance 
indicators, which are inherently complex and span across multiple domains including product behavior, manufacturing 
process physics, and production planning. Moreover, optimizing a performance indicator require manufacturers to find 
optimal values for all influencing variables. Choosing optimal values for all variables irrespective of their level of 
influence on performance is computationally cost intensive. Dimension reduction in the field of design optimization 
or machine learning is not a new phenomenon. Nevertheless, there is a lack of systematic techniques that embed 
domain knowledge in manufacturing performance optimization models. Thus, a multi-domain approach is required 
with the help of conceptual modelling and simulation to optimize performance indicators. Such approaches would help 
manufacturers 1) to characterize interrelationships between variables in a system to model performance, 2) integrate 
knowledge of different domains for modelling performance indicators, and 3) to reduce the number of variables that 
are needed to optimize performance.  

This research focuses on developing a new dimension reduction methodology, which combines graph based 
modelling of performance indicators across different domains using the dimensional analysis conceptual modelling 
framework (DACM), and variable clustering using the centrality concept in graph theory and network analysis. The 
method is tested with a case study of manufacturing the key and bladder mechanism for a new superconducting magnet 
at CERN. The remainder of the manuscript is organized as follows; Section 2 provides a background discussion on 
conceptual modelling, dimension reduction in optimization, and centrality concept of graph theory and network 
applications. Section 3 describes the developed methodology applied to the case study and briefly discusses the results 
of the case study. Finally, Section 4 describes the conclusions of the work and briefly discusses future development 
efforts.   

 
Nomenclature 

B Magnetic Flux Density (Nm/A) [MT-2I-1] 
q  Electric charge (C) [IT] 
I Electric current (A) [I] 
J Current density (I/mm2) [IL-2] 
L Inductance (H) [ML2T-2I-2] 
U Total energy for self-Inductance [ML2T-2] 
n Number of poles  
Lm Length of the magnet (m) [L] 
θ Angle made by the conductor with the field (degree) 
FL Lorentz force (N) [MLT-2] 
pm Magnetic pressure (N/mm2) [ML-1T-2] 
μ Permeability (H m-1) [MLT-2I-2] 
σ Normal stress (N/mm2) [ML-1T-2] 
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σv von Mises stress (N/mm2) [ML-1T-2] 
t Time of current flow (sec) [T] 
ε Normal strain  
τ Shear stress (N/mm2) [ML-1T-2] 
δl Elongation of the magnet due to FL (mm) [L] 
dkey Diameter of the stainless steel key (mm) [L] 
tkey Thickness of stainless steel key lamination (mm) [L] 
Akey Cross-sectional area of the key (mm2) [L2] 
Vshell Volume of the key (mm3) [L3] 
ρSS Material density of stainless steel [ML-3] 
nkey Number of keys  
f  Feed rate of milling tool (mm) [LT-1] 
v Velocity of milling tool (mm) [LT-1] 
k Constant representing cost components within low importance variable list XL 
ct Tooling cost (€/unit) 
cm Material cost (€/unit) 
cl Labour cost (€/unit) 
co Overhead cost (€/unit) 
ts Milling setup time (min)[T] 
cT Motal cost of manufacturing of keys (€) 

2. Background 

2.1. Conceptual modelling and simulation  

Conceptual modelling is the abstraction of a model from a real or proposed system [1]. DACM framework as a 
conceptual modelling mechanism originally developed as a specification and verification technique for complex 
systems, but has been applied to many different cases such as additive manufacturing [2], machine learning [3], and 
multidisciplinary design optimization [4]. The main aim of DACM is to extract and encode knowledge of different 
forms (expert literature, empirical/experimental, and equations) in the form of a causal graph. The DACM framework 
starts with functional modelling of the system and assigning of fundamental variables to the different functions of the 
model. The functions, associated variables, and representative equations are characterized in the causal graph in the 
form of the cause-effect relationship between the fundamental variables of the functional model. The mathematical 
machinery to check propagation of an objective in a causal network is based on the Vashy-Buckingham’s Pi (π)-
theorem and the dimensional analysis (DA) theory [5], [6]. An adjacency matrix or multiple domain matrix (MDM) 
can be obtained from the causal network representing multiple domains. A MDM is a systematic extension of the 
design structure matrix (DSM), popularly used in system decomposition, integration, and design of complex systems. 
This matrix encodes a rich data structure able to represent knowledge extracted from the multi-domain system 
variables [7]. In this research, the matrix representation is evaluated qualitatively to check for contradictory influences 
in the objective imposed by the system variables. The qualitative analysis is followed by a dimension reduction method 
to rank order the system variables and form the optimization objective function.  

2.2. Dimension reduction  

High dimensionality is a universal challenge during computational analysis in the field of science and engineering. In 
manufacturing, computationally expensive and resource demanding optimization methods are needed to simulate 
high-dimensional problems such as production planning, scheduling, and performance optimization. Shan and Wang 
[8] provided a survey of popular strategies such as decomposition, which is to break up the optimization problem into 
simpler and smaller steps, and screening of variables to identify more important and less important variables as 
potential means to tackle the high dimensionality in engineering problems. In this research, a screening using the 
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graph centrality theory and node ranking is performed to classify variables as either low impact or high impact 
depending on their influence on the performance objectives. Following the classification, the optimization problem is 
decomposed into two stages. First, the low impact variables are fixed at their highest or lowest values based on their 
connection to the target variables in the performance objectives. Second, the optimization is performed for only the 
high impact variables based on the performance criteria having fixed the low impact variable values. The screening 
using graph centrality and node ranking is presented in the next subsection 2.3. 

2.3. Graph centrality and node ranking 

In a graph-based representation of a system consisting of a large number of nodes, the user is often interested to 
know what the most important nodes are.  This helps the user to direct their attention towards that part of the graph 
(or network) which has the most influence on the system represented. Graph centrality measures are used to rank 
nodes and find the most influential nodes within a complex network. Its most notable applications include wireless 
network applications, network traffic reduction, and social media network analysis. Many measures exist for graph 
centrality, Freeman [9] provides one of the earliest empirically based measures of centrality in complex networks. The 
author identifies three measures, namely, degree, betweenness, and closeness, which can be used to obtain a score for 
centrality in a graph. Borgatti and Everett [10] developed a unified framework for measuring centrality scores in 
complex social networks. They describe centrality as the node’s contribution to the cohesiveness of the network. They 
also provide mathematical expressions for computing the centrality score in complex networks. The method of ranking 
the different nodes could be automated using a centrality measurement algorithm similar to the PageRank algorithm, 
proposed by Brin and Page [11] of Google. PageRank is a network ranking method developed to compute ranks of 
webpages in Google’s search engine results. An improved version of this algorithm is used in applications that go 
beyond search engine ranking, which include impact analysis of graph-based system requirements and graph-based 
feature selection [12], [13]. In this article, a dimension reduction strategy is developed based on the causal graph 
representation of the system. Node ranking algorithm along with graph centrality measurements are used to identify 
most influential variables in the system. The variables in the causal graph are classified into two groups; high 
ranking/high impact variables and low ranking/low impact variables. Thus, only a smaller subset of the complete 
variable list that have high impact are used for optimizing the performance objectives, reducing computational cost. 
The methodology for dimension reduction using node ranking is explained using a case study of manufacturing the 
key and bladder mechanism for superconducting magnets in Section 3.  

3. Combined Conceptual Modelling and Dimension Reduction Methodology  

European Center for Nuclear Research (CERN) has been developing prototype designs of superconducting magnets 
which have the field strength of 16 Tesla (twice as much field strength compared to the current working designs 
operated in the Large Hadron Collider). In the conceptual design phase, three designs are under consideration for 
prototype manufacturing; the cosine theta design, the block design, and the common coil design [14]. In these three 
designs, the magnet and its support structure differ in size, performance, manufacturing, and assembly process. When 
the superconducting magnet is energized, electromagnetic forces try to expand the coil. The coil itself is unable to 
support these forces in tension. Hence, to counter these force during operation, and to have good control during 
assembly, a bladder and key (made of stainless steel, SS) mechanism is proposed by researchers to produce cost 
effective magnets [15]. The design and manufacturing of the various components which constitute the magnet 
becomes challenging considering that it is a multi-criteria design optimization problem. Larger the number of design 
variables, design constraints, material selection requirements, manufacturing parameters, and functional requirements 
of finished product, the bigger the optimization problem becomes computationally.  

In this research, the cosine theta design structure for the magnet is used for the case study. The methodology 
developed is shown as a three step approach in Figure 1 which include, modelling the system using DACM, dimension 
reduction approach to find most influential variables, and solving the optimization problem. The DACM framework 
is used to model the behavior of the magnet (expansion of magnet coil due to electromagnetic force or Lorentz’s force) 
during energizing. 
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2. Background 

2.1. Conceptual modelling and simulation  

Conceptual modelling is the abstraction of a model from a real or proposed system [1]. DACM framework as a 
conceptual modelling mechanism originally developed as a specification and verification technique for complex 
systems, but has been applied to many different cases such as additive manufacturing [2], machine learning [3], and 
multidisciplinary design optimization [4]. The main aim of DACM is to extract and encode knowledge of different 
forms (expert literature, empirical/experimental, and equations) in the form of a causal graph. The DACM framework 
starts with functional modelling of the system and assigning of fundamental variables to the different functions of the 
model. The functions, associated variables, and representative equations are characterized in the causal graph in the 
form of the cause-effect relationship between the fundamental variables of the functional model. The mathematical 
machinery to check propagation of an objective in a causal network is based on the Vashy-Buckingham’s Pi (π)-
theorem and the dimensional analysis (DA) theory [5], [6]. An adjacency matrix or multiple domain matrix (MDM) 
can be obtained from the causal network representing multiple domains. A MDM is a systematic extension of the 
design structure matrix (DSM), popularly used in system decomposition, integration, and design of complex systems. 
This matrix encodes a rich data structure able to represent knowledge extracted from the multi-domain system 
variables [7]. In this research, the matrix representation is evaluated qualitatively to check for contradictory influences 
in the objective imposed by the system variables. The qualitative analysis is followed by a dimension reduction method 
to rank order the system variables and form the optimization objective function.  

2.2. Dimension reduction  

High dimensionality is a universal challenge during computational analysis in the field of science and engineering. In 
manufacturing, computationally expensive and resource demanding optimization methods are needed to simulate 
high-dimensional problems such as production planning, scheduling, and performance optimization. Shan and Wang 
[8] provided a survey of popular strategies such as decomposition, which is to break up the optimization problem into 
simpler and smaller steps, and screening of variables to identify more important and less important variables as 
potential means to tackle the high dimensionality in engineering problems. In this research, a screening using the 
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graph centrality theory and node ranking is performed to classify variables as either low impact or high impact 
depending on their influence on the performance objectives. Following the classification, the optimization problem is 
decomposed into two stages. First, the low impact variables are fixed at their highest or lowest values based on their 
connection to the target variables in the performance objectives. Second, the optimization is performed for only the 
high impact variables based on the performance criteria having fixed the low impact variable values. The screening 
using graph centrality and node ranking is presented in the next subsection 2.3. 

2.3. Graph centrality and node ranking 

In a graph-based representation of a system consisting of a large number of nodes, the user is often interested to 
know what the most important nodes are.  This helps the user to direct their attention towards that part of the graph 
(or network) which has the most influence on the system represented. Graph centrality measures are used to rank 
nodes and find the most influential nodes within a complex network. Its most notable applications include wireless 
network applications, network traffic reduction, and social media network analysis. Many measures exist for graph 
centrality, Freeman [9] provides one of the earliest empirically based measures of centrality in complex networks. The 
author identifies three measures, namely, degree, betweenness, and closeness, which can be used to obtain a score for 
centrality in a graph. Borgatti and Everett [10] developed a unified framework for measuring centrality scores in 
complex social networks. They describe centrality as the node’s contribution to the cohesiveness of the network. They 
also provide mathematical expressions for computing the centrality score in complex networks. The method of ranking 
the different nodes could be automated using a centrality measurement algorithm similar to the PageRank algorithm, 
proposed by Brin and Page [11] of Google. PageRank is a network ranking method developed to compute ranks of 
webpages in Google’s search engine results. An improved version of this algorithm is used in applications that go 
beyond search engine ranking, which include impact analysis of graph-based system requirements and graph-based 
feature selection [12], [13]. In this article, a dimension reduction strategy is developed based on the causal graph 
representation of the system. Node ranking algorithm along with graph centrality measurements are used to identify 
most influential variables in the system. The variables in the causal graph are classified into two groups; high 
ranking/high impact variables and low ranking/low impact variables. Thus, only a smaller subset of the complete 
variable list that have high impact are used for optimizing the performance objectives, reducing computational cost. 
The methodology for dimension reduction using node ranking is explained using a case study of manufacturing the 
key and bladder mechanism for superconducting magnets in Section 3.  

3. Combined Conceptual Modelling and Dimension Reduction Methodology  

European Center for Nuclear Research (CERN) has been developing prototype designs of superconducting magnets 
which have the field strength of 16 Tesla (twice as much field strength compared to the current working designs 
operated in the Large Hadron Collider). In the conceptual design phase, three designs are under consideration for 
prototype manufacturing; the cosine theta design, the block design, and the common coil design [14]. In these three 
designs, the magnet and its support structure differ in size, performance, manufacturing, and assembly process. When 
the superconducting magnet is energized, electromagnetic forces try to expand the coil. The coil itself is unable to 
support these forces in tension. Hence, to counter these force during operation, and to have good control during 
assembly, a bladder and key (made of stainless steel, SS) mechanism is proposed by researchers to produce cost 
effective magnets [15]. The design and manufacturing of the various components which constitute the magnet 
becomes challenging considering that it is a multi-criteria design optimization problem. Larger the number of design 
variables, design constraints, material selection requirements, manufacturing parameters, and functional requirements 
of finished product, the bigger the optimization problem becomes computationally.  

In this research, the cosine theta design structure for the magnet is used for the case study. The methodology 
developed is shown as a three step approach in Figure 1 which include, modelling the system using DACM, dimension 
reduction approach to find most influential variables, and solving the optimization problem. The DACM framework 
is used to model the behavior of the magnet (expansion of magnet coil due to electromagnetic force or Lorentz’s force) 
during energizing. 

560 Ananda Chakraborti  et al. / Procedia Manufacturing 38 (2019) 556–563 Ananda Chakraborti et. al./ Procedia Manufacturing 00 (2019) 000–000  5 

Figure 1: Combined conceptual modelling and dimension reduction methodology 

The step-by-step conceptual modelling methodology using DACM is explained in earlier research [5]. The 
electromagnetic force is counterbalanced by the different support structures of the magnet to prevent magnet 
displacement. For simplification in this case study, it is assumed that the electromagnetic force is counterbalanced 
force by the pre-stress provided by the bladder and key mechanism. The functional model of the system is built from 
an abstract concept to a fidelity model based on elementary phenomena from the domain of classical electrodynamics 
and theory of failure as shown in Figure 2a. The resultant causal graph of the variables developed based on existing 
equations representing the different functions of the system is represented in Figure 2b. A simplified version of the 
cosine theta magnet design used in this case study is shown in Figure 2c. The causal graph maps the variables from 
the functional domain to the technical domain (used by designers to represent design parameters such as the geometry 
of the product and material), and from technical domain to process domain (used by manufactures to assign process 
parameters and compute cost of manufacturing). The nodes are color coded as green (independent variables), blue 
(intermediate variables), black/grey (exogenous variables), and red (target variables). The arcs that connects the nodes 
represent the interconnection between different variables as well the exponent of that connection from existing 
equations. A “+” is assigned on the node connection which denote the relationship, if increase in the nth node increases 
the (n+1)th node and a “–” relationship if the increase in the nth node decreases the (n+1)th node. Next, a multiple 
domain matrix is developed from the causal graph. The MDM is a sparse, square matrix representation of the system’s 
structure that condenses knowledge of all the variables across the functional, design, and manufacturing process 
domains with their weights obtained from the causal graph (network). The MDM can be considered as a collection of 
design structure matrices (DSM) in each domain, mapping variables in the domain to itself, as well as variables from 
other domains to represent the entire structure of the system. The first column of the MDM consists of all the variables 
in the system. The MDM is a scalable matrix capable of handling very large structures, where each DSM can contain 
any finite number of variables. The matrix representation of the system facilitates application of ranking algorithms 
and graph centrality measures to find the most influential variables of the system.  

A weighted PageRank algorithm and betweenness centrality scores are used to rank the nodes in the causal network 
based on the MDM. The PageRank algorithm computes a probabilistic rank vector that provides an importance 
estimate of all the nodes in the network based on the in-coming and out-going connections of the nodes in the causal 
graph. The PageRank algorithm is flexible and it can be modified to handle the weights in the causal network. A rank 
order for the nodes is obtained from the PageRank algorithm based on the measured centrality score. The betweenness 
centrality score is also computed for the MDM to validate the results obtained from PageRank algorithm. 

6 Ananda Chakraborti et. al./ Procedia Manufacturing  00 (2019) 000–000 

 

Figure 2: (a) Functional model describing expansion of magnet coil due to electromagnetic force; (b) Causal graph depicting magnet 
behaviour, and (c) Simplified cosine theta magnet design 

 
Unlike PageRank, which is an Eigen vector centrality measure, the betweenness centrality is a measure of influence 

a node in a network has over the spread of information throughout the network [16]. The score measures the extent to 
which a node lies in the shortest path between the hub and the objective node. Higher the betweenness score implies 
the node is more central to the hub and objective nodes. Hence, betweenness score affirms the categorization of nodes 
as high importance and low importance nodes.  The results of the PageRank algorithm and betweenness score are used 
to classify the variables into matrices XH (high influence variables) and XL (low influence variables). The results of 
weighted PageRank and betweenness scores of the variables are shown in Fig 3. A variable is considered to be of high 
importance if it has high score in both PageRank and betweenness centrality measures. The ranks are normalized 
based on the highest ranking node and a threshold of 0.3 is selected based on the distribution of ranks to categorize 
the variables. The high scoring variables are stored in XH matrix and low scoring variables are stored in the XL matrix. 
The XL has low impact on the objective hence, the value of the variables are kept constant at its maximum or minimum 
depending on whether increase in the variable increases or reduces the performance objective (cost function). The 
variables in XH matrix, i.e. XH = [B, FL, τ, σv, Akey, Vkey, ct, cm, CT], are considered for optimization of the total cost 
of manufacturing of the stainless steel key against the stress induced due to Lorentz force per magnet. 
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σv von Mises stress (N/mm2) [ML-1T-2] 
t Time of current flow (sec) [T] 
ε Normal strain  
τ Shear stress (N/mm2) [ML-1T-2] 
δl Elongation of the magnet due to FL (mm) [L] 
dkey Diameter of the stainless steel key (mm) [L] 
tkey Thickness of stainless steel key lamination (mm) [L] 
Akey Cross-sectional area of the key (mm2) [L2] 
Vshell Volume of the key (mm3) [L3] 
ρSS Material density of stainless steel [ML-3] 
nkey Number of keys  
f  Feed rate of milling tool (mm) [LT-1] 
v Velocity of milling tool (mm) [LT-1] 
k Constant representing cost components within low importance variable list XL 
ct Tooling cost (€/unit) 
cm Material cost (€/unit) 
cl Labour cost (€/unit) 
co Overhead cost (€/unit) 
ts Milling setup time (min)[T] 
cT Motal cost of manufacturing of keys (€) 

2. Background 

2.1. Conceptual modelling and simulation  

Conceptual modelling is the abstraction of a model from a real or proposed system [1]. DACM framework as a 
conceptual modelling mechanism originally developed as a specification and verification technique for complex 
systems, but has been applied to many different cases such as additive manufacturing [2], machine learning [3], and 
multidisciplinary design optimization [4]. The main aim of DACM is to extract and encode knowledge of different 
forms (expert literature, empirical/experimental, and equations) in the form of a causal graph. The DACM framework 
starts with functional modelling of the system and assigning of fundamental variables to the different functions of the 
model. The functions, associated variables, and representative equations are characterized in the causal graph in the 
form of the cause-effect relationship between the fundamental variables of the functional model. The mathematical 
machinery to check propagation of an objective in a causal network is based on the Vashy-Buckingham’s Pi (π)-
theorem and the dimensional analysis (DA) theory [5], [6]. An adjacency matrix or multiple domain matrix (MDM) 
can be obtained from the causal network representing multiple domains. A MDM is a systematic extension of the 
design structure matrix (DSM), popularly used in system decomposition, integration, and design of complex systems. 
This matrix encodes a rich data structure able to represent knowledge extracted from the multi-domain system 
variables [7]. In this research, the matrix representation is evaluated qualitatively to check for contradictory influences 
in the objective imposed by the system variables. The qualitative analysis is followed by a dimension reduction method 
to rank order the system variables and form the optimization objective function.  

2.2. Dimension reduction  

High dimensionality is a universal challenge during computational analysis in the field of science and engineering. In 
manufacturing, computationally expensive and resource demanding optimization methods are needed to simulate 
high-dimensional problems such as production planning, scheduling, and performance optimization. Shan and Wang 
[8] provided a survey of popular strategies such as decomposition, which is to break up the optimization problem into 
simpler and smaller steps, and screening of variables to identify more important and less important variables as 
potential means to tackle the high dimensionality in engineering problems. In this research, a screening using the 
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graph centrality theory and node ranking is performed to classify variables as either low impact or high impact 
depending on their influence on the performance objectives. Following the classification, the optimization problem is 
decomposed into two stages. First, the low impact variables are fixed at their highest or lowest values based on their 
connection to the target variables in the performance objectives. Second, the optimization is performed for only the 
high impact variables based on the performance criteria having fixed the low impact variable values. The screening 
using graph centrality and node ranking is presented in the next subsection 2.3. 

2.3. Graph centrality and node ranking 

In a graph-based representation of a system consisting of a large number of nodes, the user is often interested to 
know what the most important nodes are.  This helps the user to direct their attention towards that part of the graph 
(or network) which has the most influence on the system represented. Graph centrality measures are used to rank 
nodes and find the most influential nodes within a complex network. Its most notable applications include wireless 
network applications, network traffic reduction, and social media network analysis. Many measures exist for graph 
centrality, Freeman [9] provides one of the earliest empirically based measures of centrality in complex networks. The 
author identifies three measures, namely, degree, betweenness, and closeness, which can be used to obtain a score for 
centrality in a graph. Borgatti and Everett [10] developed a unified framework for measuring centrality scores in 
complex social networks. They describe centrality as the node’s contribution to the cohesiveness of the network. They 
also provide mathematical expressions for computing the centrality score in complex networks. The method of ranking 
the different nodes could be automated using a centrality measurement algorithm similar to the PageRank algorithm, 
proposed by Brin and Page [11] of Google. PageRank is a network ranking method developed to compute ranks of 
webpages in Google’s search engine results. An improved version of this algorithm is used in applications that go 
beyond search engine ranking, which include impact analysis of graph-based system requirements and graph-based 
feature selection [12], [13]. In this article, a dimension reduction strategy is developed based on the causal graph 
representation of the system. Node ranking algorithm along with graph centrality measurements are used to identify 
most influential variables in the system. The variables in the causal graph are classified into two groups; high 
ranking/high impact variables and low ranking/low impact variables. Thus, only a smaller subset of the complete 
variable list that have high impact are used for optimizing the performance objectives, reducing computational cost. 
The methodology for dimension reduction using node ranking is explained using a case study of manufacturing the 
key and bladder mechanism for superconducting magnets in Section 3.  

3. Combined Conceptual Modelling and Dimension Reduction Methodology  

European Center for Nuclear Research (CERN) has been developing prototype designs of superconducting magnets 
which have the field strength of 16 Tesla (twice as much field strength compared to the current working designs 
operated in the Large Hadron Collider). In the conceptual design phase, three designs are under consideration for 
prototype manufacturing; the cosine theta design, the block design, and the common coil design [14]. In these three 
designs, the magnet and its support structure differ in size, performance, manufacturing, and assembly process. When 
the superconducting magnet is energized, electromagnetic forces try to expand the coil. The coil itself is unable to 
support these forces in tension. Hence, to counter these force during operation, and to have good control during 
assembly, a bladder and key (made of stainless steel, SS) mechanism is proposed by researchers to produce cost 
effective magnets [15]. The design and manufacturing of the various components which constitute the magnet 
becomes challenging considering that it is a multi-criteria design optimization problem. Larger the number of design 
variables, design constraints, material selection requirements, manufacturing parameters, and functional requirements 
of finished product, the bigger the optimization problem becomes computationally.  

In this research, the cosine theta design structure for the magnet is used for the case study. The methodology 
developed is shown as a three step approach in Figure 1 which include, modelling the system using DACM, dimension 
reduction approach to find most influential variables, and solving the optimization problem. The DACM framework 
is used to model the behavior of the magnet (expansion of magnet coil due to electromagnetic force or Lorentz’s force) 
during energizing. 
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Figure 1: Combined conceptual modelling and dimension reduction methodology 

The step-by-step conceptual modelling methodology using DACM is explained in earlier research [5]. The 
electromagnetic force is counterbalanced by the different support structures of the magnet to prevent magnet 
displacement. For simplification in this case study, it is assumed that the electromagnetic force is counterbalanced 
force by the pre-stress provided by the bladder and key mechanism. The functional model of the system is built from 
an abstract concept to a fidelity model based on elementary phenomena from the domain of classical electrodynamics 
and theory of failure as shown in Figure 2a. The resultant causal graph of the variables developed based on existing 
equations representing the different functions of the system is represented in Figure 2b. A simplified version of the 
cosine theta magnet design used in this case study is shown in Figure 2c. The causal graph maps the variables from 
the functional domain to the technical domain (used by designers to represent design parameters such as the geometry 
of the product and material), and from technical domain to process domain (used by manufactures to assign process 
parameters and compute cost of manufacturing). The nodes are color coded as green (independent variables), blue 
(intermediate variables), black/grey (exogenous variables), and red (target variables). The arcs that connects the nodes 
represent the interconnection between different variables as well the exponent of that connection from existing 
equations. A “+” is assigned on the node connection which denote the relationship, if increase in the nth node increases 
the (n+1)th node and a “–” relationship if the increase in the nth node decreases the (n+1)th node. Next, a multiple 
domain matrix is developed from the causal graph. The MDM is a sparse, square matrix representation of the system’s 
structure that condenses knowledge of all the variables across the functional, design, and manufacturing process 
domains with their weights obtained from the causal graph (network). The MDM can be considered as a collection of 
design structure matrices (DSM) in each domain, mapping variables in the domain to itself, as well as variables from 
other domains to represent the entire structure of the system. The first column of the MDM consists of all the variables 
in the system. The MDM is a scalable matrix capable of handling very large structures, where each DSM can contain 
any finite number of variables. The matrix representation of the system facilitates application of ranking algorithms 
and graph centrality measures to find the most influential variables of the system.  

A weighted PageRank algorithm and betweenness centrality scores are used to rank the nodes in the causal network 
based on the MDM. The PageRank algorithm computes a probabilistic rank vector that provides an importance 
estimate of all the nodes in the network based on the in-coming and out-going connections of the nodes in the causal 
graph. The PageRank algorithm is flexible and it can be modified to handle the weights in the causal network. A rank 
order for the nodes is obtained from the PageRank algorithm based on the measured centrality score. The betweenness 
centrality score is also computed for the MDM to validate the results obtained from PageRank algorithm. 
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Figure 2: (a) Functional model describing expansion of magnet coil due to electromagnetic force; (b) Causal graph depicting magnet 
behaviour, and (c) Simplified cosine theta magnet design 

 
Unlike PageRank, which is an Eigen vector centrality measure, the betweenness centrality is a measure of influence 

a node in a network has over the spread of information throughout the network [16]. The score measures the extent to 
which a node lies in the shortest path between the hub and the objective node. Higher the betweenness score implies 
the node is more central to the hub and objective nodes. Hence, betweenness score affirms the categorization of nodes 
as high importance and low importance nodes.  The results of the PageRank algorithm and betweenness score are used 
to classify the variables into matrices XH (high influence variables) and XL (low influence variables). The results of 
weighted PageRank and betweenness scores of the variables are shown in Fig 3. A variable is considered to be of high 
importance if it has high score in both PageRank and betweenness centrality measures. The ranks are normalized 
based on the highest ranking node and a threshold of 0.3 is selected based on the distribution of ranks to categorize 
the variables. The high scoring variables are stored in XH matrix and low scoring variables are stored in the XL matrix. 
The XL has low impact on the objective hence, the value of the variables are kept constant at its maximum or minimum 
depending on whether increase in the variable increases or reduces the performance objective (cost function). The 
variables in XH matrix, i.e. XH = [B, FL, τ, σv, Akey, Vkey, ct, cm, CT], are considered for optimization of the total cost 
of manufacturing of the stainless steel key against the stress induced due to Lorentz force per magnet. 
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Figure 3: Centrality measure using PageRank algorithm and betweenness centrality score 

The optimization problem is then formulated based on the mathematical function for cost of milling the key and 
the stress generated in the bladder and key mechanism due to the Lorentz force. The data used for optimization can 
be found in [14], [15]. The objective function for milling the key is as follows: 

 

 
The variables are; x1=dkey, x2=lkey, the material is considered as stainless steel, SS304 and having standard values of 
density, unit price, and standard CNC milling parameters with carbide tools. The optimization is run with ‘gamultiobj’ 
(a genetic algorithm based solver in Matlab) solver to find manufacturing cost estimate against various levels of stress 
during energizing of the magnet using the high influence variables in XH and for fixed values of low influence variables 
in XL. From the optimization, the lowest cost obtained from crossover for machining all keys of a magnet was found 
to be €13.225,51 for a stress value of 191.083 MPa.   

4. Conclusions and Future Work  

Dimension reduction enables faster and cheaper optimization in the field of engineering design and manufacturing 
performance measurement. In this research, a dimension reduction methodology is proposed using the DACM 
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framework and graph centrality theory to estimate and optimize the manufacturing cost of new products in the 
conceptual design stage. The proposed method decomposes the optimization problem into two steps by categorizing 
variables into low importance variables whose values are prefixed during optimization step 1, and high importance 
variables, which are optimized using a solver (step 2). The methodology is demonstrated for optimizing the 
manufacturing cost of the bladder and key mechanism of a new high field superconducting magnet used by CERN. 
The two step optimization process reduces the effective number of variables that need to be optimized to get minimum 
manufacturing cost. The reduced variable list reduces the computation time during optimization and hence enables 
cheaper and faster optimization. Future research focusses on expanding the case study to include other components of 
16 Tesla magnet and validation using real data from CERN’s prototype magnet manufacturing. 
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Figure 3: Centrality measure using PageRank algorithm and betweenness centrality score 
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framework and graph centrality theory to estimate and optimize the manufacturing cost of new products in the 
conceptual design stage. The proposed method decomposes the optimization problem into two steps by categorizing 
variables into low importance variables whose values are prefixed during optimization step 1, and high importance 
variables, which are optimized using a solver (step 2). The methodology is demonstrated for optimizing the 
manufacturing cost of the bladder and key mechanism of a new high field superconducting magnet used by CERN. 
The two step optimization process reduces the effective number of variables that need to be optimized to get minimum 
manufacturing cost. The reduced variable list reduces the computation time during optimization and hence enables 
cheaper and faster optimization. Future research focusses on expanding the case study to include other components of 
16 Tesla magnet and validation using real data from CERN’s prototype magnet manufacturing. 
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Figure 3: Centrality measure using PageRank algorithm and betweenness centrality score 

The optimization problem is then formulated based on the mathematical function for cost of milling the key and 
the stress generated in the bladder and key mechanism due to the Lorentz force. The data used for optimization can 
be found in [14], [15]. The objective function for milling the key is as follows: 

 

 
The variables are; x1=dkey, x2=lkey, the material is considered as stainless steel, SS304 and having standard values of 
density, unit price, and standard CNC milling parameters with carbide tools. The optimization is run with ‘gamultiobj’ 
(a genetic algorithm based solver in Matlab) solver to find manufacturing cost estimate against various levels of stress 
during energizing of the magnet using the high influence variables in XH and for fixed values of low influence variables 
in XL. From the optimization, the lowest cost obtained from crossover for machining all keys of a magnet was found 
to be €13.225,51 for a stress value of 191.083 MPa.   
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framework and graph centrality theory to estimate and optimize the manufacturing cost of new products in the 
conceptual design stage. The proposed method decomposes the optimization problem into two steps by categorizing 
variables into low importance variables whose values are prefixed during optimization step 1, and high importance 
variables, which are optimized using a solver (step 2). The methodology is demonstrated for optimizing the 
manufacturing cost of the bladder and key mechanism of a new high field superconducting magnet used by CERN. 
The two step optimization process reduces the effective number of variables that need to be optimized to get minimum 
manufacturing cost. The reduced variable list reduces the computation time during optimization and hence enables 
cheaper and faster optimization. Future research focusses on expanding the case study to include other components of 
16 Tesla magnet and validation using real data from CERN’s prototype magnet manufacturing. 
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framework and graph centrality theory to estimate and optimize the manufacturing cost of new products in the 
conceptual design stage. The proposed method decomposes the optimization problem into two steps by categorizing 
variables into low importance variables whose values are prefixed during optimization step 1, and high importance 
variables, which are optimized using a solver (step 2). The methodology is demonstrated for optimizing the 
manufacturing cost of the bladder and key mechanism of a new high field superconducting magnet used by CERN. 
The two step optimization process reduces the effective number of variables that need to be optimized to get minimum 
manufacturing cost. The reduced variable list reduces the computation time during optimization and hence enables 
cheaper and faster optimization. Future research focusses on expanding the case study to include other components of 
16 Tesla magnet and validation using real data from CERN’s prototype magnet manufacturing. 
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1. Introduction

Currently Digital Twin (DT) is a leading research topic in
manufacturing. The definition of a DT is flexible as this is a
highly multidisciplinary approach and depends strongly on the
application area. However, the common aspect of all DTs is the
cyber-physical fusion. This cyber-physical fusion needs to be
defined in the context of the application to produce functional
and meaningful living models, which are precise copies of
machines or systems based on advanced simulation and
industrial internet of things (IIoT) data. In the context of smart
manufacturing, DT is often defined as a virtual machine tool
system, which aims to reflect the status of its physical object
through the integration of manufacturing information. The
integration of the physical and virtual entities is the key to a DT.
However, in present times, it is not well understood, how to
realize this physical and virtual fusion [1].

A large quantity of recent literature exists on DTs describing
methods of building the twin and its fundamental components.
In [2,3], the authors present a reference model of an industrial
DT. The virtual entity (VE) representation of the DT is
presented as a collection of various models such as geometric
models (Gv), physics-based models (Pv), behavior models (Bv)
and prediction or rule-based models (Rv). This is
mathematically represented as; VE = {Gv, Pv, Bv, Rv}. These
models do not operate in isolation in the virtual entity of the DT
representation. Rather, these models exchange data and
information amongst each other to enrich the prediction
outcome and simulation results of a physical equipment or a
manufacturing process. Such a concept for DT is used to predict
the remaining useful life (RUL) of machine components in [4].
In this article, a method of fusing these virtual entity models is
presented with graph-based system representation developed in
[5]. This method transforms the system variables in to a causal
network that models the cause-effect relationship between
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mathematically represented as; VE = {Gv, Pv, Bv, Rv}. These
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representation. Rather, these models exchange data and
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variable with the help of a conceptual modeling framework
known as dimensional analysis conceptual modeling [6]. The
fusion of models for virtual entity representation of a DT
overcomes the problem of information silos created by various
simulation models using different software packages.

A graph-based representation is chosen to construct the
fusion model of the virtual entity because graphs have emerged
as powerful data analytics and representation tool in the recent
years. This is because graphs are simple to understand, and
several types of analyses become possible for data represented
in graphical format. The fusion graph of the virtual entity
contains the system variables on its vertices and the relationship
between the variables on the edges. This graph is a weighted or
unweighted directed graph in a tuple G = (V, E, A) format,
where V = {1, 2, ..., n} are the vertices set of the graph, E (i, j)
are the edge set of the directed graph where {i,j} ϵ E such that i
is the tail of the edge and j is the head. A = [aij] is the adjacency
matrix with non-negative values for weighted graph and ‘one’
for unweighted graph. This graph G serves as an input to several
machine learning algorithms for clustering or classification of
data. However, the size of such graph-based representation of
the VE models will be high dimensional. That means
knowledge of many system variables and their relationship is
needed, in order to obtain accurate representation and
predictions by the DT. This high-dimensional representation
makes the fusion model of the virtual entity asynchronous with
the physical entity and makes virtual entity computationally
expensive. Therefore, a graph-based model reduction
(dimensionality reduction) method is proposed to obtain a
reduced set of system variables, which are responsible for
maximum information flow in the system and are needed to
obtain fast and accurate simulation of the virtual entity.

This article is organized as follows; section 2 introduces the
reference model of the VE with the help of a surface grinding
case study. After that, a model fusion methodology is proposed
for the case study in section 3 with graph-based system
representation. Section 4 proposes a model reduction
(dimensionality reduction) method for the high dimensional
fusion model and section 5 concludes the article.

Nomenclature

acc accuracy
ae Actual depth of cut (mm)
AE Acoustic emission intensity (V)
agmax maximum un-deformed chip thickness (mm)
ap programmed or set depth of cut (mm)
Ar Real area of contact (mm2)
bw Width of grind (mm)
c workpiece heat capacity (J/K)
C          Active grit density (mm-2)
de          equivalent wheel diameter (mm)
dg mean grain size (mm)
ds          diameter of grinding wheel (mm)
dw        diameter of work piece (mm)
E* Combined elastic Modulus (MPa)
E1 Elastic Modulus of Wheel (MPa)
E2 Elastic Modulus of workpiece (MPa)
ec Specific grinding energy (J/mm3)

fg force per grit (N)
Fn Normal G. Force (N)
F'n Normal G. Force per unit width (N/mm)
Ft Tangential G. Force (N)
Fx grinding force in x-direction (N)
Fy grinding force in y-direction (N)
Fz grinding force in z-direction (N)
GRatio Volume of material ground per unit wheel width by
volume of wheel worn per unit wheel width (mm3)
H Hardness of grinding grain (Rockwell hardness)
hcu Uncut chip thickness (mm)
K Archard's constant
k workpiece thermal conductivity (WK-1)
kg Grain thermal conductivity (WK-1)
L Sliding distance (mm)
lc real contact length (mm)
lf deflection contact length (mm)
lg geometrical contact length (mm)
Ls variation of the contact length (mm)
Lw Grinding distance (mm)
nb number of parts
Ns Rotational wheel speed (m/min)
P Grinding power (KW)
PRatio  Volume of metal ground per unit area of wheel
surface (mm3)
Q' Specific removal rate
r Grit cutting point shape factor
r0 grain contact radius (mm)
Rr Roughness factor
Rt Maximum Surface Roughness (μm)
Rws Workpiece partition ratio
t total grinding contact time (min)
tb total time (min)
tc Cycle time (min)
tg grinding time (min)
Tmax Maximum temperature (°C)
Tmp Temperature approaching the melting point (°C)
V Volume of wear of the wheel (mm3)
vs Wheel speed (m/min)
Vs Volume of wheel worn per unit wheel width (mm3)
vw Workpiece speed (m/min)
Vw volume of material ground per unit wheel width
(mm3)
Vx velocity in x-direction (mm/min)
Vy velocity in y-direction (mm/min)
Vz velocity in z-direction (mm/min)
wr Wear life cycle
ᴧ Stock removal parameter
μ Coefficient of Grinding
ν Poisson's Ratio
ρ density (kg/m3)
φ abrasive angle (°)

2. Reference Model

A reference model for DT is proposed by the authors in [7].
This reference model describes a DT as a fusion of five
components working synchronously with each other. These
five components are; (1) the physical equipment (PE)
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consisting of the actual physical device at the shop floor, (2)
the virtual entity consisting of the entire virtual representation
of the PE, (3) DT data, which is operational data collected from
the PE, (4) connection and networking (CN), and (5) Services
provided by the DT at the shop floor (Ss). The authors describe
these five components as five dimensions of the DT. Each of
the five dimensions can be individually modelled for every
complex equipment on the shop floor.

In this article, the reference model is implemented on a
cylindrical surface grinding case study. In grinding operation,
an important concern is the life of the grinding wheel. Efforts
to develop a low cost digital twin for grinding operation with
RFID tags and single board computers is demonstrated in [8].

The PE consists of various subsystems of the grinding
machine, several sensors and IIoT devices are integrated with
the machine. Acoustic emission sensors, accelerometers,
temperature sensors and sensors for current and voltage
measurement are used to capture data from the PE. The VE is
the entire virtual representation of the grinding system unifying
several models such as the Gv, Pv, Bv and Rv.

Gv is the 3D model of the grinding wheel geometry.
Information regarding the geometry of the grinding wheel can
be obtained from these models. The Pv describes the physical
phenomena associated with the operations of the PE. Finite

element method (FEM) are used to obtain the physics-based
modeling and simulation of the grinding wheel parameters
during operation. The Pv is a complex representation of all the
physical parameters effecting the grinding process and its
effect on the change of grinding wheel geometry due to wheel
wear. Bv describes the behavior of the grinding machine or the
grinding process under certain conditions. For example, what
happens when the maximum temperature of grinding exceeds
predefined limits or the power consumption increase? Bv is a
comprehensive model, which provides an exhaustive
explanation on the events experienced by the DT. Rv is the
highest-level model, which facilitates prediction and decision-
making by the virtual entity with the help of machine learning
algorithms. For example, tool wear prediction in manufacturing
by application of deep learning methods like Recurrent Neural
Networks (RNN) [9] or ensemble classifiers like Random
Forest [10].

The other components i.e. DT data, CN and Ss are important
auxiliary components of the DT, which are dependent on PE
and VE to give context to the definition of a DT. This article
focuses categorically on the high dimensional fusion model of
the VE to develop a methodology for model reduction that
enhances the performance of the twinning process.

Fig. 1. The fusion model GF of the VE; (a) Geometry model Gv; (b) Physics-based model Pv; (c) Behavior model Bv; (d) Rule model Rv.

3. Model Fusion

Fusion of the above mentioned multi-dimensional models
are an important step in construction and operation of the VE.
These models embed large amount of information such as
product geometry, process physics, functional behavior or
failure rules in different formats. Hence, realization of the
fusion process is a challenging but essential task. Different

software are used to build different models, which might not be
compatible with each other. For example, the geometry models
are constructed by 3D computer aided design (CAD) software
whereas the physics-based model are built with finite element
modeling (FEM) software and the rule-based model are
constructed with machine learning algorithms. For this reason,
a graph-based approach is used for the fusion model shown in
Figure 1.
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variable with the help of a conceptual modeling framework
known as dimensional analysis conceptual modeling [6]. The
fusion of models for virtual entity representation of a DT
overcomes the problem of information silos created by various
simulation models using different software packages.

A graph-based representation is chosen to construct the
fusion model of the virtual entity because graphs have emerged
as powerful data analytics and representation tool in the recent
years. This is because graphs are simple to understand, and
several types of analyses become possible for data represented
in graphical format. The fusion graph of the virtual entity
contains the system variables on its vertices and the relationship
between the variables on the edges. This graph is a weighted or
unweighted directed graph in a tuple G = (V, E, A) format,
where V = {1, 2, ..., n} are the vertices set of the graph, E (i, j)
are the edge set of the directed graph where {i,j} ϵ E such that i
is the tail of the edge and j is the head. A = [aij] is the adjacency
matrix with non-negative values for weighted graph and ‘one’
for unweighted graph. This graph G serves as an input to several
machine learning algorithms for clustering or classification of
data. However, the size of such graph-based representation of
the VE models will be high dimensional. That means
knowledge of many system variables and their relationship is
needed, in order to obtain accurate representation and
predictions by the DT. This high-dimensional representation
makes the fusion model of the virtual entity asynchronous with
the physical entity and makes virtual entity computationally
expensive. Therefore, a graph-based model reduction
(dimensionality reduction) method is proposed to obtain a
reduced set of system variables, which are responsible for
maximum information flow in the system and are needed to
obtain fast and accurate simulation of the virtual entity.

This article is organized as follows; section 2 introduces the
reference model of the VE with the help of a surface grinding
case study. After that, a model fusion methodology is proposed
for the case study in section 3 with graph-based system
representation. Section 4 proposes a model reduction
(dimensionality reduction) method for the high dimensional
fusion model and section 5 concludes the article.

Nomenclature

acc accuracy
ae Actual depth of cut (mm)
AE Acoustic emission intensity (V)
agmax maximum un-deformed chip thickness (mm)
ap programmed or set depth of cut (mm)
Ar Real area of contact (mm2)
bw Width of grind (mm)
c workpiece heat capacity (J/K)
C          Active grit density (mm-2)
de          equivalent wheel diameter (mm)
dg mean grain size (mm)
ds          diameter of grinding wheel (mm)
dw        diameter of work piece (mm)
E* Combined elastic Modulus (MPa)
E1 Elastic Modulus of Wheel (MPa)
E2 Elastic Modulus of workpiece (MPa)
ec Specific grinding energy (J/mm3)

fg force per grit (N)
Fn Normal G. Force (N)
F'n Normal G. Force per unit width (N/mm)
Ft Tangential G. Force (N)
Fx grinding force in x-direction (N)
Fy grinding force in y-direction (N)
Fz grinding force in z-direction (N)
GRatio Volume of material ground per unit wheel width by
volume of wheel worn per unit wheel width (mm3)
H Hardness of grinding grain (Rockwell hardness)
hcu Uncut chip thickness (mm)
K Archard's constant
k workpiece thermal conductivity (WK-1)
kg Grain thermal conductivity (WK-1)
L Sliding distance (mm)
lc real contact length (mm)
lf deflection contact length (mm)
lg geometrical contact length (mm)
Ls variation of the contact length (mm)
Lw Grinding distance (mm)
nb number of parts
Ns Rotational wheel speed (m/min)
P Grinding power (KW)
PRatio  Volume of metal ground per unit area of wheel
surface (mm3)
Q' Specific removal rate
r Grit cutting point shape factor
r0 grain contact radius (mm)
Rr Roughness factor
Rt Maximum Surface Roughness (μm)
Rws Workpiece partition ratio
t total grinding contact time (min)
tb total time (min)
tc Cycle time (min)
tg grinding time (min)
Tmax Maximum temperature (°C)
Tmp Temperature approaching the melting point (°C)
V Volume of wear of the wheel (mm3)
vs Wheel speed (m/min)
Vs Volume of wheel worn per unit wheel width (mm3)
vw Workpiece speed (m/min)
Vw volume of material ground per unit wheel width
(mm3)
Vx velocity in x-direction (mm/min)
Vy velocity in y-direction (mm/min)
Vz velocity in z-direction (mm/min)
wr Wear life cycle
ᴧ Stock removal parameter
μ Coefficient of Grinding
ν Poisson's Ratio
ρ density (kg/m3)
φ abrasive angle (°)

2. Reference Model

A reference model for DT is proposed by the authors in [7].
This reference model describes a DT as a fusion of five
components working synchronously with each other. These
five components are; (1) the physical equipment (PE)
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consisting of the actual physical device at the shop floor, (2)
the virtual entity consisting of the entire virtual representation
of the PE, (3) DT data, which is operational data collected from
the PE, (4) connection and networking (CN), and (5) Services
provided by the DT at the shop floor (Ss). The authors describe
these five components as five dimensions of the DT. Each of
the five dimensions can be individually modelled for every
complex equipment on the shop floor.

In this article, the reference model is implemented on a
cylindrical surface grinding case study. In grinding operation,
an important concern is the life of the grinding wheel. Efforts
to develop a low cost digital twin for grinding operation with
RFID tags and single board computers is demonstrated in [8].

The PE consists of various subsystems of the grinding
machine, several sensors and IIoT devices are integrated with
the machine. Acoustic emission sensors, accelerometers,
temperature sensors and sensors for current and voltage
measurement are used to capture data from the PE. The VE is
the entire virtual representation of the grinding system unifying
several models such as the Gv, Pv, Bv and Rv.

Gv is the 3D model of the grinding wheel geometry.
Information regarding the geometry of the grinding wheel can
be obtained from these models. The Pv describes the physical
phenomena associated with the operations of the PE. Finite

element method (FEM) are used to obtain the physics-based
modeling and simulation of the grinding wheel parameters
during operation. The Pv is a complex representation of all the
physical parameters effecting the grinding process and its
effect on the change of grinding wheel geometry due to wheel
wear. Bv describes the behavior of the grinding machine or the
grinding process under certain conditions. For example, what
happens when the maximum temperature of grinding exceeds
predefined limits or the power consumption increase? Bv is a
comprehensive model, which provides an exhaustive
explanation on the events experienced by the DT. Rv is the
highest-level model, which facilitates prediction and decision-
making by the virtual entity with the help of machine learning
algorithms. For example, tool wear prediction in manufacturing
by application of deep learning methods like Recurrent Neural
Networks (RNN) [9] or ensemble classifiers like Random
Forest [10].

The other components i.e. DT data, CN and Ss are important
auxiliary components of the DT, which are dependent on PE
and VE to give context to the definition of a DT. This article
focuses categorically on the high dimensional fusion model of
the VE to develop a methodology for model reduction that
enhances the performance of the twinning process.

Fig. 1. The fusion model GF of the VE; (a) Geometry model Gv; (b) Physics-based model Pv; (c) Behavior model Bv; (d) Rule model Rv.

3. Model Fusion

Fusion of the above mentioned multi-dimensional models
are an important step in construction and operation of the VE.
These models embed large amount of information such as
product geometry, process physics, functional behavior or
failure rules in different formats. Hence, realization of the
fusion process is a challenging but essential task. Different

software are used to build different models, which might not be
compatible with each other. For example, the geometry models
are constructed by 3D computer aided design (CAD) software
whereas the physics-based model are built with finite element
modeling (FEM) software and the rule-based model are
constructed with machine learning algorithms. For this reason,
a graph-based approach is used for the fusion model shown in
Figure 1.
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3.1. The Fusion Model based on Reference Model

Firstly, directed graphs are generated to construct individual
models with the help of dimensional analysis conceptual
modeling framework. Thereafter, these models are interlinked
to form the unified model of the VE, and it is denoted as a
multi-dimensional graph, GF. Figure 1 shows the individual
models as well as the inter model connections to obtain the
larger fusion model for building a DT for grinding system.
• Gv is the simplest graphical model. It contains geometric

information such as dimensions. Gv contains information
like diameter of the grinding wheel (ds), bore to hole ratio,
width of the bore and work piece diameter (dw). Another
parameter that can be obtained from the geometry models of
the grinding wheel and the work piece is equivalent
diameter (deq). This measure allows the comparison between
two grinding applications. From the relationship of the
equivalent grinding diameter, the graphical model Gv is
constructed. Gv is connected to Pv through the geometry
information it contains regarding the equivalent diameter.

• Pv is the physics-based model generated based on
dimensional analysis conceptual modeling framework along
with well understood grinding physics available in
literature. Pv is the graphical representation of the multi-
physical phenomena in the grinding process and it is solved
with finite element method to obtain wheel wear and volume
of material ground.

• Bv represents the dynamic behavior model of the grinding
process. Bv determines the variation of dynamic response
such as the grinding force, vibration, and grinding power.
This dynamic behavior model effects grinding quality
parameters such as roughness or residual stresses. In [9], the
dynamic behavior of grinding process is defined
mathematically as a function of chip thickness and contact
length between wheel and workpiece. According to the
authors, in high speed grinding, variation in vibration or
work piece runout are dynamic behavior patterns that
influences the grinding quality. Bv can be built as a function
of maximum uncut chip thickness and contact length
between the wheel and workpiece. Bv is connected to Pv

through common parameters governing process physics and
dynamic behavior such as Vs, Vw and deq.

• Rv is a data-driven model which defines the deduction rule
between the grinding wheel wear and the input parameters.
Data collection is done from the grinding process with the
help of acoustic emission sensors and accelerometers. The
input parameters are rotational speed, tangential force and
vibration along X, Y and Z. An artificial neural network
(ANN) is implemented similar to [10] to associate specific
levels of the sensor signals with the grinding wheel wear.
The feed forward propagation of the ANN is a logistical
regression method, but the back propagation is the actual
learning event when the weights of the ANN are learnt to
predict grinding wheel wear based on sensor data. In order
to connect Rv to the rest of the models, accuracy of the ANN
is chosen. When the accuracy of the ANN is sufficiently
high, Rv can be connected to Pv through grinding power
[11].

4. Model Reduction

The fusion model GF of the VE contains of large number of
variables whose states and values must be known to obtain
correct prediction and simulation results from the VE.  In this
section, a novel method of model reduction (or dimensionality
reduction) is introduced to obtain a reduced model of the graph
GF so that knowledge of a smaller number of variables is
required to compute and optimize the target variables. This
improves the performance of the simulation process of the VE
making it fast and computationally less expensive. This method
uses spectral clustering techniques to group similar variables of
graph GF together. Spectral clustering is an unsupervised
machine learning technique where a graph is partitioned into
clusters based on the topology of the graph. Spectral clustering
uses graph Laplacian to construct the clusters. The following
sections describe the subcomponents of the model reduction
method.

4.1. Spectral Clustering

A spectral clustering algorithm is implemented to obtain the
graph partition of GF. GF consists of 62 variables in total. The
first step in the algorithm is to define a similarity matrix. The
similarity matrix is chosen as the adjacency of GF. From this
adjacency matrix, the graph Laplacian is computed, and the
eigenvalues and eigenvectors are computed from the
Laplacian. As GF is a directed graph, the Laplacian is
normalized to obtain the graph cuts. The number of clusters are
decided based on the eigenvectors. Presence of sharp peaks in
the eigenvector graph indicate the presence of a partition. The
cluster is reconstructed with the graph along with k-means
clustering where k is decided by the eigenvector values. For GF,
k=4 was obtained. Figure 1 shows the clusters from spectral
clustering algorithm for GF. The clusters are colour coded. The
cluster marked in yellow is the first and biggest cluster with 53
variables in it, which cannot be subdivided further when the
value of k is 4. The variables marked in red belong to the second
cluster that contains many variables whose values depend upon
the variables in the first cluster. The green and blue clusters
contain other less important variables that do not contribute
significantly to the prediction and simulation results of the VE.
The spectral clustering already sets a hierarchy of variables. To
find the relative importance of these clusters to each other, page
rank algorithm is used to find the cluster hierarchy. The cluster
importance is defined in the next section.

4.2. Cluster Importance

Page rank algorithm is used to find the relative importance
of the clusters. This algorithm has shown stability in node
ranking and has been popularly used for variable screening in
physical networks such as chemical networks, protein networks
and power grids. Page rank algorithm is a modified form of
eigenvector centrality measure of vertices in a graph. Page rank
computes the principal eigenvector of the matrix describing the
edges in the graph using the power method. It is a probabilistic
ranking technique to obtain which variables in the graph could
be more important based on the degree distribution and fitness
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function. The nodes with higher Page rank are more central,
meaning they tend to have a higher influence on the objective
function, or they are connected to the variables which have
higher influence on the objective. The principle of Page rank
algorithm holds for directed unipartite networks, complex or
small scale, as it generates a hierarchy of nodes in the network
based on the probabilities of the nodes at a given state of the
system obtained from the degree distribution. Page rank is
computed for GF. The Page rank scores with power iteration
method are shown in Figure 2. It is found that higher page rank
scores are obtained for variables lying in the first cluster.
Whereas the page rank scores of variables lying in other
clusters are low and fail to qualify as important variables when
a threshold of 0.025 is selected. This threshold of 0.025 is
selected based on the percentile Page rank score of all the
variables and applying classical Pareto 80/20 principle on the
percentile scores.

It can be observed from the spectral clustering pattern that
cluster 1 contains Vs and Vw, which are the target variables of
the physics-based model Pv. At this point, it is desirable to
reformulate the VE model based only on the variables
belonging to cluster 1. Variables in other clusters can be
neglected as they contain dependent variables and their
knowledge itself does not alter the computing or simulation
time of the VE by a large amount. Clusters 2, 3 and 4 contain
variables, which have a low page rank score, and it could be
inferred that they do not contribute significantly to the target
variables Vs and Vw. Cluster 1 is therefore the most important
cluster containing all the important variables that should be
optimized to obtain higher performance of the twin. In other
words, Cluster 1 is the reduced model of GF that contains the
knowledge of all the variables, which are critical to represent
the VE with a reasonable accuracy.

Fig. 2. Page Rank score of GF by power iteration method

To validate this approach, performance variables Vs and Vw

are optimized based only on the variables from cluster 1 and
the values are compared with other grinding case studies from
the literature. There are conflicting objectives in the VE as the
variable Vs should be minimized and Vw should be maximized
in the grinding operation. Hence, in the next section, a multi-
objective optimization problem is formulated and solved to
demonstrate the significance of cluster 1 variables on the
performance of the VE.

4.3. Multi objective optimization

Spectral clustering and graph centrality metric define
variables in cluster 1 as the variables, which have the highest
impact on the target variables i.e. Vs and Vw. Rt is also
considered in the optimization problem as maximum roughness
should be minimized. But, Rt contains vs in its equation, which
is a variable from cluster 2. While formulating the Rt

optimization equation, vs is replaced by 1 as it is in the
denominator. This replacement is done for all the variables
belonging to cluster 2, 3 and 4. Due to the presence of
conflicting objectives in the VE, a multi-objective optimization
problem is formulated based on the mathematical equations for
grinding defined in [12,13]. The optimization problem contains
three objectives however, several other objectives can be
selected depending on the application of the VE. The
optimization formulation is as follows:

In objective 1, Vs is defined as a function of as, which is the
wear depth of the grinding wheel. As no standard value for as
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3.1. The Fusion Model based on Reference Model

Firstly, directed graphs are generated to construct individual
models with the help of dimensional analysis conceptual
modeling framework. Thereafter, these models are interlinked
to form the unified model of the VE, and it is denoted as a
multi-dimensional graph, GF. Figure 1 shows the individual
models as well as the inter model connections to obtain the
larger fusion model for building a DT for grinding system.
• Gv is the simplest graphical model. It contains geometric

information such as dimensions. Gv contains information
like diameter of the grinding wheel (ds), bore to hole ratio,
width of the bore and work piece diameter (dw). Another
parameter that can be obtained from the geometry models of
the grinding wheel and the work piece is equivalent
diameter (deq). This measure allows the comparison between
two grinding applications. From the relationship of the
equivalent grinding diameter, the graphical model Gv is
constructed. Gv is connected to Pv through the geometry
information it contains regarding the equivalent diameter.

• Pv is the physics-based model generated based on
dimensional analysis conceptual modeling framework along
with well understood grinding physics available in
literature. Pv is the graphical representation of the multi-
physical phenomena in the grinding process and it is solved
with finite element method to obtain wheel wear and volume
of material ground.

• Bv represents the dynamic behavior model of the grinding
process. Bv determines the variation of dynamic response
such as the grinding force, vibration, and grinding power.
This dynamic behavior model effects grinding quality
parameters such as roughness or residual stresses. In [9], the
dynamic behavior of grinding process is defined
mathematically as a function of chip thickness and contact
length between wheel and workpiece. According to the
authors, in high speed grinding, variation in vibration or
work piece runout are dynamic behavior patterns that
influences the grinding quality. Bv can be built as a function
of maximum uncut chip thickness and contact length
between the wheel and workpiece. Bv is connected to Pv

through common parameters governing process physics and
dynamic behavior such as Vs, Vw and deq.

• Rv is a data-driven model which defines the deduction rule
between the grinding wheel wear and the input parameters.
Data collection is done from the grinding process with the
help of acoustic emission sensors and accelerometers. The
input parameters are rotational speed, tangential force and
vibration along X, Y and Z. An artificial neural network
(ANN) is implemented similar to [10] to associate specific
levels of the sensor signals with the grinding wheel wear.
The feed forward propagation of the ANN is a logistical
regression method, but the back propagation is the actual
learning event when the weights of the ANN are learnt to
predict grinding wheel wear based on sensor data. In order
to connect Rv to the rest of the models, accuracy of the ANN
is chosen. When the accuracy of the ANN is sufficiently
high, Rv can be connected to Pv through grinding power
[11].

4. Model Reduction

The fusion model GF of the VE contains of large number of
variables whose states and values must be known to obtain
correct prediction and simulation results from the VE.  In this
section, a novel method of model reduction (or dimensionality
reduction) is introduced to obtain a reduced model of the graph
GF so that knowledge of a smaller number of variables is
required to compute and optimize the target variables. This
improves the performance of the simulation process of the VE
making it fast and computationally less expensive. This method
uses spectral clustering techniques to group similar variables of
graph GF together. Spectral clustering is an unsupervised
machine learning technique where a graph is partitioned into
clusters based on the topology of the graph. Spectral clustering
uses graph Laplacian to construct the clusters. The following
sections describe the subcomponents of the model reduction
method.

4.1. Spectral Clustering

A spectral clustering algorithm is implemented to obtain the
graph partition of GF. GF consists of 62 variables in total. The
first step in the algorithm is to define a similarity matrix. The
similarity matrix is chosen as the adjacency of GF. From this
adjacency matrix, the graph Laplacian is computed, and the
eigenvalues and eigenvectors are computed from the
Laplacian. As GF is a directed graph, the Laplacian is
normalized to obtain the graph cuts. The number of clusters are
decided based on the eigenvectors. Presence of sharp peaks in
the eigenvector graph indicate the presence of a partition. The
cluster is reconstructed with the graph along with k-means
clustering where k is decided by the eigenvector values. For GF,
k=4 was obtained. Figure 1 shows the clusters from spectral
clustering algorithm for GF. The clusters are colour coded. The
cluster marked in yellow is the first and biggest cluster with 53
variables in it, which cannot be subdivided further when the
value of k is 4. The variables marked in red belong to the second
cluster that contains many variables whose values depend upon
the variables in the first cluster. The green and blue clusters
contain other less important variables that do not contribute
significantly to the prediction and simulation results of the VE.
The spectral clustering already sets a hierarchy of variables. To
find the relative importance of these clusters to each other, page
rank algorithm is used to find the cluster hierarchy. The cluster
importance is defined in the next section.

4.2. Cluster Importance

Page rank algorithm is used to find the relative importance
of the clusters. This algorithm has shown stability in node
ranking and has been popularly used for variable screening in
physical networks such as chemical networks, protein networks
and power grids. Page rank algorithm is a modified form of
eigenvector centrality measure of vertices in a graph. Page rank
computes the principal eigenvector of the matrix describing the
edges in the graph using the power method. It is a probabilistic
ranking technique to obtain which variables in the graph could
be more important based on the degree distribution and fitness
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function. The nodes with higher Page rank are more central,
meaning they tend to have a higher influence on the objective
function, or they are connected to the variables which have
higher influence on the objective. The principle of Page rank
algorithm holds for directed unipartite networks, complex or
small scale, as it generates a hierarchy of nodes in the network
based on the probabilities of the nodes at a given state of the
system obtained from the degree distribution. Page rank is
computed for GF. The Page rank scores with power iteration
method are shown in Figure 2. It is found that higher page rank
scores are obtained for variables lying in the first cluster.
Whereas the page rank scores of variables lying in other
clusters are low and fail to qualify as important variables when
a threshold of 0.025 is selected. This threshold of 0.025 is
selected based on the percentile Page rank score of all the
variables and applying classical Pareto 80/20 principle on the
percentile scores.

It can be observed from the spectral clustering pattern that
cluster 1 contains Vs and Vw, which are the target variables of
the physics-based model Pv. At this point, it is desirable to
reformulate the VE model based only on the variables
belonging to cluster 1. Variables in other clusters can be
neglected as they contain dependent variables and their
knowledge itself does not alter the computing or simulation
time of the VE by a large amount. Clusters 2, 3 and 4 contain
variables, which have a low page rank score, and it could be
inferred that they do not contribute significantly to the target
variables Vs and Vw. Cluster 1 is therefore the most important
cluster containing all the important variables that should be
optimized to obtain higher performance of the twin. In other
words, Cluster 1 is the reduced model of GF that contains the
knowledge of all the variables, which are critical to represent
the VE with a reasonable accuracy.

Fig. 2. Page Rank score of GF by power iteration method
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variable Vs should be minimized and Vw should be maximized
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was found in literature, it is assumed to be the lowest value of
the variable ae. In objective 3, the value of C is chosen as 32
μ/mm2 and grit size r is chosen as 500 based on ANSI B74.16,
1995. Also, for surface grinding, de ≈ ds. The optimization
problem is solved with the help of a MATLAB based genetic
algorithm solver known as ‘gamultiobj’ and data collected
from the digital environment for grinding with IIoT devices.
The values of the variables, whose data are not collected from
the digital grinding environment, are derived from previous
work on grinding parameter optimization such as the case study
presented in [14]. Acoustic emission data is collected from the
grinding machine with acoustic emission sensors. The acoustic
emission intensity is related to the grinding power P to compute
volume of wheel wear Vw, if a significant accuracy is obtained
from the rule-based model Rv. The fitness function for multi-
objective optimization is defined according to the mathematical
expression of the performance variables. The optimization
result is shown in Table 1, for nb = 20.

Table 1. Optimization results.

Variables Optimized value

Vs 24.485 mm3

Vw 1419.4 mm3

Rt 0.8 μm

To compare the optimization results with the case study
from literature, GRatio is used. GRatio is a measure of the ability
of a grinding wheel to remove materials and it is given by the
ratio of Vw/Vs.  GRatio obtained from Table 1 is 57.95 and GRatio

obtained from the case study is 60. Hence, less than 10% error
is obtained. This indicates that the variables in cluster 1 is
sufficient to provide meaningful information on performance
optimization of the VE. Thus, cluster 1 containing 53 variables
provides an equivalent representation of the high dimensional
model GF.

5. Conclusion

In this article, a model reduction method is presented for
multidimensional graphical representation of the variables in
the VE models. This model reduction method uses spectral
clustering to group similar variables together and analyses their
importance in optimization of the performance variables that
governs the overall performance of the DT. An important
performance indicator of the DT is the time required by the
simulation models to update itself based on industrial internet
of things (IIoT) data from the shop floor. This model reduction
method can identify the less sensitive variables in the VE so
that data collection or complicated analytics of these variables
can be eliminated. This makes the VE representation of the DT
faster and more efficient.

6. Future Work

In the future, a detailed graphical representation of the
grinding system will be built, and the model reduction method
will be integrated with the functional DT for daily operations

of the grinding machine to make the simulation models faster
and more sensitive to the working environment. Collecting and
processing all information needed to update simulation runs of
the PE remains a practical challenge for high-fidelity
simulation models, which try to mimic the reality in greater
detail. Model reduction methods, such as the method described
in this article, will facilitate in understanding which parameters
have the most influence on the process and selectively optimize
those parameters in the virtual entity to enhance the
performance of the DT.
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result is shown in Table 1, for nb = 20.

Table 1. Optimization results.

Variables Optimized value

Vs 24.485 mm3

Vw 1419.4 mm3

Rt 0.8 μm

To compare the optimization results with the case study
from literature, GRatio is used. GRatio is a measure of the ability
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obtained from the case study is 60. Hence, less than 10% error
is obtained. This indicates that the variables in cluster 1 is
sufficient to provide meaningful information on performance
optimization of the VE. Thus, cluster 1 containing 53 variables
provides an equivalent representation of the high dimensional
model GF.

5. Conclusion

In this article, a model reduction method is presented for
multidimensional graphical representation of the variables in
the VE models. This model reduction method uses spectral
clustering to group similar variables together and analyses their
importance in optimization of the performance variables that
governs the overall performance of the DT. An important
performance indicator of the DT is the time required by the
simulation models to update itself based on industrial internet
of things (IIoT) data from the shop floor. This model reduction
method can identify the less sensitive variables in the VE so
that data collection or complicated analytics of these variables
can be eliminated. This makes the VE representation of the DT
faster and more efficient.
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In the future, a detailed graphical representation of the
grinding system will be built, and the model reduction method
will be integrated with the functional DT for daily operations

of the grinding machine to make the simulation models faster
and more sensitive to the working environment. Collecting and
processing all information needed to update simulation runs of
the PE remains a practical challenge for high-fidelity
simulation models, which try to mimic the reality in greater
detail. Model reduction methods, such as the method described
in this article, will facilitate in understanding which parameters
have the most influence on the process and selectively optimize
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1. Introduction

Digital twins (DTs) are the talking point in manufacturing 
industry at the moment. Manufacturers, software developers 
and academicians all understand the concept of digital twins in 
different ways. Some define DTs as replica of a manufacturing 
asset that mimics its functionalities in real time [1] whereas,
others define DTs as a bi-directional communication process 
between manufacturing machinery and their simulation models
[2]. Efforts made by companies like GE (Predix), Siemens 
(MindSphere) and IBM (Watson analytics) has helped digital 
twin developers to have a process management platform-
oriented mindset of digital twins. On the other hand, companies 
like ANSYS and PTC prefer a product-oriented analytical 
approach. In academic literature, DTs have been viewed as 
physical systems and their virtual equivalent with the system 
data threading them together [3]. In other cases, DTs have been 
conceptualized as a five-dimensional entity [4]. This three or 

five-dimensional viewpoint of DTs introduces a bigger systems 
integration challenge where it is not enough to put the physical 
and digital components together, but integrate bigdata, 
connections and services between them. Due to the versatility 
of definitions, opinions, utility and cost, DTs poses several 
challenging tasks to overcome in the manufacturing industry as 
well as academia [5–7].

Nomenclature

API Application programming interface
BPA Basic probability assignment
Bv Behaviour model
CBM Condition based maintenance
Ci Centrality score obtained from respective algorithms
Cm Minimum value of Ci

CM Maximum value of Ci

CH Cluster containing the high importance variables
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such a digital twins is a hybrid representation with multiple parameters which need to be monitored to predict complex phenomena occurring in 
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CN DT connections
DD DT data model 
DAG Directed Acyclical Graph
DACM Dimension Analysis Conceptual Modeling
DTs Digital Twins
DST Dempster-Shafer Theory
EVC Eigenvector centrality
Gv Geometrical model
GA Genetic Algorithm
h High importance elements 
IIoT Industrial internet of things
l Low importance elements
Pv Physics-based model
PE Physical entity
PHM Prognostics and health management
PR PageRank algorithm
Rv Rule-based model
RUL Remaining useful life
RTU Remote terminal unit
SS DT Services 
Ω Frame of discernment
VE Virtual entity
XH Matrix containing set of high importance variables
XL Matrix containing set of low importance variables

2. Case Study: Grinding Digital Twin

One such important challenge is the trade-off between model 
fidelity and computational speed. High fidelity analytical 
models require several hours even days to solve for quantities 
of interest even with powerful processors. This raises the 
question of real-time (or near real-time) predictions made by 
the twin. Adding to that are questions regarding the latency of 
data, availability of network and internet speed. Hence, some 
authors have proposed that a very high-fidelity model which is 
computationally intensive should not be the goal while building 
a responsive digital twins for process optimization [8]. Rather, 
focusing on a subset of important parameters that explain the 
behavior of the physical system and predict its future state is 
more valuable. However, determining these selected few 
parameters that explains the majority of impact on the target 
parameters and in turn the final outcome of the system is not a 
trivial task.

For this purpose, a methodology was proposed previously 
which realizes DTs as complex graphs. The methodology 
describes a graph-based system identification and model 
reduction technique to locate the important parameters and their 
optimization [9]. The methodology was applied to a grinding 
wheel wear case study. Fig. 1 shows the conceptual DT of the 
grinding system based on framework proposed by other authors
[10]. This is used as a reference model. The PE in Fig. 1 is the 
physical grinding machine with sensors, actuators and RTUs.
The VE representation is the DT model. However, the VE is not 
a single model. It is a collection of models such as geometrical, 
physics-based, rule-based and behavior model. Digital service 
model defines the prognostics and health management services 
provided by the twin for the grinding wheel. The Data model 
provides detailed description of the data and its source that is 

generated by the PE and consumed by the VE models.
Connections model describe the API endpoints where the data 
from various components of PE is posted to on-premise server 
or to the cloud. It should also describe the connectivity of the 
simulation models with specific data sources.

The VE section of Fig. 1 works as the platform for the 
complex graph representation of the DT. At this stage, the 
functional variables influencing different dimensions of the 
digital twins are identified and associated with respective 
models of VE. Then, a graph-based conceptual modeling 
mechanism known as dimensional analysis conceptual 
modeling (DACM) [11] was used to represent the virtual entity 
in the form of a causal graph which is directed and acyclic in 
nature. The model reduction method was implemented on this 
causal graph in two stages; (1) spectral clustering method with 
normalized graph Laplacian to fit the directed acyclical graph 
(DAG), and (2) identifying important nodes (variables) in the 
graph with graph centrality metrics based on eigenvector 
methods. However, on further investigation, it was found that 
different graph centrality metrics that use eigenvector methods 
do not yield the same results. Hence, an uncertainty is induced 
whether a variable is important or not. Also, the DT graph 
contains exogenous variables. Their selection as important 
nodes by the algorithm also induces uncertainty regarding the 
outcome of the model reduction method.

Therefore, in this article, a new node importance evaluation 
method is introduced with the help of Dempster-Shafer theory 
(DST) or evidential reasoning which takes the uncertainties into 
account while selecting the important nodes. DST is a well-
known data fusion method which has been widely used in 
predicting failure and decision making under uncertainty [12]. 
As a result, a python package is developed for selecting the 
important nodes in a graph-based representation of grinding 
DTs with evidential reasoning for optimization of performance 
metrics.

Fig. 1. DT reference model for grinding wheel wear
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This article is organized as follows. Section 3 presents the 
node importance identification under uncertainty with the help 
of DST. Section 4 proposes an improved model reduction 
method based on evidential reasoning. Section 5 introduces a
python package for implementing the model reduction on 
graph-based DTs and finally, section 6 concludes the article and 
proposes the future work in this direction. (Please note that the 
terms graph and network are used interchangeably in this 
article).

3. Node Importance

Identification of important nodes in a graph is an active field 
of research in artificial intelligence. Researchers have applied 
different graph algorithms to figure out which are central nodes 
in the graph and how sensitive are these nodes to the objective 
variables. Graph centrality is a diverse topic in network theory 
with several algorithms available to study different network 
phenomena in complex graphical systems such as; finding the 
shortest path from a given node to the target node, predicting 
links between nodes, understanding the relative importance of 
nodes in a network and finding bridge nodes to detect 
communities or clusters to name a few.  Several experimental 
studies have proven the effectiveness of such algorithms in 
complex systems [13,14]. However, because of this diversity 
of graph algorithms and their specific area of application, the 
context in which a centrality metric is used becomes critical.

In this section, DT described in the previous section is 
viewed as a complex graphical representation of the grinding 
system with the target of monitoring and predicting wear in the 
grinding wheel. Firstly, such a DAG is clustered with the help 
of unsupervised learning techniques such as spectral clustering 
to figure out the similarity between the nodes or find out those 
nodes that stay together when the graph is partitioned. When 
spectral clustering techniques are used in conjunction with the 
graph centrality algorithm such as PageRank, cluster hierarchy
could be determined according to their impact on the target 
nodes. PageRank is a class of eigenvector centrality measure. 
There are other eigenvector centrality measures which takes the 
same eigenvector approach as PageRank. However, upon 
further investigation, it was found that the similar ranking
algorithms to compute node centrality do not agree with each 
other for the grinding system graph. One interesting aspect to 
mention here is that the algorithms for undirected and directed 
graphs are different. This is because a directed graph does not 
have a symmetrical adjacency matrix. Hence, directed graphs
such as the DT graph have to be normalized before application 
of clustering and node importance algorithms.

The DT graph is clustered with the spectral clustering 
method. Then three methods of centrality for directed graphs 
are applied on it which are (1) EVC, (2) Katz centrality and (3) 
PageRank algorithm. Though the three methods fall under the 
class of eigenvector method where the relative importance of a 
node depends on the importance of its neighbors and the degree 
distribution in the network, the ranking order of the nodes do 
not agree with each other completely. This difference in 
ranking order shown in Fig. 2. This is problematic because a 
definite ranking system cannot be followed and depending on 
the selection of the method there will be a recommendation to 

optimize completely different sets of nodes. This affects the 
end result of the system. Hence, there is a need to tackle this 
uncertainty in the node ranks. That is why DST is applied to 
combine the results from different centrality metrics based on 
the evidence that a node is important or not.

Fig. 2. Comparison of node importance by centrality methods and DST 

3.1. Dempster-Shafer Theory (DST)

The area of condition-based monitoring and intelligent 
failure detection, targeted towards reasoning and decision 
making under uncertainty, can be broadly classified under two 
frameworks: (1) those implementing Bayes theory, and (2) 
DST or evidence theory-based frameworks. Bayesian methods 
are widely used techniques based on conditional probability to 
reason under uncertainty [15]. Bayesian networks provide a 
mechanism to probabilistically infer the likelihood of an event 
occurring. However, a major criticism of Bayesian method is 
that it cannot handle ignorance, incomplete or imprecise 
information. In the node importance scenario described above, 
the absence of experimental data of the variable in the DT 
graph affect the determination of their conditional probabilities 
which makes Bayesian methods inconsistent. In data fusion, 
effective results can be obtained with Bayesian methods only 
if the adequate and appropriate priori and conditional 
probabilities are available. In contrast, DST is a generalization 
of Bayesian theory of subjective probability, used to combine 
information obtained from multiple sources. In DST, ‘belief’ is 
assigned to a set of elements rather than assigning probabilities 
to individual variables in the graph. The concept of belief is not 
the same as chance and can be updated based on evidence 
obtained about the elements. [16] provides a comparative 
analysis between Bayesian methods and evidence theory for 
failure diagnosis in knowledge-based systems. [17] provides a 
tutorial on DST for online diagnostics of engines based on 
information obtained from multiple sensors such as 
accelerometers and acoustic emission sensors.

In this section, DST is used to combine the information 
available regarding the nodes in DT graph and their relative 
importance obtained from the node importance scores 
described in section 2. There are two possible outcomes for 
each node. The nodes can be high importance (h) or low 
importance (l). Hence, the frame of discernment (which is a 
non-empty set containing all mutually exclusive and exhaustive 
elements) is defined as: { , }h lΩ = and the power set (which is 
a set of all possible combinations of the problem in the frame 
of discernment) is defined as: { , , }h l ∅ . Next, the mass 
functions are determined by adopting a technique similar to the 
one described in [18] for directed networks. The maximum and 
minimum values of the corresponding ranking is used to 
compute the mass functions with the following formulae:
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DD DT data model 
DAG Directed Acyclical Graph
DACM Dimension Analysis Conceptual Modeling
DTs Digital Twins
DST Dempster-Shafer Theory
EVC Eigenvector centrality
Gv Geometrical model
GA Genetic Algorithm
h High importance elements 
IIoT Industrial internet of things
l Low importance elements
Pv Physics-based model
PE Physical entity
PHM Prognostics and health management
PR PageRank algorithm
Rv Rule-based model
RUL Remaining useful life
RTU Remote terminal unit
SS DT Services 
Ω Frame of discernment
VE Virtual entity
XH Matrix containing set of high importance variables
XL Matrix containing set of low importance variables

2. Case Study: Grinding Digital Twin
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of interest even with powerful processors. This raises the 
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data, availability of network and internet speed. Hence, some 
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more valuable. However, determining these selected few 
parameters that explains the majority of impact on the target 
parameters and in turn the final outcome of the system is not a 
trivial task.

For this purpose, a methodology was proposed previously 
which realizes DTs as complex graphs. The methodology 
describes a graph-based system identification and model 
reduction technique to locate the important parameters and their 
optimization [9]. The methodology was applied to a grinding 
wheel wear case study. Fig. 1 shows the conceptual DT of the 
grinding system based on framework proposed by other authors
[10]. This is used as a reference model. The PE in Fig. 1 is the 
physical grinding machine with sensors, actuators and RTUs.
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generated by the PE and consumed by the VE models.
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simulation models with specific data sources.
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nature. The model reduction method was implemented on this 
causal graph in two stages; (1) spectral clustering method with 
normalized graph Laplacian to fit the directed acyclical graph 
(DAG), and (2) identifying important nodes (variables) in the 
graph with graph centrality metrics based on eigenvector 
methods. However, on further investigation, it was found that 
different graph centrality metrics that use eigenvector methods 
do not yield the same results. Hence, an uncertainty is induced 
whether a variable is important or not. Also, the DT graph 
contains exogenous variables. Their selection as important 
nodes by the algorithm also induces uncertainty regarding the 
outcome of the model reduction method.

Therefore, in this article, a new node importance evaluation 
method is introduced with the help of Dempster-Shafer theory 
(DST) or evidential reasoning which takes the uncertainties into 
account while selecting the important nodes. DST is a well-
known data fusion method which has been widely used in 
predicting failure and decision making under uncertainty [12]. 
As a result, a python package is developed for selecting the 
important nodes in a graph-based representation of grinding 
DTs with evidential reasoning for optimization of performance 
metrics.

Fig. 1. DT reference model for grinding wheel wear
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This article is organized as follows. Section 3 presents the 
node importance identification under uncertainty with the help 
of DST. Section 4 proposes an improved model reduction 
method based on evidential reasoning. Section 5 introduces a
python package for implementing the model reduction on 
graph-based DTs and finally, section 6 concludes the article and 
proposes the future work in this direction. (Please note that the 
terms graph and network are used interchangeably in this 
article).

3. Node Importance

Identification of important nodes in a graph is an active field 
of research in artificial intelligence. Researchers have applied 
different graph algorithms to figure out which are central nodes 
in the graph and how sensitive are these nodes to the objective 
variables. Graph centrality is a diverse topic in network theory 
with several algorithms available to study different network 
phenomena in complex graphical systems such as; finding the 
shortest path from a given node to the target node, predicting 
links between nodes, understanding the relative importance of 
nodes in a network and finding bridge nodes to detect 
communities or clusters to name a few.  Several experimental 
studies have proven the effectiveness of such algorithms in 
complex systems [13,14]. However, because of this diversity 
of graph algorithms and their specific area of application, the 
context in which a centrality metric is used becomes critical.

In this section, DT described in the previous section is 
viewed as a complex graphical representation of the grinding 
system with the target of monitoring and predicting wear in the 
grinding wheel. Firstly, such a DAG is clustered with the help 
of unsupervised learning techniques such as spectral clustering 
to figure out the similarity between the nodes or find out those 
nodes that stay together when the graph is partitioned. When 
spectral clustering techniques are used in conjunction with the 
graph centrality algorithm such as PageRank, cluster hierarchy
could be determined according to their impact on the target 
nodes. PageRank is a class of eigenvector centrality measure. 
There are other eigenvector centrality measures which takes the 
same eigenvector approach as PageRank. However, upon 
further investigation, it was found that the similar ranking
algorithms to compute node centrality do not agree with each 
other for the grinding system graph. One interesting aspect to 
mention here is that the algorithms for undirected and directed 
graphs are different. This is because a directed graph does not 
have a symmetrical adjacency matrix. Hence, directed graphs
such as the DT graph have to be normalized before application 
of clustering and node importance algorithms.

The DT graph is clustered with the spectral clustering 
method. Then three methods of centrality for directed graphs 
are applied on it which are (1) EVC, (2) Katz centrality and (3) 
PageRank algorithm. Though the three methods fall under the 
class of eigenvector method where the relative importance of a 
node depends on the importance of its neighbors and the degree 
distribution in the network, the ranking order of the nodes do 
not agree with each other completely. This difference in 
ranking order shown in Fig. 2. This is problematic because a 
definite ranking system cannot be followed and depending on 
the selection of the method there will be a recommendation to 

optimize completely different sets of nodes. This affects the 
end result of the system. Hence, there is a need to tackle this 
uncertainty in the node ranks. That is why DST is applied to 
combine the results from different centrality metrics based on 
the evidence that a node is important or not.

Fig. 2. Comparison of node importance by centrality methods and DST 
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making under uncertainty, can be broadly classified under two 
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are widely used techniques based on conditional probability to 
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mechanism to probabilistically infer the likelihood of an event 
occurring. However, a major criticism of Bayesian method is 
that it cannot handle ignorance, incomplete or imprecise 
information. In the node importance scenario described above, 
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which makes Bayesian methods inconsistent. In data fusion, 
effective results can be obtained with Bayesian methods only 
if the adequate and appropriate priori and conditional 
probabilities are available. In contrast, DST is a generalization 
of Bayesian theory of subjective probability, used to combine 
information obtained from multiple sources. In DST, ‘belief’ is 
assigned to a set of elements rather than assigning probabilities 
to individual variables in the graph. The concept of belief is not 
the same as chance and can be updated based on evidence 
obtained about the elements. [16] provides a comparative 
analysis between Bayesian methods and evidence theory for 
failure diagnosis in knowledge-based systems. [17] provides a 
tutorial on DST for online diagnostics of engines based on 
information obtained from multiple sensors such as 
accelerometers and acoustic emission sensors.

In this section, DST is used to combine the information 
available regarding the nodes in DT graph and their relative 
importance obtained from the node importance scores 
described in section 2. There are two possible outcomes for 
each node. The nodes can be high importance (h) or low 
importance (l). Hence, the frame of discernment (which is a 
non-empty set containing all mutually exclusive and exhaustive 
elements) is defined as: { , }h lΩ = and the power set (which is 
a set of all possible combinations of the problem in the frame 
of discernment) is defined as: { , , }h l ∅ . Next, the mass 
functions are determined by adopting a technique similar to the 
one described in [18] for directed networks. The maximum and 
minimum values of the corresponding ranking is used to 
compute the mass functions with the following formulae:
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ω is a tunable parameter which is chosen to avoid the 
denominator becoming zero. Repeating the steps in equation 
1.1-1.3 creates basic probability assignment (BPA) for each 
node in the form:

= ∅( ) ( ) ( )( ) { ( ), ( ), ( )}C C i C i C iM i m h m l m
(1.4)

As there are 62 nodes in the original graph, 62 BPA sets 
were obtained. Now, all node importance scores obtained from 
different centrality metrics can be combined with the help of 
Dempster’s combination rule [19] to generate a new combined 
ranking of the nodes. Dempster’s combination rule (rule of 
evidence combination) is modified to obtain the new metric for 
node based on the evidence whether the node is high 
importance or low importance:
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The factor k is a normalization constant known as conflict 
coefficient of two BPAs. Higher the value of k, more 
conflicting are the sources of evidence and lesser information 
they combine. Finally, the combined scores of each node based 
on evidential reasoning is obtained as:

= −( ) ( ) ( )evidential i iM i m h m l (1.8)

The result of the evidential reasoning-based score is shown 
in Fig. 2. From the figure, it is found that node importance score 
based on evidential reasoning aggregates the scores provided 
by other centrality techniques. Those nodes are ranked lower, 
which have bigger disagreement amongst the centrality 
metrics. This indicates the presence of a high degree of 
uncertainty in those nodes to be the important node. On the 
other hand, the nodes which all centrality metrics have ranked 
higher with little disagreement has a higher score from DST. 
Thus, assuming the graph-based representation of the grinding 
system wear prediction and monitoring is complete, a hierarchy 
of the nodes in that graph is obtained considering the 
uncertainty in that ranking system. Hence, those high 
importance or high impact nodes can be obtained that 
contribute significantly to the target variables of the grinding 
system such as V, Vs and Vw in the DT graph.

4. Model reduction

The digital twins are living hybrid model. It is a combination 
of IIoT data with advanced physics-based or system level 
simulation models. A little consideration will show that such a 
model of machinery is a high-fidelity model with a large 
number of parameters needing real-time or near real-time 
optimization. Hence, a model reduction method is highly 
desirable that simplifies the computational challenge and 
focuses on optimizing those variables that have a higher impact 
on the target variables and in turn the final outcome of the 
model. In machine learning literature, conventional methods 
for model reduction could be found such as singular value 
decomposition and principal component analysis. However, 
there is a need for development of new methods for reducing 
the graphical DT models, that limits the number of nodes in the 
graph to high importance nodes, especially when imprecise or 
no information about node values is available. In this section,
such a model reduction methodology is proposed based on 
network theory algorithms for node importance obtained from 
the previous section.

Fig. 3. The Model Reduction Method

The model reduction method is shown in Fig. 3. This model 
reduction method should be read in conjunction with the model 
reduction method proposed in [20]. Previously, such a method 
was proposed only based on metrics that could screen the 
parameters into high importance or low importance. However, 
the validity of such a method was challenged when it was used 
on complex graphs such as the DT graph. The new method has 
three steps.

1. Generating the DAG: The model reduction method can 
work on DT of any machinery provided a DAG
representation of it exists. In the grinding DT case, the 
DAG is generated with DACM. It is possible to 
generate a graph library for different machinery for this 
purpose. The graph is generated from the VE 
representation of specific physics-based phenomenon. 
Hence, a graph library item can be created for
phenomenon such as grinding wheel wear. This is 
shown in the orange box of Fig. 3. * sign in the box 
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indicates that such a library is under development and 
not available during the time of writing this article.

2. Application of graph algorithms to locate important 
nodes: After the graph is built and imported into the 
python environment, a test is run to check if the 
imported graph is a fully connected graph. This is 
important because if there are discontinuities in the 
graph, the clustering and centrality measures will not 
yield proper results. Then the spectral clustering and 
centrality metrics computation are done parallelly. In 
Fig. 3, this is indicated by purple arrows for spectral 
clustering and blue arrows for centrality algorithms. 
The spectral clustering algorithm is implemented to 
generate the clusters in the DT graph. In the other 
direction, three different eigenvector centrality methods 
are applied to the graph to generate the importance 
scores. These scores are evidentially combined with the 
help of DST as mentioned in section 2.1. When the 
output from the DST and spectral clustering are 
combined, those clusters of nodes are obtained which 
contains the high importance nodes known as CH or 
high importance cluster.

3. Formulation of the optimization problem: In the final 
stage, a multi-objective optimization problem is 
formulated to test and validate the model reduction 
method. This is indicated by red arrows in Fig. 3.
Previously, a threshold score was used to classify 
whether a node is important or not. Then two matrices 
were generated XH and XL which contained the high and 
low importance nodes respectively. The optimization 
problem was formulated with variables in XH. This is 
indicated by the grey boxes in Fig. 3. This system works 
well when there is one centrality metric available that 
will yield a perfect result. Also, the selection of the 
threshold was done based on the data and justification 
of selecting the threshold was weak. The new method
applies evidential reasoning-based node importance 
selection and combines the result with the spectral 
clustering output. This method bypasses the need to 
select any arbitrary threshold as spectral methods 
groups similar nodes together. This means if a high 
importance node is located in the cluster it is likely that 
the other nodes are high importance as well as similar 
nodes were grouped together by the clustering 
algorithm. Hence, a cluster can be found CH, that 
contains the maximum number of high importance 
variables. This is defined as the most important cluster 
and the variables it contains will have maximum impact 
on the target when optimized.

Thus, optimizing the variables in CH has the largest impact 
on the target variables. This model reduction methodology is a 
fast way to determine the important variables. Also, this 
method is generalizable. When a graph library of phenomena
exist (phenomena model), such as the grinding wheel wear 
phenomenon mentioned above, important nodes can be 
determined from it. The obvious disadvantage of such method 
is its accuracy is low because some variables are consciously 
omitted from the final set of variables that is optimized.

However, the utility of this method lies in finding the important 
nodes quickly with a reasonable degree of error. In the grinding 
DT, the model reduction method found the important nodes 
that were most sensitive to the change in grinding ratio with 
less than 5% error [6].

The applications of this method can be (1) selecting and 
optimizing performance indicators for CBM of complex 
machine systems, (2) a tool for maintenance engineers to 
quickly locate most probable failure zones with parameters 
most likely to result in a failure, and (3) resource optimization 
in monitoring complex systems.

5. A Python package for model reduction

A python package is developed for computing the important 
nodes in the DT graph with the help of evidential reasoning 
method. This package can be readily imported by machine 
designers, manufacturing, and maintenance engineers to run a 
check for the important nodes. The package uses standard 
libraries and dependencies which are easy to implement. This 
package contains following modules:

• graph.py: This module generates the graph of the PE with 
‘Networkx’ python library for directed graphs. In the 
grinding case, the graph is developed and imported 
manually. But as mentioned in the previous section, this 
module is under development. This module can be expanded 
to a library of items itself, containing a graph-based 
representation of the VE of any machinery desired by the 
user.

• spectral.py: This module spectrally clusters the imported 
graph. It implements several functions and dependencies for 
generating the graph Laplacian, calculating eigenvalues and 
eigenvectors, grouping the nodes into clusters (C1, C2, C3, 
..., Cn) and using k-means to create the clusters. This module 
uses popular python packages such as ‘sklearn.cluster’
using methods such as ‘SpectralClustering’ and ‘kMeans’ to 
generate the clusters.

• central.py: This module contains submodules for 
calculating different centrality measures. This module 
works parallelly to the spectral.py module generating the 
node importance scores irrespective of the clustering details.
The submodules independently compute different centrality 
scores using ‘Networkx’ and ‘NumPy’ libraries.

• evidence.py: This module imports the importance scores 
from central.py and combines the scores with the help of 
DST to generate a new set of ranking for the nodes. This 
module uses a prebuilt ‘pyds’ library for performing DST 
calculations. ‘pyds’ library provides methods to build the 
mass functions and powerset with ‘MassFunction’ and 
‘powerset’ modules for all the nodes based on equations 1.1-
1.3 as mentioned in section 2.1.

• final.py: This module combines the results obtained from 
evidence.py and spectral.py in order to obtain CH and other
clusters.
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ω is a tunable parameter which is chosen to avoid the 
denominator becoming zero. Repeating the steps in equation 
1.1-1.3 creates basic probability assignment (BPA) for each 
node in the form:
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As there are 62 nodes in the original graph, 62 BPA sets 
were obtained. Now, all node importance scores obtained from 
different centrality metrics can be combined with the help of 
Dempster’s combination rule [19] to generate a new combined 
ranking of the nodes. Dempster’s combination rule (rule of 
evidence combination) is modified to obtain the new metric for 
node based on the evidence whether the node is high 
importance or low importance:
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The factor k is a normalization constant known as conflict 
coefficient of two BPAs. Higher the value of k, more 
conflicting are the sources of evidence and lesser information 
they combine. Finally, the combined scores of each node based 
on evidential reasoning is obtained as:
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The result of the evidential reasoning-based score is shown 
in Fig. 2. From the figure, it is found that node importance score 
based on evidential reasoning aggregates the scores provided 
by other centrality techniques. Those nodes are ranked lower, 
which have bigger disagreement amongst the centrality 
metrics. This indicates the presence of a high degree of 
uncertainty in those nodes to be the important node. On the 
other hand, the nodes which all centrality metrics have ranked 
higher with little disagreement has a higher score from DST. 
Thus, assuming the graph-based representation of the grinding 
system wear prediction and monitoring is complete, a hierarchy 
of the nodes in that graph is obtained considering the 
uncertainty in that ranking system. Hence, those high 
importance or high impact nodes can be obtained that 
contribute significantly to the target variables of the grinding 
system such as V, Vs and Vw in the DT graph.

4. Model reduction

The digital twins are living hybrid model. It is a combination 
of IIoT data with advanced physics-based or system level 
simulation models. A little consideration will show that such a 
model of machinery is a high-fidelity model with a large 
number of parameters needing real-time or near real-time 
optimization. Hence, a model reduction method is highly 
desirable that simplifies the computational challenge and 
focuses on optimizing those variables that have a higher impact 
on the target variables and in turn the final outcome of the 
model. In machine learning literature, conventional methods 
for model reduction could be found such as singular value 
decomposition and principal component analysis. However, 
there is a need for development of new methods for reducing 
the graphical DT models, that limits the number of nodes in the 
graph to high importance nodes, especially when imprecise or 
no information about node values is available. In this section,
such a model reduction methodology is proposed based on 
network theory algorithms for node importance obtained from 
the previous section.

Fig. 3. The Model Reduction Method

The model reduction method is shown in Fig. 3. This model 
reduction method should be read in conjunction with the model 
reduction method proposed in [20]. Previously, such a method 
was proposed only based on metrics that could screen the 
parameters into high importance or low importance. However, 
the validity of such a method was challenged when it was used 
on complex graphs such as the DT graph. The new method has 
three steps.

1. Generating the DAG: The model reduction method can 
work on DT of any machinery provided a DAG
representation of it exists. In the grinding DT case, the 
DAG is generated with DACM. It is possible to 
generate a graph library for different machinery for this 
purpose. The graph is generated from the VE 
representation of specific physics-based phenomenon. 
Hence, a graph library item can be created for
phenomenon such as grinding wheel wear. This is 
shown in the orange box of Fig. 3. * sign in the box 
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indicates that such a library is under development and 
not available during the time of writing this article.

2. Application of graph algorithms to locate important 
nodes: After the graph is built and imported into the 
python environment, a test is run to check if the 
imported graph is a fully connected graph. This is 
important because if there are discontinuities in the 
graph, the clustering and centrality measures will not 
yield proper results. Then the spectral clustering and 
centrality metrics computation are done parallelly. In 
Fig. 3, this is indicated by purple arrows for spectral 
clustering and blue arrows for centrality algorithms. 
The spectral clustering algorithm is implemented to 
generate the clusters in the DT graph. In the other 
direction, three different eigenvector centrality methods 
are applied to the graph to generate the importance 
scores. These scores are evidentially combined with the 
help of DST as mentioned in section 2.1. When the 
output from the DST and spectral clustering are 
combined, those clusters of nodes are obtained which 
contains the high importance nodes known as CH or 
high importance cluster.

3. Formulation of the optimization problem: In the final 
stage, a multi-objective optimization problem is 
formulated to test and validate the model reduction 
method. This is indicated by red arrows in Fig. 3.
Previously, a threshold score was used to classify 
whether a node is important or not. Then two matrices 
were generated XH and XL which contained the high and 
low importance nodes respectively. The optimization 
problem was formulated with variables in XH. This is 
indicated by the grey boxes in Fig. 3. This system works 
well when there is one centrality metric available that 
will yield a perfect result. Also, the selection of the 
threshold was done based on the data and justification 
of selecting the threshold was weak. The new method
applies evidential reasoning-based node importance 
selection and combines the result with the spectral 
clustering output. This method bypasses the need to 
select any arbitrary threshold as spectral methods 
groups similar nodes together. This means if a high 
importance node is located in the cluster it is likely that 
the other nodes are high importance as well as similar 
nodes were grouped together by the clustering 
algorithm. Hence, a cluster can be found CH, that 
contains the maximum number of high importance 
variables. This is defined as the most important cluster 
and the variables it contains will have maximum impact 
on the target when optimized.

Thus, optimizing the variables in CH has the largest impact 
on the target variables. This model reduction methodology is a 
fast way to determine the important variables. Also, this 
method is generalizable. When a graph library of phenomena
exist (phenomena model), such as the grinding wheel wear 
phenomenon mentioned above, important nodes can be 
determined from it. The obvious disadvantage of such method 
is its accuracy is low because some variables are consciously 
omitted from the final set of variables that is optimized.

However, the utility of this method lies in finding the important 
nodes quickly with a reasonable degree of error. In the grinding 
DT, the model reduction method found the important nodes 
that were most sensitive to the change in grinding ratio with 
less than 5% error [6].

The applications of this method can be (1) selecting and 
optimizing performance indicators for CBM of complex 
machine systems, (2) a tool for maintenance engineers to 
quickly locate most probable failure zones with parameters 
most likely to result in a failure, and (3) resource optimization 
in monitoring complex systems.

5. A Python package for model reduction

A python package is developed for computing the important 
nodes in the DT graph with the help of evidential reasoning 
method. This package can be readily imported by machine 
designers, manufacturing, and maintenance engineers to run a 
check for the important nodes. The package uses standard 
libraries and dependencies which are easy to implement. This 
package contains following modules:

• graph.py: This module generates the graph of the PE with 
‘Networkx’ python library for directed graphs. In the 
grinding case, the graph is developed and imported 
manually. But as mentioned in the previous section, this 
module is under development. This module can be expanded 
to a library of items itself, containing a graph-based 
representation of the VE of any machinery desired by the 
user.

• spectral.py: This module spectrally clusters the imported 
graph. It implements several functions and dependencies for 
generating the graph Laplacian, calculating eigenvalues and 
eigenvectors, grouping the nodes into clusters (C1, C2, C3, 
..., Cn) and using k-means to create the clusters. This module 
uses popular python packages such as ‘sklearn.cluster’
using methods such as ‘SpectralClustering’ and ‘kMeans’ to 
generate the clusters.

• central.py: This module contains submodules for 
calculating different centrality measures. This module 
works parallelly to the spectral.py module generating the 
node importance scores irrespective of the clustering details.
The submodules independently compute different centrality 
scores using ‘Networkx’ and ‘NumPy’ libraries.

• evidence.py: This module imports the importance scores 
from central.py and combines the scores with the help of 
DST to generate a new set of ranking for the nodes. This 
module uses a prebuilt ‘pyds’ library for performing DST 
calculations. ‘pyds’ library provides methods to build the 
mass functions and powerset with ‘MassFunction’ and 
‘powerset’ modules for all the nodes based on equations 1.1-
1.3 as mentioned in section 2.1.

• final.py: This module combines the results obtained from 
evidence.py and spectral.py in order to obtain CH and other
clusters.
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The following process of building the multi-objective 
optimization problem is not a part of this package however, in 
the future this could be integrated into this package as well.
There is also a need to connect this model reduction method to 
the PE and data obtained from continuous measurement from 
the grinding wheel as shown in Fig 1. Hence, a database plug-
in functionality will be developed in the future so that the 
model reduction method can be integrated with measurement 
data or any other framework that analyzes measurement data.

6. Conclusion and Future Work

In this article, a methodology is presented to reduce complex 
VE models of graphical DT representation. Previously, a model 
reduction method of graph-based representation of complex 
systems was demonstrated with the help of spectral methods 
and centrality measures. It was found that the method was not 
optimal, and the reduced model was dependent on the choice 
of centrality method. Therefore, an evidential reasoning 
approach is undertaken with the help of DST to combine the 
results from centrality metrics and generate a ranking of node 
importance considering the uncertainty in selecting an 
important node. Then the spectral method and the evidential 
method were combined to obtain a subgraph which explains the 
majority of impact on the outcome of the model with 
reasonable accuracy. A python package was developed to 
combine the steps in the model reduction method. This package 
provides a readymade solution for engineers and managers in 
small and medium scale industries who are building digital 
twins for complex machines and facing challenges with
monitoring and optimizing a large number of parameters
provided by high-fidelity simulation models. Some 
functionalities of this package are under development. In the 
future, it will be possible to import graph-based representation 
of the entire machine system and select the important nodes that 
explains the majority of impact on the output. The performance 
of complex machine systems can be optimized by tuning these 
important parameters.
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The following process of building the multi-objective 
optimization problem is not a part of this package however, in 
the future this could be integrated into this package as well.
There is also a need to connect this model reduction method to 
the PE and data obtained from continuous measurement from 
the grinding wheel as shown in Fig 1. Hence, a database plug-
in functionality will be developed in the future so that the 
model reduction method can be integrated with measurement 
data or any other framework that analyzes measurement data.

6. Conclusion and Future Work

In this article, a methodology is presented to reduce complex 
VE models of graphical DT representation. Previously, a model 
reduction method of graph-based representation of complex 
systems was demonstrated with the help of spectral methods 
and centrality measures. It was found that the method was not 
optimal, and the reduced model was dependent on the choice 
of centrality method. Therefore, an evidential reasoning 
approach is undertaken with the help of DST to combine the 
results from centrality metrics and generate a ranking of node 
importance considering the uncertainty in selecting an 
important node. Then the spectral method and the evidential 
method were combined to obtain a subgraph which explains the 
majority of impact on the outcome of the model with 
reasonable accuracy. A python package was developed to 
combine the steps in the model reduction method. This package 
provides a readymade solution for engineers and managers in 
small and medium scale industries who are building digital 
twins for complex machines and facing challenges with
monitoring and optimizing a large number of parameters
provided by high-fidelity simulation models. Some 
functionalities of this package are under development. In the 
future, it will be possible to import graph-based representation 
of the entire machine system and select the important nodes that 
explains the majority of impact on the output. The performance 
of complex machine systems can be optimized by tuning these 
important parameters.
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Abstract: Digital twin technology is the talking point of academia and industry. When defining a
digital twin, new modeling paradigms and computational methods are needed. Developments in the
Internet of Things and advanced simulation and modeling techniques have provided new strategies
for building complex digital twins. The digital twin is a virtual entity representation of the physical
entity, such as a product or a process. This virtual entity is a collection of computationally complex
knowledge models that embeds all the information of the physical world. To that end, this article
proposes a graph-based representation of the virtual entity. This graph-based representation provides
a method to visualize the parameter and their interactions across different modeling domains.
However, the virtual entity graph becomes inherently complex with multiple parameters for a
complex multidimensional physical system. This research contributes to the body of knowledge with
a novel graph-based model reduction method that simplifies the virtual entity analysis. The graph-
based model reduction method uses graph structure preserving algorithms and Dempster–Shaffer
Theory to provide the importance of the parameters in the virtual entity. The graph-based model
reduction method is validated by benchmarking it against the random forest regressor method. The
method is tested on a turbo compressor case study. In the future, a method such as graph-based
model reduction needs to be integrated with digital twin frameworks to provide digital services by
the twin efficiently.

Keywords: digital twin; graph-based knowledge representation; model fusion; model reduction;
importance measurement

1. Introduction

Digital twins (DTs) have been perceived in multiple ways. Several descriptions of DTs
exist in the scientific literature, many of which have gone beyond the three-dimensional
DT proposed by Michael Grieves [1]. Digital twins are described as virtual substitutes of
real-world objects consisting of virtual representations and communication capabilities
making up smart objects and acting as intelligent nodes inside the Internet of Things context.
Digital twins have reached beyond the field of product lifecycle management, where it
was first conceived, into manufacturing processes [2], communication and networking [3],
construction [4] and smart grids [5]. However, the underlying research questions remain;
how to best represent a complex multidimensional DT system and how to simplify that
representation to reduce twin’s computational complexity and interpretability?

The DT is a multidimensional entity. In [6], the DT is realized as a five-dimensional
living model. It is a collection of simulation models, information models, and IoT data
acquisition and processing. Plenty of research is available on the development of these
models and data-drivenmethods [7]. However, the important area that has been overlooked
by the digital twin research community is model reduction. In this study, graph-based
methods are proposed for conceptualizing the complex DT representation. To address the
computational complexity of the DT, a graph-based model reduction (GBMR) method is
proposed. The GBMRmethod was first conceived as a dimensionality reduction method [8]
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Abstract: Digital twin technology is the talking point of academia and industry. When defining a
digital twin, new modeling paradigms and computational methods are needed. Developments in the
Internet of Things and advanced simulation and modeling techniques have provided new strategies
for building complex digital twins. The digital twin is a virtual entity representation of the physical
entity, such as a product or a process. This virtual entity is a collection of computationally complex
knowledge models that embeds all the information of the physical world. To that end, this article
proposes a graph-based representation of the virtual entity. This graph-based representation provides
a method to visualize the parameter and their interactions across different modeling domains.
However, the virtual entity graph becomes inherently complex with multiple parameters for a
complex multidimensional physical system. This research contributes to the body of knowledge with
a novel graph-based model reduction method that simplifies the virtual entity analysis. The graph-
based model reduction method uses graph structure preserving algorithms and Dempster–Shaffer
Theory to provide the importance of the parameters in the virtual entity. The graph-based model
reduction method is validated by benchmarking it against the random forest regressor method. The
method is tested on a turbo compressor case study. In the future, a method such as graph-based
model reduction needs to be integrated with digital twin frameworks to provide digital services by
the twin efficiently.

Keywords: digital twin; graph-based knowledge representation; model fusion; model reduction;
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1. Introduction

Digital twins (DTs) have been perceived in multiple ways. Several descriptions of DTs
exist in the scientific literature, many of which have gone beyond the three-dimensional
DT proposed by Michael Grieves [1]. Digital twins are described as virtual substitutes of
real-world objects consisting of virtual representations and communication capabilities
making up smart objects and acting as intelligent nodes inside the Internet of Things context.
Digital twins have reached beyond the field of product lifecycle management, where it
was first conceived, into manufacturing processes [2], communication and networking [3],
construction [4] and smart grids [5]. However, the underlying research questions remain;
how to best represent a complex multidimensional DT system and how to simplify that
representation to reduce twin’s computational complexity and interpretability?

The DT is a multidimensional entity. In [6], the DT is realized as a five-dimensional
living model. It is a collection of simulation models, information models, and IoT data
acquisition and processing. Plenty of research is available on the development of these
models and data-drivenmethods [7]. However, the important area that has been overlooked
by the digital twin research community is model reduction. In this study, graph-based
methods are proposed for conceptualizing the complex DT representation. To address the
computational complexity of the DT, a graph-based model reduction (GBMR) method is
proposed. The GBMRmethod was first conceived as a dimensionality reduction method [8]
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but evolved into the virtual entity representation and optimization tool for the DT [9].
The GBMR method addresses the computational complexity of the DT with a two-step
approach: (1) providing a graph-based conceptual model representation of the DT by
utilizing a casual graph extraction method known as dimensional analysis and conceptual
modeling, and (2) reducing the DT graph model by spectral decomposition and identifying
the important parameters in it. The novelty of GBMR lies in representing the physical
system as a graph-based model and reducing that graph by finding important parameters
dynamically by the DT. The model reduction process helps to optimize the virtual entity
performance of the DT as the reduced model uses a subset of important parameters to
predict the target parameter of the physical entity.

To that end, the primary contributions of this research work are: (1) provide the
development of the GBMR method for fast identification of the important parameters for
reducing the computational complexity of the DT, and (2) test the GBMR method with the
help of a turbo compressor case study and analyze the results. This paper is structured
as follows: Section 2 provides the state of the art in DT development with a focus on
conceptual graph-based methods. Section 3 introduces the GBMR method. In Section 4, a
case study of the GBMR method is presented for a turbo compressor system including the
results and future research directions of the method, and Section 5 concludes the article.

2. State of the Art
2.1. The Complexity of DT Development

In [10], the authors propose the technologies enabling DT development, which is the
combination of the digital world such as simulation and modeling (S&M) and the physical
world such as the IoT. The S&M approach for DTs creates the possibility of modularizing
the development of DTs and focusing on the essentials. However, it also introduces large
amount of complexity in building and operating such DTs. These models can arise from
different domains of the physical object. They are complex, real-time, “living” entities.
These models can be organizational information models, engineering models (thermal,
fluid, dynamic, electrical or systems-level), rule-based models (associative, deductive or
degradation) or purely data-driven models (ANN or deep-learning-based models). The
Internet of Things (IoT) or Industrial Internet of Things (IIoT) facilitate building real-
time models based on the data. Figure 1 demonstrates the system-level architecture that
combines the IoT/IIoT and S&M to provide the foundation for such DT development. A
similar approach was also adopted in [11] for a DT development.

The right side of Figure 1 focuses on the IoT part. The IoT provides the following
components as building blocks of a digital twin:

Data-driven Models: Data-driven predictive models form the basis of many digital
twins. Many such data-driven digital twins can be found in the literature [12,13]. These
predictive models are built for state estimation, behavior prediction or causal analysis.
Machine learning methods such as Bayesian networks and evidential reasoning are used
for building these models [14]. The future state estimation by these methods could serve
as the input to many simulation models. Environmental data and other web-based data
such as metrological data are also used in building such estimation models, which form an
essential part of the virtual entity.

Model Fusion and Model Reduction: The curse of dimensionality is often experienced
in building data-driven models. State prediction models or behavior estimation models
typically contain several parameters that should be monitored, and data should be collected
with sensors and a proper connectivity mechanism. Building high-dimensional and high-
fidelity models that replicate the reality with a high degree of accuracy are extremely
challenging. These models are computationally extensive. It is also resource consuming to
train these models with data from the physical device and develop methods for validating
the results. Model fusion provides a mean to generate a hybrid model by combining
physics-based and data-driven models and model reduction provides a means to reduce or
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combine the number of parameters in that hybrid model. In doing so, the hybrid model
becomes computationally simplified and takes less time to provide prediction result.
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The left side of Figure 1 focuses on S&M. This part of the figure highlights the ad-
vanced simulation models that need to be built to capture the physics of the system. S&M
creates the virtual entity of the five-dimensional representation of the digital twin [15].
The simulation models could be from one or several domains such as analytical models,
geometrical models or system-level models. Analytical models such as finite element or
computational fluid flow models are necessary to predict the state of the physical entity
through software-defined methods such as thermal analysis or stress analysis. Geometrical
models purely represent the physical phenomena of the physical entity such as deforma-
tion and buckling. The system-level model combines other types of models to provide
system-level information such as efficiency and performance. By combining these advanced
simulation models, it is possible to represent the complete state of the physical entity. The
DT will demand that these advanced simulation models work in unison and possess the
capability to provide the updated state of the system based on IoT data. This makes the DT
computationally extensive and requires the development of methods, tools and techniques
for understanding and reducing the DT’s computational complexity.

Compressing information from these bulky analytical models andmaking them predict
the system state based on real-time data need further advancement of technology. These
simulation models are designed to provide a high-fidelity representation of the system
without the consideration of a faster prediction of model output. Model reduction is needed
for building compressed digital representations from these simulation models [16]. Model
reduction methods are already applied in these advanced simulation environments at an
individual component level. This could be traditional methods such as reduced order
modeling by proper orthogonal decomposition [17] or by applying newer deep learning
methods [18,19]. Metamodeling has been used to reduce the dimensionality of complex
systems and is propagated as a class of model reduction as well [20]. However, there is a
lack of a unified method that combines the reduced model from the component to system
level.



Machines 2023, 11, 733 2 of 25

but evolved into the virtual entity representation and optimization tool for the DT [9].
The GBMR method addresses the computational complexity of the DT with a two-step
approach: (1) providing a graph-based conceptual model representation of the DT by
utilizing a casual graph extraction method known as dimensional analysis and conceptual
modeling, and (2) reducing the DT graph model by spectral decomposition and identifying
the important parameters in it. The novelty of GBMR lies in representing the physical
system as a graph-based model and reducing that graph by finding important parameters
dynamically by the DT. The model reduction process helps to optimize the virtual entity
performance of the DT as the reduced model uses a subset of important parameters to
predict the target parameter of the physical entity.

To that end, the primary contributions of this research work are: (1) provide the
development of the GBMR method for fast identification of the important parameters for
reducing the computational complexity of the DT, and (2) test the GBMR method with the
help of a turbo compressor case study and analyze the results. This paper is structured
as follows: Section 2 provides the state of the art in DT development with a focus on
conceptual graph-based methods. Section 3 introduces the GBMR method. In Section 4, a
case study of the GBMR method is presented for a turbo compressor system including the
results and future research directions of the method, and Section 5 concludes the article.

2. State of the Art
2.1. The Complexity of DT Development

In [10], the authors propose the technologies enabling DT development, which is the
combination of the digital world such as simulation and modeling (S&M) and the physical
world such as the IoT. The S&M approach for DTs creates the possibility of modularizing
the development of DTs and focusing on the essentials. However, it also introduces large
amount of complexity in building and operating such DTs. These models can arise from
different domains of the physical object. They are complex, real-time, “living” entities.
These models can be organizational information models, engineering models (thermal,
fluid, dynamic, electrical or systems-level), rule-based models (associative, deductive or
degradation) or purely data-driven models (ANN or deep-learning-based models). The
Internet of Things (IoT) or Industrial Internet of Things (IIoT) facilitate building real-
time models based on the data. Figure 1 demonstrates the system-level architecture that
combines the IoT/IIoT and S&M to provide the foundation for such DT development. A
similar approach was also adopted in [11] for a DT development.

The right side of Figure 1 focuses on the IoT part. The IoT provides the following
components as building blocks of a digital twin:

Data-driven Models: Data-driven predictive models form the basis of many digital
twins. Many such data-driven digital twins can be found in the literature [12,13]. These
predictive models are built for state estimation, behavior prediction or causal analysis.
Machine learning methods such as Bayesian networks and evidential reasoning are used
for building these models [14]. The future state estimation by these methods could serve
as the input to many simulation models. Environmental data and other web-based data
such as metrological data are also used in building such estimation models, which form an
essential part of the virtual entity.

Model Fusion and Model Reduction: The curse of dimensionality is often experienced
in building data-driven models. State prediction models or behavior estimation models
typically contain several parameters that should be monitored, and data should be collected
with sensors and a proper connectivity mechanism. Building high-dimensional and high-
fidelity models that replicate the reality with a high degree of accuracy are extremely
challenging. These models are computationally extensive. It is also resource consuming to
train these models with data from the physical device and develop methods for validating
the results. Model fusion provides a mean to generate a hybrid model by combining
physics-based and data-driven models and model reduction provides a means to reduce or
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combine the number of parameters in that hybrid model. In doing so, the hybrid model
becomes computationally simplified and takes less time to provide prediction result.
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The left side of Figure 1 focuses on S&M. This part of the figure highlights the ad-
vanced simulation models that need to be built to capture the physics of the system. S&M
creates the virtual entity of the five-dimensional representation of the digital twin [15].
The simulation models could be from one or several domains such as analytical models,
geometrical models or system-level models. Analytical models such as finite element or
computational fluid flow models are necessary to predict the state of the physical entity
through software-defined methods such as thermal analysis or stress analysis. Geometrical
models purely represent the physical phenomena of the physical entity such as deforma-
tion and buckling. The system-level model combines other types of models to provide
system-level information such as efficiency and performance. By combining these advanced
simulation models, it is possible to represent the complete state of the physical entity. The
DT will demand that these advanced simulation models work in unison and possess the
capability to provide the updated state of the system based on IoT data. This makes the DT
computationally extensive and requires the development of methods, tools and techniques
for understanding and reducing the DT’s computational complexity.

Compressing information from these bulky analytical models andmaking them predict
the system state based on real-time data need further advancement of technology. These
simulation models are designed to provide a high-fidelity representation of the system
without the consideration of a faster prediction of model output. Model reduction is needed
for building compressed digital representations from these simulation models [16]. Model
reduction methods are already applied in these advanced simulation environments at an
individual component level. This could be traditional methods such as reduced order
modeling by proper orthogonal decomposition [17] or by applying newer deep learning
methods [18,19]. Metamodeling has been used to reduce the dimensionality of complex
systems and is propagated as a class of model reduction as well [20]. However, there is a
lack of a unified method that combines the reduced model from the component to system
level.
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2.2. DT Reference Model

To realize the complexity of the DT development process, a reference model is crucial.
The five-dimensional representation of the DT provides such a reference model [21,22].
In this section, the five-dimensional representation from the literature is utilized to build
a reference model for DTs. Figure 2 presents the reference model based on a grinding
machine case study [9].
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The DT reference model consists of five dimensions:
(1) Physical Entity (PE): This consists of the sub-systems and sensory devices. This

could range from sensors, actuators and control systems to the whole sub-system such
as the motor drives, spindles or transmission of the machine. PE guides the process of
DT development by providing IoT data from these sub-systems. So, the PE also provides
communication interfaces, RFID tags or distributed sensor networks.

(2) Virtual Entity (VE): This is the complex virtual representation of the PE. The VE
consists of geometric models, analytical- or physics-based models, behavioral models and
rule-based models [23,24]. The VE may contain detailed geometric models such as 3D CAD
models or physics-based models such as finite element models. It may contain various
behavior modeling methods such as Markov-chains or ontology-based models. Historical
data from the PE are used to create rule-based models. The rule-based models provide the
VE with the capacity for judgement, optimization and prediction.

(3) Service: This provides the reason for building a DT that is the digital services. In
Figure 2, it could be services such as grinding wheel wear monitoring or early warning
for a wheel change based on the remaining useful life of the wheel. These services fall
under the category of prognostics and health management (PHM) services for the grinding
machine.

(4) Data model: The data model creates the schema for data exchange between the
PE and the VE. In Figure 2, an example is provided. The grinding machine digital twin
requires sensor data to exchange between PE and VE, such as motor torque, motor power,
acoustic emission and wheel wear.

(5) Connections: The connections bind the PE to the VE with the help of the data
dimension. PE to VE binding defines acquiring data from the sensors on the grinding
wheel with API endpoints. Similarly, VE to PE binding provides the output of analytical
results to the physical device to perform an action such as grinding wheel speed control.

The VE embeds information from multi-domain models. A model fusion approach is
taken to build the VE graph to model the interaction of the parameters with the help of
methods such as DACM (Section 2.3.1) and heuristic search (Section 2.3.2). The VE graph is
denoted as VEg = {Gv, Pv, Bv,Rv}, where Gv, Pv, Bv and Rv are the graph representation of
parameters in geometric, analytical, behavioral and rule-based domains, respectively. The
fused model or VEg then represents the complete knowledge model of the DT. The VEg is
reduced with graph-based methods such as node importance (Section 2.4) and evidential
reasoning (Section 2.5).

2.3. Graph-Based Modeling of Complex Systems
2.3.1. Dimensional Analysis and Conceptual Modeling

Dimensional analysis and conceptual modeling (DACM) is a conceptual modeling
mechanism used to extract the causal relationship between variables in a physics-based
simulation environment [25]. This method uses the dimensional homogeneity principle
to extract the causal relationship between the parameters. DACM is a matured frame-
work and is already applied to use cases in the field of additive manufacturing [26] and
multi-disciplinary design optimization [27]. The DACM framework starts with functional
modeling of the system and the assigning of fundamental variables to the different func-
tions of the model. The functions, associated variables and representative equations are
characterized in the causal graph in the form of the cause–effect relationship between the
fundamental variables of the functional model. The mathematical machinery to check the
propagation of an objective in a causal graph is based on the Vashy–Buckingham pi (π)
theorem and the dimensional analysis (DA) theory. DACM encodes the domain knowledge
of the system in the form of the directed causal graph. Specific checks are run to identify
and remove any loops or contradictions in the graph. This ensures a target-driven directed
model. This source of the domain knowledge could be from the literature, empirical rela-
tionship or analytical models. DACM is combined with machine learning methods such as
the Bayesian network for causal inference. The objective of the causal graph provided by
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2.2. DT Reference Model

To realize the complexity of the DT development process, a reference model is crucial.
The five-dimensional representation of the DT provides such a reference model [21,22].
In this section, the five-dimensional representation from the literature is utilized to build
a reference model for DTs. Figure 2 presents the reference model based on a grinding
machine case study [9].
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The DT reference model consists of five dimensions:
(1) Physical Entity (PE): This consists of the sub-systems and sensory devices. This

could range from sensors, actuators and control systems to the whole sub-system such
as the motor drives, spindles or transmission of the machine. PE guides the process of
DT development by providing IoT data from these sub-systems. So, the PE also provides
communication interfaces, RFID tags or distributed sensor networks.

(2) Virtual Entity (VE): This is the complex virtual representation of the PE. The VE
consists of geometric models, analytical- or physics-based models, behavioral models and
rule-based models [23,24]. The VE may contain detailed geometric models such as 3D CAD
models or physics-based models such as finite element models. It may contain various
behavior modeling methods such as Markov-chains or ontology-based models. Historical
data from the PE are used to create rule-based models. The rule-based models provide the
VE with the capacity for judgement, optimization and prediction.

(3) Service: This provides the reason for building a DT that is the digital services. In
Figure 2, it could be services such as grinding wheel wear monitoring or early warning
for a wheel change based on the remaining useful life of the wheel. These services fall
under the category of prognostics and health management (PHM) services for the grinding
machine.

(4) Data model: The data model creates the schema for data exchange between the
PE and the VE. In Figure 2, an example is provided. The grinding machine digital twin
requires sensor data to exchange between PE and VE, such as motor torque, motor power,
acoustic emission and wheel wear.

(5) Connections: The connections bind the PE to the VE with the help of the data
dimension. PE to VE binding defines acquiring data from the sensors on the grinding
wheel with API endpoints. Similarly, VE to PE binding provides the output of analytical
results to the physical device to perform an action such as grinding wheel speed control.

The VE embeds information from multi-domain models. A model fusion approach is
taken to build the VE graph to model the interaction of the parameters with the help of
methods such as DACM (Section 2.3.1) and heuristic search (Section 2.3.2). The VE graph is
denoted as VEg = {Gv, Pv, Bv,Rv}, where Gv, Pv, Bv and Rv are the graph representation of
parameters in geometric, analytical, behavioral and rule-based domains, respectively. The
fused model or VEg then represents the complete knowledge model of the DT. The VEg is
reduced with graph-based methods such as node importance (Section 2.4) and evidential
reasoning (Section 2.5).

2.3. Graph-Based Modeling of Complex Systems
2.3.1. Dimensional Analysis and Conceptual Modeling

Dimensional analysis and conceptual modeling (DACM) is a conceptual modeling
mechanism used to extract the causal relationship between variables in a physics-based
simulation environment [25]. This method uses the dimensional homogeneity principle
to extract the causal relationship between the parameters. DACM is a matured frame-
work and is already applied to use cases in the field of additive manufacturing [26] and
multi-disciplinary design optimization [27]. The DACM framework starts with functional
modeling of the system and the assigning of fundamental variables to the different func-
tions of the model. The functions, associated variables and representative equations are
characterized in the causal graph in the form of the cause–effect relationship between the
fundamental variables of the functional model. The mathematical machinery to check the
propagation of an objective in a causal graph is based on the Vashy–Buckingham pi (π)
theorem and the dimensional analysis (DA) theory. DACM encodes the domain knowledge
of the system in the form of the directed causal graph. Specific checks are run to identify
and remove any loops or contradictions in the graph. This ensures a target-driven directed
model. This source of the domain knowledge could be from the literature, empirical rela-
tionship or analytical models. DACM is combined with machine learning methods such as
the Bayesian network for causal inference. The objective of the causal graph provided by
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DACM is to arrive at the target variable in the directed acyclical graph or DAG with the
help of a set of intermediate dependent and independent variables. Apart from extracting
the causal graph, DACM also provides the following checks: (1) it generates sets of behav-
ioral equations associated with the causal graphs, (2) it simulates qualitatively behaviors,
(3) it detects contradictions in systems, and (4) it provides a set of analytical concepts for
analyzing complex systems.

2.3.2. Greedy Equivalence Search

Chickering, in [28], provided a method for graph structure learning with a two-phase
greedy equivalence search (GES) algorithm from data. Graph structure learning is a
sequential process that learns the relations between the random variables (nodes of a graph)
that are embedded in the edges simulating a causal influence. The GES algorithm provides
a mechanism to obtain such a distribution and represent it in the form of a DAG. The GES
approach has an important influence in machine learning methods such as the Bayesian
network for graph structure learning. Another experimental GES was proposed by [29], it
was called the greedy interventional equivalence search (GIES) and generalizes the GES
algorithm. Interventions distort the value of random variables to throw the graph out of its
original causal dependencies and make it find the original DAG. In this article, the GES
algorithm is used to discover the accurate causal reasoning of the DT graph.

It was proved that, for two DAGs δ and λ, where δ is an I-map of λ, there are a finite
sequence of edge additions and reversals in λ, such that: (1) after each edge modification, δ
remains I-Map of λ, and (2) after all modification, λ is a perfect map of δ. The two-phase
algorithm starts with a graph assuming that there are no dependencies. This is indicated as
the zero-edge model. Then, all possible single edges are added till the algorithm reaches
a local maximum. The phase of progressively adding single edges in the DAG is known
as the forward equivalence search (FES); the corresponding local maxima is known as the
FES local maxima. Once the FES algorithm stops at a local maximum, a second-phase
greedy algorithm is applied that considers at each step all possible single-edge deletions
that can be made to the DAG. This phase is known as the backward equivalence search
(BES). The algorithm terminates when the BES local maxima is identified. The concept is
demonstrated in Figure 3.
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2.4. Node Importance Measurement

Identifying the node importance in a complex graph is an active field of research in
artificial intelligence. Several studies and algorithms have been published to estimate the
importance of nodes in a graph [30,31]. Graph centrality is a diverse topic in network

Machines 2023, 11, 733 7 of 25

theory, with several algorithms available to study different network phenomena in complex
graphical systems such as finding the shortest path from given node to the target node,
predicting the links between the nodes, understanding the relative importance of the nodes
in a graph and finding the bridge nodes to detect communities or clusters. Experimental
studies have proven the validity of such systems applied to complex networks [32]. The
PageRank algorithm is a popular algorithm in graph centrality measurement in directed
graphs. It is a network ranking method developed to compute the ranks of webpages in
Google’s search engine results. The PageRank algorithm iteratively converges to a point for
the most influential nodes. Hence, it creates a hierarchical node importance ranking system
in a DAG. An improved version of this algorithm is used in applications that go beyond
search engine ranking, which include impact analysis of graph-based system requirements
and graph-based feature selection [33]. The PageRank P(i) of a node i can be calculated as
follows:

P(i)n =
q

∑
j=1

aij
P(j)n−1

kj
(1)

The influence of node i in n steps is denoted as P(i)n. The higher the value of P(i), the
higher are the chances that it is an important node. The P(j)n−1 indicates that the node also
depends on the importance of the n− 1th node. So, if a high importance node is pointing
towards the node, it is considered important. Weighted PageRank (WPR) is a modified
form of the PageRank algorithm that is used to rank real system parameters. In WPR, the
influence of other nodes can be controlled by selecting appropriate weights [34].

Eigenvector centrality [35] is another graph centrality measuring algorithm that is
used by social scientists to measure prestige in large connected graphs. EVC identifies
nodes by the number of their neighbors and their importance. EVC is calculated with the
following formula:

EVC =
1
λ

n

∑
j=1

(aijxj) (2)

where the largest EVC value is represented by λ.

2.5. Evidential Reasoning

The graph centrality and node importance approaches, though mathematically ac-
curate, are often general and yield contradicting results. This results in disparity in the
ranking system, introducing uncertainty and incompleteness in the ranking system. The
Dempster–Shafer theory (DST) deals with this uncertainty and the incomplete behavior of
any ranking system. Having its roots in probability theory, the DST uses data fusion and
combinatorial rules to provide a belief function to a set of elements in the domain. The
DST is used to combine the information available regarding the nodes in the DT graph
and their relative importance obtained from the node importance scores. There are two
possible outcomes for each node. The nodes can be high importance (h) or low importance
(l). Hence, the frame of discernment (which is a non-empty set containing all mutually
exclusive and exhaustive elements) is defined as: Ω = {h, l} and the power set (which is
a set of all possible combinations of the problem in the frame of discernment) is defined
as: {h, l,∅}. Next, the mass functions are determined by adopting a technique similar to
the one described in [36] for directed networks. The frame of discernment contains all the
possible combinations where the combination lies. If there are three hypotheses possible
(∅ = {θ1, θ2, θ3}), the set of all combinations where the solution lies are:

2∅ = {φ{θ1}, {θ2}, {θ3}, {θ1θ2}, {θ2θ3}, {θ1θ3}, {θ1θ2θ3}} (3)
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DACM is to arrive at the target variable in the directed acyclical graph or DAG with the
help of a set of intermediate dependent and independent variables. Apart from extracting
the causal graph, DACM also provides the following checks: (1) it generates sets of behav-
ioral equations associated with the causal graphs, (2) it simulates qualitatively behaviors,
(3) it detects contradictions in systems, and (4) it provides a set of analytical concepts for
analyzing complex systems.

2.3.2. Greedy Equivalence Search

Chickering, in [28], provided a method for graph structure learning with a two-phase
greedy equivalence search (GES) algorithm from data. Graph structure learning is a
sequential process that learns the relations between the random variables (nodes of a graph)
that are embedded in the edges simulating a causal influence. The GES algorithm provides
a mechanism to obtain such a distribution and represent it in the form of a DAG. The GES
approach has an important influence in machine learning methods such as the Bayesian
network for graph structure learning. Another experimental GES was proposed by [29], it
was called the greedy interventional equivalence search (GIES) and generalizes the GES
algorithm. Interventions distort the value of random variables to throw the graph out of its
original causal dependencies and make it find the original DAG. In this article, the GES
algorithm is used to discover the accurate causal reasoning of the DT graph.

It was proved that, for two DAGs δ and λ, where δ is an I-map of λ, there are a finite
sequence of edge additions and reversals in λ, such that: (1) after each edge modification, δ
remains I-Map of λ, and (2) after all modification, λ is a perfect map of δ. The two-phase
algorithm starts with a graph assuming that there are no dependencies. This is indicated as
the zero-edge model. Then, all possible single edges are added till the algorithm reaches
a local maximum. The phase of progressively adding single edges in the DAG is known
as the forward equivalence search (FES); the corresponding local maxima is known as the
FES local maxima. Once the FES algorithm stops at a local maximum, a second-phase
greedy algorithm is applied that considers at each step all possible single-edge deletions
that can be made to the DAG. This phase is known as the backward equivalence search
(BES). The algorithm terminates when the BES local maxima is identified. The concept is
demonstrated in Figure 3.
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2.4. Node Importance Measurement

Identifying the node importance in a complex graph is an active field of research in
artificial intelligence. Several studies and algorithms have been published to estimate the
importance of nodes in a graph [30,31]. Graph centrality is a diverse topic in network
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theory, with several algorithms available to study different network phenomena in complex
graphical systems such as finding the shortest path from given node to the target node,
predicting the links between the nodes, understanding the relative importance of the nodes
in a graph and finding the bridge nodes to detect communities or clusters. Experimental
studies have proven the validity of such systems applied to complex networks [32]. The
PageRank algorithm is a popular algorithm in graph centrality measurement in directed
graphs. It is a network ranking method developed to compute the ranks of webpages in
Google’s search engine results. The PageRank algorithm iteratively converges to a point for
the most influential nodes. Hence, it creates a hierarchical node importance ranking system
in a DAG. An improved version of this algorithm is used in applications that go beyond
search engine ranking, which include impact analysis of graph-based system requirements
and graph-based feature selection [33]. The PageRank P(i) of a node i can be calculated as
follows:

P(i)n =
q

∑
j=1

aij
P(j)n−1

kj
(1)

The influence of node i in n steps is denoted as P(i)n. The higher the value of P(i), the
higher are the chances that it is an important node. The P(j)n−1 indicates that the node also
depends on the importance of the n− 1th node. So, if a high importance node is pointing
towards the node, it is considered important. Weighted PageRank (WPR) is a modified
form of the PageRank algorithm that is used to rank real system parameters. In WPR, the
influence of other nodes can be controlled by selecting appropriate weights [34].

Eigenvector centrality [35] is another graph centrality measuring algorithm that is
used by social scientists to measure prestige in large connected graphs. EVC identifies
nodes by the number of their neighbors and their importance. EVC is calculated with the
following formula:

EVC =
1
λ

n

∑
j=1

(aijxj) (2)

where the largest EVC value is represented by λ.

2.5. Evidential Reasoning

The graph centrality and node importance approaches, though mathematically ac-
curate, are often general and yield contradicting results. This results in disparity in the
ranking system, introducing uncertainty and incompleteness in the ranking system. The
Dempster–Shafer theory (DST) deals with this uncertainty and the incomplete behavior of
any ranking system. Having its roots in probability theory, the DST uses data fusion and
combinatorial rules to provide a belief function to a set of elements in the domain. The
DST is used to combine the information available regarding the nodes in the DT graph
and their relative importance obtained from the node importance scores. There are two
possible outcomes for each node. The nodes can be high importance (h) or low importance
(l). Hence, the frame of discernment (which is a non-empty set containing all mutually
exclusive and exhaustive elements) is defined as: Ω = {h, l} and the power set (which is
a set of all possible combinations of the problem in the frame of discernment) is defined
as: {h, l,∅}. Next, the mass functions are determined by adopting a technique similar to
the one described in [36] for directed networks. The frame of discernment contains all the
possible combinations where the combination lies. If there are three hypotheses possible
(∅ = {θ1, θ2, θ3}), the set of all combinations where the solution lies are:

2∅ = {φ{θ1}, {θ2}, {θ3}, {θ1θ2}, {θ2θ3}, {θ1θ3}, {θ1θ2θ3}} (3)
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The maximum and minimum values of the corresponding ranking is used to compute
the mass functions with the following formulae:

mC(i)(h) =
Ci − Cm

CM − Cm +ω
(4)

mC(i)(l) =
Ci − CM

CM − Cm +ω
(5)

mC(i)(∅) = 1−mC(i)(h)−mC(i)(l) (6)

where ω is a tunable parameter that is chosen to avoid the denominator becoming zero.
Repeating the steps in Equations (1)–(3) creates a basic probability assignment (BPA) for
each node in the form:

MC(i) =
{
mC(i)(h),mC(i)(l),mC(i)(∅)

}
(7)

There will be the same number of BPAs created as there are nodes in the sets. Now,
all the node importance scores obtained from different centrality metrics can be combined
with the help of Dempster’s combination rule to generate a new combined ranking for the
nodes. Dempster’s combination rule, used in the field of IoT sensor fusion [37], is modified
to obtain the new metric for nodes based on the evidence of whether the node is high
importance or low importance:

mi(h) =
1

1− k

n

∑
C(i)=h

mC(i)(h) (8)

mi(l) =
1

1− k

n

∑
C(i)=l

mC(i)(l) (9)

where

k =
n

∑
C(i)=∅

mC(i)(∅) (10)

The factor k is a normalization constant known as the conflict coefficient of two
BPAs. The higher the value of k, the more conflicting the sources of evidence are and the
less information they will combine. Finally, the combined scores of each node based on
evidential reasoning is obtained as:

Mevidential(i) = mi(h)−mi(l) (11)

In Section 2, the complexity involved in building the DT is presented. A reference
model from the literature is presented to provide the context to the VE of the DT. To
understand the full potential of this VE, a conceptual modeling approach is presented. A
correct balance should be struck between the graph–model complexity, speed and accuracy.
Newmethods are needed that quickly capture the underlying structure of the graph–model
and generate a reduced representation of that model for faster and less resource intensive
computation of the target quantity. This is achieved with the GBMR method.

3. Graph-Based Model Reduction Method

The DT is a living hybrid cross-disciplinary model of a real entity. For this, many
cross-platform parameters need to be coupled together. Model fusion facilitates this cou-
pling process by bringing several high-fidelity models from domains described in the DT
reference model in Figure 2 to create a unified model that provides specific digital services.
Model fusion is a two-stage process where the first stage is building the multi-disciplinary
model by coupling model parameters. The second stage is simplifying that model for faster
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interpretability and the prediction capacity of target parameters with model reduction. The
GBMR method was first presented in [38]. This section describes the GBMR method as a
model fusion strategy for building faster and more accurate DTs. The GBMR method is
shown in Figure 4.
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3.1. Initial Graph

The initial graph is the causal graph extracted from the physics defined by the ana-
lytical models of the PE. The parameters from FEM models or system-level models are
used as inputs to the DACM method. The output of the DACM method is the causal graph
containing all nodes and edges from physics-based equations. An alternative to DACM
for building the initial network are graph structure learning algorithms from data such as
Bayesian networks [39]. The GBMR was combined with a Bayesian network to obtain the
variable importance in the causal graph [32]. In the Bayesian approach, the conditional
probability of each node on the causal graph is calculated based on the available data.
Sensitivity analyses were performed to find out the most responsive parameters using a
Bayesian inference engine. The initial graph contains information about the relationship
between the node and the weighted edges. It also contains information about the target
variables that the DT needs to optimize.

3.2. Hybrid Graph

The GBMR process starts with building the initial graph. However, this initial graph is
a physics-based representation. The DT is a hybrid representation. There is a need to inject
process data into the initial graph generated in the previous step to build such a hybrid
graph. Hence, process parameter data is collected with IoT platforms. When the parameter
graph and data are available, an analogy modeling technique is followed to generate the
relationship between the parameters. For example, the relationship between the power
consumption (P), voltage (V) and current (I) of a machine could be established based on the
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The maximum and minimum values of the corresponding ranking is used to compute
the mass functions with the following formulae:

mC(i)(h) =
Ci − Cm

CM − Cm +ω
(4)

mC(i)(l) =
Ci − CM

CM − Cm +ω
(5)

mC(i)(∅) = 1−mC(i)(h)−mC(i)(l) (6)

where ω is a tunable parameter that is chosen to avoid the denominator becoming zero.
Repeating the steps in Equations (1)–(3) creates a basic probability assignment (BPA) for
each node in the form:

MC(i) =
{
mC(i)(h),mC(i)(l),mC(i)(∅)

}
(7)

There will be the same number of BPAs created as there are nodes in the sets. Now,
all the node importance scores obtained from different centrality metrics can be combined
with the help of Dempster’s combination rule to generate a new combined ranking for the
nodes. Dempster’s combination rule, used in the field of IoT sensor fusion [37], is modified
to obtain the new metric for nodes based on the evidence of whether the node is high
importance or low importance:

mi(h) =
1

1− k

n

∑
C(i)=h

mC(i)(h) (8)

mi(l) =
1

1− k

n

∑
C(i)=l

mC(i)(l) (9)

where

k =
n

∑
C(i)=∅

mC(i)(∅) (10)

The factor k is a normalization constant known as the conflict coefficient of two
BPAs. The higher the value of k, the more conflicting the sources of evidence are and the
less information they will combine. Finally, the combined scores of each node based on
evidential reasoning is obtained as:

Mevidential(i) = mi(h)−mi(l) (11)

In Section 2, the complexity involved in building the DT is presented. A reference
model from the literature is presented to provide the context to the VE of the DT. To
understand the full potential of this VE, a conceptual modeling approach is presented. A
correct balance should be struck between the graph–model complexity, speed and accuracy.
Newmethods are needed that quickly capture the underlying structure of the graph–model
and generate a reduced representation of that model for faster and less resource intensive
computation of the target quantity. This is achieved with the GBMR method.

3. Graph-Based Model Reduction Method

The DT is a living hybrid cross-disciplinary model of a real entity. For this, many
cross-platform parameters need to be coupled together. Model fusion facilitates this cou-
pling process by bringing several high-fidelity models from domains described in the DT
reference model in Figure 2 to create a unified model that provides specific digital services.
Model fusion is a two-stage process where the first stage is building the multi-disciplinary
model by coupling model parameters. The second stage is simplifying that model for faster
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interpretability and the prediction capacity of target parameters with model reduction. The
GBMR method was first presented in [38]. This section describes the GBMR method as a
model fusion strategy for building faster and more accurate DTs. The GBMR method is
shown in Figure 4.
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3.1. Initial Graph

The initial graph is the causal graph extracted from the physics defined by the ana-
lytical models of the PE. The parameters from FEM models or system-level models are
used as inputs to the DACM method. The output of the DACM method is the causal graph
containing all nodes and edges from physics-based equations. An alternative to DACM
for building the initial network are graph structure learning algorithms from data such as
Bayesian networks [39]. The GBMR was combined with a Bayesian network to obtain the
variable importance in the causal graph [32]. In the Bayesian approach, the conditional
probability of each node on the causal graph is calculated based on the available data.
Sensitivity analyses were performed to find out the most responsive parameters using a
Bayesian inference engine. The initial graph contains information about the relationship
between the node and the weighted edges. It also contains information about the target
variables that the DT needs to optimize.

3.2. Hybrid Graph

The GBMR process starts with building the initial graph. However, this initial graph is
a physics-based representation. The DT is a hybrid representation. There is a need to inject
process data into the initial graph generated in the previous step to build such a hybrid
graph. Hence, process parameter data is collected with IoT platforms. When the parameter
graph and data are available, an analogy modeling technique is followed to generate the
relationship between the parameters. For example, the relationship between the power
consumption (P), voltage (V) and current (I) of a machine could be established based on the
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popular relationship P = V × I with the initial graph, as shown in Figure 5A. If the data
obtained from the machine contains datasets such as active power (A(P)), active voltage
(A(V)) and active current (A(I)), the datapoints could be appended to the initial graph and
a hybrid graph could be established, as shown in 5b.
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3.3. Heuristic Method for Hybrid Graph

The hybrid graph consists of several parameters. Though the relationship is defined
by the underlying physics, it is not necessary that a relationship exists between the two
entities. Hence, a heuristic approach is taken in this article. A greedy search algorithm,
such as the GES, is applied to construct the final graph. As mentioned in the Section 2.3.2,
the GES progressively generates and removes edges in the graph with FES. It finally stops
at the point where the BES hits the local maxima. This process is computationally extensive.
For graphs with a high number of nodes, this process is performed in stages. The GES
algorithm is suited for high-dimensional datasets. GES was applied in for causal model
discovery in directed graphs such as the hybrid network in [40]. The GES provides the final
graph, which serves as an input to the model reduction method.

3.4. Graph Spectral Cluster

The evolution of the GBMR method continued when more fundamental questions
were raised about the causal graph structure. The hybrid graph input to the GBMR method
assumes that the causal graph structure is complete when the node-importance measuring
algorithms are run on it. This is indicated by a * sign in Figure 4 when importing the graph
from the graph library. That means that the graph structure does not change at runtime (no
nodes or edges are added or removed). Hence, it becomes possible to segment the bigger
graph into structurally similar chunks. A spectral clustering-based graph-cut method for
DAGs was used for this purpose [41]. The spectral clustering method learns the graph
structure and provides the hierarchical clusters based on the graph Laplacian [42]. The
spectral clustering algorithm classifies the parameters into cluster membership based on
the adjacency matrix. The spectral clustering algorithm computes the normalized graph
Laplacian such that:

Ln = D−1L (12)

where L is the un-normalized graph Laplacian and D is the degree matrix. The algorithm
defines three parameters: the number of clusters in which the graph should be split, the
affinity or adjacency matrix of the graph and the random state used to initialize the graph
decomposition method. Because of this graph decomposition, the nodes that belong to
similar clusters can be identified that might have similar behavior in the graph.
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3.5. Importance Measurement

In GBMR, graph centrality methods such as WPR and EVC are used for the hybrid
graph to identify the important nodes. If the smallest eigenvalue is 0, the node importance
can be measured. When these nodes are identified according to the WPR score, they are
compared with the spectral clustering algorithm result. When both the node centrality
algorithms and spectral clustering rank the node as high, the node is declared as an
important node. If the eigenvalues are not zero, the hierarchical node rankings could be
applied. This check is made in the GBMR method soon after the hybrid graph is obtained.
If the hybrid graph provides zero or negative eigenvalues, that means the graph is not
complete. There are some edges that are connected in the wrong locations or some nodes
that are not connected at all. In either case, the input graph is invalid. If there are nodes
that cannot be connected in a legitimate graph with all other nodes and edges in place, a
pseudo-node is generated to the nearest neighbor to make the graph valid.

The WPR algorithm uses three important parameters to reach the final score. The
maximum iterations allow users to define how many iterations of the PageRank should be
performed. In most cases, the WPR score stabilizes after 100 iterations. The damping factor
α is defined as 0.85, which indicates a gradual convergence towards the final score. Finally,
the weights on the directed graph are added as per the power law defined by DACM. A
threshold is selected by combining the domain-specific expert knowledge and piecewise
linear regression of the centrality score. The development of a generic method of threshold
measurement is currently being researched and should be treated as a future direction of
this article. Hence, the variables can be moved into a high importance matrix [XH] and a
low importance matrix [XL].

3.6. Consolidation of Importance

The GBMR method further evolved when the eigenvector centrality algorithms such
as EVC and Katz were compared with the output obtained from the modified PageRank
algorithm; the match of important parameters was less than 60%. It was discovered that
the accuracy of the node importance depends on the ranking method selected. To address
this issue, evidential reasoning techniques such as the Dempster–Shaffer theory were used
for consolidating the node importance scores. The DST complements the GBMR method
by providing a belief structure to decide when a node is considered of high importance.
The mass functions are calculated and Mevidential(i) was computed. Even though the node
is differentially ranked by the node ranking algorithm, the DST helps to take a decision
by fusing the available information of the nodes that are contradictory in their ranking.
An aggregated node ranking is achieved with the application of the DST, which is used to
select the parameters for DT the optimization problem [38].

3.7. Validation

The GBMRmethod is validated by benchmarking it against a machine learningmethod
known as the random forest regressor (RFR) with its associated Gini importance. RFR
with Gini importance is a fast and accurate way of analyzing the feature importance in
high dimensional data. The benchmarking process provides an estimate of the relevance
of the important parameters. Gini provides a superior method of feature importance
measurement than other methods such as PCA. The RFR and Gini optimizer provide a
parameter ranking stored in XH(RFR). XH(RFR) is compared with XH to check the number
of parameters declared important by both methods. It may not be a one hundred percent
match. A threshold [t] is defined at this stage. If the match percentage is below [t], the mass
functions and BPA from Equation (6) is reevaluated and the process is run again.

An alternative approach to the RFR method was to analyze the GBMR method by the
formulation of an optimization problem. This is shown in Figure 4 by the dotted boxes.
The problem was formulated as a multi-objective optimization case. The objective function
is setup with the target variables of the DAG and the parameters from XH used to attain
the target variables. An empirical approach was taken to determine a Pareto efficient
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popular relationship P = V × I with the initial graph, as shown in Figure 5A. If the data
obtained from the machine contains datasets such as active power (A(P)), active voltage
(A(V)) and active current (A(I)), the datapoints could be appended to the initial graph and
a hybrid graph could be established, as shown in 5b.
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3.3. Heuristic Method for Hybrid Graph

The hybrid graph consists of several parameters. Though the relationship is defined
by the underlying physics, it is not necessary that a relationship exists between the two
entities. Hence, a heuristic approach is taken in this article. A greedy search algorithm,
such as the GES, is applied to construct the final graph. As mentioned in the Section 2.3.2,
the GES progressively generates and removes edges in the graph with FES. It finally stops
at the point where the BES hits the local maxima. This process is computationally extensive.
For graphs with a high number of nodes, this process is performed in stages. The GES
algorithm is suited for high-dimensional datasets. GES was applied in for causal model
discovery in directed graphs such as the hybrid network in [40]. The GES provides the final
graph, which serves as an input to the model reduction method.

3.4. Graph Spectral Cluster

The evolution of the GBMR method continued when more fundamental questions
were raised about the causal graph structure. The hybrid graph input to the GBMR method
assumes that the causal graph structure is complete when the node-importance measuring
algorithms are run on it. This is indicated by a * sign in Figure 4 when importing the graph
from the graph library. That means that the graph structure does not change at runtime (no
nodes or edges are added or removed). Hence, it becomes possible to segment the bigger
graph into structurally similar chunks. A spectral clustering-based graph-cut method for
DAGs was used for this purpose [41]. The spectral clustering method learns the graph
structure and provides the hierarchical clusters based on the graph Laplacian [42]. The
spectral clustering algorithm classifies the parameters into cluster membership based on
the adjacency matrix. The spectral clustering algorithm computes the normalized graph
Laplacian such that:

Ln = D−1L (12)

where L is the un-normalized graph Laplacian and D is the degree matrix. The algorithm
defines three parameters: the number of clusters in which the graph should be split, the
affinity or adjacency matrix of the graph and the random state used to initialize the graph
decomposition method. Because of this graph decomposition, the nodes that belong to
similar clusters can be identified that might have similar behavior in the graph.
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3.5. Importance Measurement

In GBMR, graph centrality methods such as WPR and EVC are used for the hybrid
graph to identify the important nodes. If the smallest eigenvalue is 0, the node importance
can be measured. When these nodes are identified according to the WPR score, they are
compared with the spectral clustering algorithm result. When both the node centrality
algorithms and spectral clustering rank the node as high, the node is declared as an
important node. If the eigenvalues are not zero, the hierarchical node rankings could be
applied. This check is made in the GBMR method soon after the hybrid graph is obtained.
If the hybrid graph provides zero or negative eigenvalues, that means the graph is not
complete. There are some edges that are connected in the wrong locations or some nodes
that are not connected at all. In either case, the input graph is invalid. If there are nodes
that cannot be connected in a legitimate graph with all other nodes and edges in place, a
pseudo-node is generated to the nearest neighbor to make the graph valid.

The WPR algorithm uses three important parameters to reach the final score. The
maximum iterations allow users to define how many iterations of the PageRank should be
performed. In most cases, the WPR score stabilizes after 100 iterations. The damping factor
α is defined as 0.85, which indicates a gradual convergence towards the final score. Finally,
the weights on the directed graph are added as per the power law defined by DACM. A
threshold is selected by combining the domain-specific expert knowledge and piecewise
linear regression of the centrality score. The development of a generic method of threshold
measurement is currently being researched and should be treated as a future direction of
this article. Hence, the variables can be moved into a high importance matrix [XH] and a
low importance matrix [XL].

3.6. Consolidation of Importance

The GBMR method further evolved when the eigenvector centrality algorithms such
as EVC and Katz were compared with the output obtained from the modified PageRank
algorithm; the match of important parameters was less than 60%. It was discovered that
the accuracy of the node importance depends on the ranking method selected. To address
this issue, evidential reasoning techniques such as the Dempster–Shaffer theory were used
for consolidating the node importance scores. The DST complements the GBMR method
by providing a belief structure to decide when a node is considered of high importance.
The mass functions are calculated and Mevidential(i) was computed. Even though the node
is differentially ranked by the node ranking algorithm, the DST helps to take a decision
by fusing the available information of the nodes that are contradictory in their ranking.
An aggregated node ranking is achieved with the application of the DST, which is used to
select the parameters for DT the optimization problem [38].

3.7. Validation

The GBMRmethod is validated by benchmarking it against a machine learningmethod
known as the random forest regressor (RFR) with its associated Gini importance. RFR
with Gini importance is a fast and accurate way of analyzing the feature importance in
high dimensional data. The benchmarking process provides an estimate of the relevance
of the important parameters. Gini provides a superior method of feature importance
measurement than other methods such as PCA. The RFR and Gini optimizer provide a
parameter ranking stored in XH(RFR). XH(RFR) is compared with XH to check the number
of parameters declared important by both methods. It may not be a one hundred percent
match. A threshold [t] is defined at this stage. If the match percentage is below [t], the mass
functions and BPA from Equation (6) is reevaluated and the process is run again.

An alternative approach to the RFR method was to analyze the GBMR method by the
formulation of an optimization problem. This is shown in Figure 4 by the dotted boxes.
The problem was formulated as a multi-objective optimization case. The objective function
is setup with the target variables of the DAG and the parameters from XH used to attain
the target variables. An empirical approach was taken to determine a Pareto efficient



Machines 2023, 11, 733 12 of 25

solution. However, formulating such a multi-objective optimization problem is challenging
in situations containing a high number of parameters. Multi-objective problem formulation
cannot be meaningfully developed when the number of parameters is high.

At this stage, the major component of the GBMR method is explained. Now, the
validity of this method is demonstrated with the help of a turbo compressor case study in
the next section.

4. GBMR Case Study with a Turbo Compressor System

This case study demonstrates the GBMR method for building the DT of a turbo
compressor system. The purpose of this case study is to showcase the following:

1. DT as a graphical representation of a system, built to provide specific outcomes;
2. Utilize the GBMR framework to demonstrate how this conceptual DT is useable in

a real scenario providing a digital service;
3. Validation by benchmarking the GBMR method against machine-learning-based

methods.

4.1. The Graph-Based Model of the Turbo Compressor System

The GBMR method is applied on the graph-based representation of the system. The
initial graph is constructed with DACM, as described in Figure 4. Conditional restrictions
are applied on the hybrid graph by the turbo compressor system such as (1) the graph has
to be completed. All nodes should have at least 1 edge connecting it to the whole graph,
and (2) the target parameters are identified by propagation of strategic objectives in the
causal graph. The causal graph is at least checked for loops and contradictions and they are
removed. The parameters from the initial graph are appended to the system level model
and the hybrid graph is established. The hybrid graph is treated as the input to a GES
algorithm. GES algorithms use a sequence of forward and backward searches to create the
final hybrid graph. The final graph is the knowledge model that consists of the details from
both physics-based and data domains. The final graph is used as an input to the model
reduction process. The need of a DT is to understand and mitigate the effects of dynamic
instabilities in the turbo compressor system.

There are two types of dynamic instabilities known as stall and surge [43]. Stalling is a
complex flow instability originating from regions of flow stagnation that are created near
the impeller blade confinements of the centrifugal compressor known as stall cells. Turbo
compressors are at risk of developing stall cells that result in eventual impeller failure.
Stalling can be progressive or abrupt in nature. A progressive stall is the more common
and riskier form of stall. Stalling is a precursor to surge, which is the principal destabilizing
phenomenon in turbo compressors. Due to stalling, the compressor cannot generate enough
pressure at the outlet to match the pressure built up inside it. This forces the compressed air
to flow back towards the inlet, resulting in a rapid asymmetrical oscillation known as surge
oscillation. Hence, surge mitigation requires precise and accurate modeling and control
methods. For that, the Greitzer compression system model is adopted as a foundation for
building the graph-based VE [44].

4.1.1. The Initial Graph Development

Surge is a gradual build-up phenomenonwhose occurrence can be understood bymon-
itoring the pressure rise in the compressor (ψC), the plenum pressure rise (ψP), mass flow
rate of compressed air (φP) and mass flow rate at the throttle (φth). These variables and their
interrelationship are defined by the Greitzer compression system model, which provides a
lumped parameter model of the compression system. The mathematical equation needed
to build the Greitzer compression system model is described in equations A.1 through A.9
in Appendix A. This model provides the basic physics-based causal formulation of turbo
compressor system.

The causal model is used to extract and represent the causal relationship between the
variables in the Greitzer compression system model. The result graph obtained is shown
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in Figure 6. This network is built to optimize the stability of the compression system. The
stability is quantified with ψC, ψP and φP from the Greitzer compression system model.
This is indicated with red color variables. These are called performance variables in the
conceptual modeling nomenclature. The variables in red color are the target variables
defined by the system. The blue variables are the dependent variables that are dependent
on the green variables known as independent variables. The black variables are exogenous
variables that are not affected by external or internal change. The weights on the edge of
the network are assigned as per the power law and utilized in the GBMR approach.
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4.1.2. The Hybrid Graph Development

The initial graph captures the physics-based representation of the system; however,
it is bound to the steady state of the system and its implication is theoretical. In earlier
studies, efforts were made to define the practical usage of this causal graph entity using
theories from artificial intelligence. In this article, the utility of the physics-based initial
graph is set to guide the development of a graph-based representation of the system-level
model. System-level models, such as those in the Figure 7C, represent the dynamic state of
the system that is related to the physical phenomena guiding it. In the VSD unit of turbo
fans and motor systems shown in Figure 5B, the variables from the dynamic system model
could be organized and the causality between these variables can be extracted guided
by the initial graph (i.e., the Greitzer compression system model). Therefore, embedding
the parameters or the network from Figure 4 into the relevant sections of Figure 7C, a
hybrid of the physics-based and the systems-level models is created. This combination of
the physics-based and systems-level models is known as the hybrid graph. The resulting
hybrid graph is the dynamic system-level model in DAG form.
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solution. However, formulating such a multi-objective optimization problem is challenging
in situations containing a high number of parameters. Multi-objective problem formulation
cannot be meaningfully developed when the number of parameters is high.

At this stage, the major component of the GBMR method is explained. Now, the
validity of this method is demonstrated with the help of a turbo compressor case study in
the next section.

4. GBMR Case Study with a Turbo Compressor System

This case study demonstrates the GBMR method for building the DT of a turbo
compressor system. The purpose of this case study is to showcase the following:

1. DT as a graphical representation of a system, built to provide specific outcomes;
2. Utilize the GBMR framework to demonstrate how this conceptual DT is useable in

a real scenario providing a digital service;
3. Validation by benchmarking the GBMR method against machine-learning-based

methods.

4.1. The Graph-Based Model of the Turbo Compressor System

The GBMR method is applied on the graph-based representation of the system. The
initial graph is constructed with DACM, as described in Figure 4. Conditional restrictions
are applied on the hybrid graph by the turbo compressor system such as (1) the graph has
to be completed. All nodes should have at least 1 edge connecting it to the whole graph,
and (2) the target parameters are identified by propagation of strategic objectives in the
causal graph. The causal graph is at least checked for loops and contradictions and they are
removed. The parameters from the initial graph are appended to the system level model
and the hybrid graph is established. The hybrid graph is treated as the input to a GES
algorithm. GES algorithms use a sequence of forward and backward searches to create the
final hybrid graph. The final graph is the knowledge model that consists of the details from
both physics-based and data domains. The final graph is used as an input to the model
reduction process. The need of a DT is to understand and mitigate the effects of dynamic
instabilities in the turbo compressor system.

There are two types of dynamic instabilities known as stall and surge [43]. Stalling is a
complex flow instability originating from regions of flow stagnation that are created near
the impeller blade confinements of the centrifugal compressor known as stall cells. Turbo
compressors are at risk of developing stall cells that result in eventual impeller failure.
Stalling can be progressive or abrupt in nature. A progressive stall is the more common
and riskier form of stall. Stalling is a precursor to surge, which is the principal destabilizing
phenomenon in turbo compressors. Due to stalling, the compressor cannot generate enough
pressure at the outlet to match the pressure built up inside it. This forces the compressed air
to flow back towards the inlet, resulting in a rapid asymmetrical oscillation known as surge
oscillation. Hence, surge mitigation requires precise and accurate modeling and control
methods. For that, the Greitzer compression system model is adopted as a foundation for
building the graph-based VE [44].

4.1.1. The Initial Graph Development

Surge is a gradual build-up phenomenonwhose occurrence can be understood bymon-
itoring the pressure rise in the compressor (ψC), the plenum pressure rise (ψP), mass flow
rate of compressed air (φP) and mass flow rate at the throttle (φth). These variables and their
interrelationship are defined by the Greitzer compression system model, which provides a
lumped parameter model of the compression system. The mathematical equation needed
to build the Greitzer compression system model is described in equations A.1 through A.9
in Appendix A. This model provides the basic physics-based causal formulation of turbo
compressor system.

The causal model is used to extract and represent the causal relationship between the
variables in the Greitzer compression system model. The result graph obtained is shown
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in Figure 6. This network is built to optimize the stability of the compression system. The
stability is quantified with ψC, ψP and φP from the Greitzer compression system model.
This is indicated with red color variables. These are called performance variables in the
conceptual modeling nomenclature. The variables in red color are the target variables
defined by the system. The blue variables are the dependent variables that are dependent
on the green variables known as independent variables. The black variables are exogenous
variables that are not affected by external or internal change. The weights on the edge of
the network are assigned as per the power law and utilized in the GBMR approach.
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4.1.2. The Hybrid Graph Development

The initial graph captures the physics-based representation of the system; however,
it is bound to the steady state of the system and its implication is theoretical. In earlier
studies, efforts were made to define the practical usage of this causal graph entity using
theories from artificial intelligence. In this article, the utility of the physics-based initial
graph is set to guide the development of a graph-based representation of the system-level
model. System-level models, such as those in the Figure 7C, represent the dynamic state of
the system that is related to the physical phenomena guiding it. In the VSD unit of turbo
fans and motor systems shown in Figure 5B, the variables from the dynamic system model
could be organized and the causality between these variables can be extracted guided
by the initial graph (i.e., the Greitzer compression system model). Therefore, embedding
the parameters or the network from Figure 4 into the relevant sections of Figure 7C, a
hybrid of the physics-based and the systems-level models is created. This combination of
the physics-based and systems-level models is known as the hybrid graph. The resulting
hybrid graph is the dynamic system-level model in DAG form.
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The methodology described in Section 3.2 is used to build the hybrid graph. The
factors affecting the pressure differential parameters in the three turbo motors and com-
pressor system in the systems-level model: pressure differential, maximum free air delivery,
motor speed and motor stator temperature, could be associated with a non-dimensional
pressure rise, dimensional mass flow rate, impeller tip speed and stagnation temperature,
respectively, from the initial graph. Similarly, the surge limit could be connected to the set
pressure and the motor rpm could be connected to the active power based on the physics
of the system. The same methodology is repeated to create the causal model of the whole
system. Additional parameters where this methodology cannot be applied such as state
variables or ON/OFF signals are considered independent if they could be connected to a
dependent variable. If the variable has no association with the physics of the system, the
assumption is made to consider it as exogenous.

4.1.3. GES Algorithm

The hybrid graph serves as the input to the GES algorithm as described in Section 2.3.2.
The graph is transformed into an adjacency matrix embedding the relationship on the
edges with ±n weight signifying the presence of a relationship. Here, n is the weight on
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the edges of the initial graph. FES and BES maxima are computed with Gaussian likelihood
score with the python library known as sempler [45]. The result of the GES algorithm is the
hybrid graph that serves as an input to the GBMR method.

5. Results and Discussion
5.1. Node Importance

The hybrid network is a complete knowledge model in line with the VE representation
of the DT, embedding the relationship obtained from the underlying physical phenomena,
the system-level information model and the data collected from the turbo compressor
system. The final network contains 183 nodes. This provides a good use case for demon-
strating the GBMR method. The result of the ranking algorithms is presented in Figure 8A,
and a spectral decomposition of the hybrid graph is shown in Figure 8B.
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The spectral method and the node ranking methods are conducted parallelly. The
spectral clustering algorithm is applied to obtain the structure preserving graph cuts. The
spectral clustering algorithm is developed with python API that uses the clustering of
normalized Laplacian. The eigenvector plot clearly indicates that there are five peaks with
zero eigenvalues, indicating the presence of five ways that the graph could be partitioned.
The cluster membership result of the parameters is indicated in Figure 8B. Cluster0 contains
112 parameters; the second biggest cluster, cluster3, contains 33 parameters; the third
biggest cluster, cluster2, contains 28 parameters. The two remaining small clusters contain
five parameters each. If the clusters are reconstructed with the number of clusters as six, no
change was observed in cluster0, cluster2 or cluster3. The smaller clusters start fragmenting
as number of clusters increases. It is interesting to note that the small clusters contain nodes
that are farther from the center of the graph, where the target variables are located. The
target variables such as FAD, motor voltage and active power consumption all belong to
the cluster0.
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The methodology described in Section 3.2 is used to build the hybrid graph. The
factors affecting the pressure differential parameters in the three turbo motors and com-
pressor system in the systems-level model: pressure differential, maximum free air delivery,
motor speed and motor stator temperature, could be associated with a non-dimensional
pressure rise, dimensional mass flow rate, impeller tip speed and stagnation temperature,
respectively, from the initial graph. Similarly, the surge limit could be connected to the set
pressure and the motor rpm could be connected to the active power based on the physics
of the system. The same methodology is repeated to create the causal model of the whole
system. Additional parameters where this methodology cannot be applied such as state
variables or ON/OFF signals are considered independent if they could be connected to a
dependent variable. If the variable has no association with the physics of the system, the
assumption is made to consider it as exogenous.

4.1.3. GES Algorithm

The hybrid graph serves as the input to the GES algorithm as described in Section 2.3.2.
The graph is transformed into an adjacency matrix embedding the relationship on the
edges with ±n weight signifying the presence of a relationship. Here, n is the weight on
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the edges of the initial graph. FES and BES maxima are computed with Gaussian likelihood
score with the python library known as sempler [45]. The result of the GES algorithm is the
hybrid graph that serves as an input to the GBMR method.

5. Results and Discussion
5.1. Node Importance

The hybrid network is a complete knowledge model in line with the VE representation
of the DT, embedding the relationship obtained from the underlying physical phenomena,
the system-level information model and the data collected from the turbo compressor
system. The final network contains 183 nodes. This provides a good use case for demon-
strating the GBMR method. The result of the ranking algorithms is presented in Figure 8A,
and a spectral decomposition of the hybrid graph is shown in Figure 8B.
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The spectral method and the node ranking methods are conducted parallelly. The
spectral clustering algorithm is applied to obtain the structure preserving graph cuts. The
spectral clustering algorithm is developed with python API that uses the clustering of
normalized Laplacian. The eigenvector plot clearly indicates that there are five peaks with
zero eigenvalues, indicating the presence of five ways that the graph could be partitioned.
The cluster membership result of the parameters is indicated in Figure 8B. Cluster0 contains
112 parameters; the second biggest cluster, cluster3, contains 33 parameters; the third
biggest cluster, cluster2, contains 28 parameters. The two remaining small clusters contain
five parameters each. If the clusters are reconstructed with the number of clusters as six, no
change was observed in cluster0, cluster2 or cluster3. The smaller clusters start fragmenting
as number of clusters increases. It is interesting to note that the small clusters contain nodes
that are farther from the center of the graph, where the target variables are located. The
target variables such as FAD, motor voltage and active power consumption all belong to
the cluster0.
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TheWPR and EVC scores are shown in Figure 8A. TheWPR scores of nodes in cluster0
are consistent. The intersection of the high WPR scores with cluster0 are agreeable, except
the environmental parameters that were added to the dataset externally. The highest
WPR score was given to maximum FAD. This is consistent with the hybrid graph, as FAD
was considered as a target variable. The WPR also nominated motor speed as important,
which was associated with FAD in the hybrid graph. EVC agrees with the WPR in many
cases; however, EVC differs in the ranking scheme given by WPR. State variables such
as the motor state and turbo state differ considerably between EVC and WPR. Hence,
the consolidated ranking results are obtained from the node importance algorithms with
DST. This is indicated by the difference between the blue and green lines in Figure 8A.
DST was applied to this hierarchical ranking system to find a combined ranking. This
is indicated by the yellow line and marked as the final evidential mass or Mevidential(i).
DST is able to consider all the available pieces of evidence in deciding whether a node is
important or not and can give a trusted final decision. After application of DST, the nodes
were rearranged, and the nodes lying in the intersection of cluster0, cluster2 and cluster3
with Mevidential(i) were considered as important nodes. These nodes were stored in a high
importance parameter matrix [XH] and the other variables were kept in a low importance
parameter matrix [XL]. The GBMR process is documented in [46].

Because so many variables were declared as important (173 params), a cutoff was
set to the Mevidential(i) score. When a threshold of lower limit of 25% of the Mevidential(i)
score was selected, the number of important parameters obtained was 145. So, a 22.4%
reduction in parameters was obtained. That is, with 22.4% fewer parameters, the hybrid
graph will be able to compute the target variables. The values of the target variables were
measured from the reduced model and computed and compared with the values from the
literature presented in [43]. These values are free air delivery and pressure differential
for all turbo compressors ([Turbox_OUT_P]-Turbox_IN_P), where x is 1, . . . ,3. The error
in the free air delivery is (e = FAD −

.
φC) and is less than 4%. The error in pressure

differential is e = (Turbox_OUT_P-Turbox_IN_P)-
.

ψC and is less than 6%. The maximum
value from the DST scores is 0.0037. Considering a lower threshold than 25% results in the
selection of 178 parameters (or a 2.73% reduction). This makes the GBMR very inefficient.
On the other hand, a higher threshold eliminates important parameters ranked highly
by both EVC and WPR. This result is valid for the selected threshold, which is obtained
by a numerical analysis. For a different threshold, the percentage reduction will vary. It
should be mentioned here that an accurate method for obtaining the threshold is under
consideration and should be realized as a future direction of this research. These parameters
are used to construct a benchmarking procedure for the turbo compressor case study.

5.2. Validation of GBMR Method through Benchmarking

A validation by benchmarking approach was designed for the GBMR method when
applied to the VE representation of the DT. The benchmarking method compares the GBMR
method with machine-learning-based approaches applied to the hybrid model of turbo
compressors. The validity of the method can be proven in case more complex models
are used. This is because GBMR uses graph-based methods and algorithms to build and
reduce the complex model. A complex model will generate a complex graph. The spectral
decomposition and node importance algorithms used in GBMR can be applied to any type
of complex graph. Classical methods such as the RFR [47] or a mixture of the RFR and
a deep learning method such as CRNN [48] are used to find the statistically significant
parameters that contribute most to explaining the target outcomes when a large number
of feature sets are present in the data. Such approaches become necessary because, unlike
other domains, large training datasets are not readily available for identifying important
variables for compressor surge prediction.

The RFR is a type of ensemble method machine learning algorithm. It consists of
several decision trees, each constructed based on a randomly selected subset of the training
data set. CART, a popular training algorithm, is used for this. The training indicated that
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the individual trees learn some features in the training data and the ensemble of all trees
learn the features present in the turbo compressor dataset. The estimation happens by
voting or sampling some statistical value for the estimations of the individual trees [49]. A
by-product of the training of the RFR is combined feature importance. Feature importance
is a method of ranking features based on how much each feature reduces the impurity of
the estimation through the nodes of the decision trees. The importance of each feature
is calculated by normalizing the total reduction in impurity that the feature causes. The
feature importance identification can be performed by two methods: Gini importance [50]
and permutation importance [51]. It was experimentally observed that the importance
distribution in Gini could be skewed by ranking some features much higher than others.
Hence, the permutation importance was used to estimate the importance of the features.
The permutation importance is calculated by using a trained estimator and dataset, such
as the RFR. The algorithm first uses the estimator to calculate a baseline output using
some metric on the dataset, then permutes a feature of the dataset and re-calculates the
output metric. This is repeated with the other features. The difference of these metrics then
indicates the importance of each feature in the dataset with respect to the estimator output.

The dataset used to build GBMR is used for validation with the RFR method. The
dataset consists of all parameters from the turbo compressor system shown in Figure 7C.
The data is split into three zones for three turbo compressor fans. It contains physical
parameters such as the inlet and outlet pressure, inlet and outlet temperature of rotor and
stator, pressure ratios, maximum free air delivery (MAX. FAD), RPM of fans, active power
consumption of motors, peak currents, voltages and positions of the motors, internal liquid
flow temperature and levels and cooling valve temperatures. It also contains state parame-
ters such as rotor stop state, fluid rise state, speed control state, error states and compressor
states. Finally, it consists of operational data such as surge limit and environmental data
such as atmospheric temperature, pressure, humidity, and dew points.

Experiment Design for Validation

The RFR method is chosen in this study to benchmark the results obtained from the
GBMRmethod. The RFR algorithm was built with a python-based machine learning library
scikit-learn. An experiment was designed to achieved that. These data were obtained from
an industrial turbo compressor system. The RFR was trained with 517,902 samples using
the dataset described above with 183 variables as inputs. The target of the training was the
power variable calculated as a sum of power variables from the two-motor assembly in the
VSD compressor line. A hold-out test data set of 129,475 was left out of the training data.
The hyperparameters of the regressor training were as follows:

Number of trees = 200;
Maximum depth of a tree = 10;
The minimum samples required for a split = 2;
The accuracy of the trained model on the training data = 0.9998;
Holdout test dataset accuracy = 0.9997.
The top 20 important variables from permutation importance and GBMR are listed

in Table 1. The parameters are presented in order from high to low. Figure 9 presents the
top 20 parameters obtained from the two methods. The common parameters selected by
the two methods are more important than the order of the parameters. The parameters
with higher importance score are the most important parameters obtained from both of the
methods. In the benchmarking process, the parameter set obtained from the permutation
importance serves as a control.
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TheWPR and EVC scores are shown in Figure 8A. TheWPR scores of nodes in cluster0
are consistent. The intersection of the high WPR scores with cluster0 are agreeable, except
the environmental parameters that were added to the dataset externally. The highest
WPR score was given to maximum FAD. This is consistent with the hybrid graph, as FAD
was considered as a target variable. The WPR also nominated motor speed as important,
which was associated with FAD in the hybrid graph. EVC agrees with the WPR in many
cases; however, EVC differs in the ranking scheme given by WPR. State variables such
as the motor state and turbo state differ considerably between EVC and WPR. Hence,
the consolidated ranking results are obtained from the node importance algorithms with
DST. This is indicated by the difference between the blue and green lines in Figure 8A.
DST was applied to this hierarchical ranking system to find a combined ranking. This
is indicated by the yellow line and marked as the final evidential mass or Mevidential(i).
DST is able to consider all the available pieces of evidence in deciding whether a node is
important or not and can give a trusted final decision. After application of DST, the nodes
were rearranged, and the nodes lying in the intersection of cluster0, cluster2 and cluster3
with Mevidential(i) were considered as important nodes. These nodes were stored in a high
importance parameter matrix [XH] and the other variables were kept in a low importance
parameter matrix [XL]. The GBMR process is documented in [46].

Because so many variables were declared as important (173 params), a cutoff was
set to the Mevidential(i) score. When a threshold of lower limit of 25% of the Mevidential(i)
score was selected, the number of important parameters obtained was 145. So, a 22.4%
reduction in parameters was obtained. That is, with 22.4% fewer parameters, the hybrid
graph will be able to compute the target variables. The values of the target variables were
measured from the reduced model and computed and compared with the values from the
literature presented in [43]. These values are free air delivery and pressure differential
for all turbo compressors ([Turbox_OUT_P]-Turbox_IN_P), where x is 1, . . . ,3. The error
in the free air delivery is (e = FAD −

.
φC) and is less than 4%. The error in pressure

differential is e = (Turbox_OUT_P-Turbox_IN_P)-
.

ψC and is less than 6%. The maximum
value from the DST scores is 0.0037. Considering a lower threshold than 25% results in the
selection of 178 parameters (or a 2.73% reduction). This makes the GBMR very inefficient.
On the other hand, a higher threshold eliminates important parameters ranked highly
by both EVC and WPR. This result is valid for the selected threshold, which is obtained
by a numerical analysis. For a different threshold, the percentage reduction will vary. It
should be mentioned here that an accurate method for obtaining the threshold is under
consideration and should be realized as a future direction of this research. These parameters
are used to construct a benchmarking procedure for the turbo compressor case study.

5.2. Validation of GBMR Method through Benchmarking

A validation by benchmarking approach was designed for the GBMR method when
applied to the VE representation of the DT. The benchmarking method compares the GBMR
method with machine-learning-based approaches applied to the hybrid model of turbo
compressors. The validity of the method can be proven in case more complex models
are used. This is because GBMR uses graph-based methods and algorithms to build and
reduce the complex model. A complex model will generate a complex graph. The spectral
decomposition and node importance algorithms used in GBMR can be applied to any type
of complex graph. Classical methods such as the RFR [47] or a mixture of the RFR and
a deep learning method such as CRNN [48] are used to find the statistically significant
parameters that contribute most to explaining the target outcomes when a large number
of feature sets are present in the data. Such approaches become necessary because, unlike
other domains, large training datasets are not readily available for identifying important
variables for compressor surge prediction.

The RFR is a type of ensemble method machine learning algorithm. It consists of
several decision trees, each constructed based on a randomly selected subset of the training
data set. CART, a popular training algorithm, is used for this. The training indicated that
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the individual trees learn some features in the training data and the ensemble of all trees
learn the features present in the turbo compressor dataset. The estimation happens by
voting or sampling some statistical value for the estimations of the individual trees [49]. A
by-product of the training of the RFR is combined feature importance. Feature importance
is a method of ranking features based on how much each feature reduces the impurity of
the estimation through the nodes of the decision trees. The importance of each feature
is calculated by normalizing the total reduction in impurity that the feature causes. The
feature importance identification can be performed by two methods: Gini importance [50]
and permutation importance [51]. It was experimentally observed that the importance
distribution in Gini could be skewed by ranking some features much higher than others.
Hence, the permutation importance was used to estimate the importance of the features.
The permutation importance is calculated by using a trained estimator and dataset, such
as the RFR. The algorithm first uses the estimator to calculate a baseline output using
some metric on the dataset, then permutes a feature of the dataset and re-calculates the
output metric. This is repeated with the other features. The difference of these metrics then
indicates the importance of each feature in the dataset with respect to the estimator output.

The dataset used to build GBMR is used for validation with the RFR method. The
dataset consists of all parameters from the turbo compressor system shown in Figure 7C.
The data is split into three zones for three turbo compressor fans. It contains physical
parameters such as the inlet and outlet pressure, inlet and outlet temperature of rotor and
stator, pressure ratios, maximum free air delivery (MAX. FAD), RPM of fans, active power
consumption of motors, peak currents, voltages and positions of the motors, internal liquid
flow temperature and levels and cooling valve temperatures. It also contains state parame-
ters such as rotor stop state, fluid rise state, speed control state, error states and compressor
states. Finally, it consists of operational data such as surge limit and environmental data
such as atmospheric temperature, pressure, humidity, and dew points.

Experiment Design for Validation

The RFR method is chosen in this study to benchmark the results obtained from the
GBMRmethod. The RFR algorithm was built with a python-based machine learning library
scikit-learn. An experiment was designed to achieved that. These data were obtained from
an industrial turbo compressor system. The RFR was trained with 517,902 samples using
the dataset described above with 183 variables as inputs. The target of the training was the
power variable calculated as a sum of power variables from the two-motor assembly in the
VSD compressor line. A hold-out test data set of 129,475 was left out of the training data.
The hyperparameters of the regressor training were as follows:

Number of trees = 200;
Maximum depth of a tree = 10;
The minimum samples required for a split = 2;
The accuracy of the trained model on the training data = 0.9998;
Holdout test dataset accuracy = 0.9997.
The top 20 important variables from permutation importance and GBMR are listed

in Table 1. The parameters are presented in order from high to low. Figure 9 presents the
top 20 parameters obtained from the two methods. The common parameters selected by
the two methods are more important than the order of the parameters. The parameters
with higher importance score are the most important parameters obtained from both of the
methods. In the benchmarking process, the parameter set obtained from the permutation
importance serves as a control.
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Table 1. Parameter benchmarking between the GBMR and RFR methods.

Node Importance
Rank GBMR

Gini Permutation
Importance Rank of

Nodes
RFR

1 Max. Free Air
Delivery (cal.) 1 M2 RPM

2 Actual DC Voltage 2 M1 Active Power
3 M2 RPM 3 M2 Active Power
4 M1 Active Power 4 M1 Apparent Current
5 M2 Active Power 5 M1 RPM
6 Turbo1_IN_P 6 M3 RPM
7 M2 Press Ratio 7 Turbo1_IN_P
8 Motor1 RPM 8 M2 Apparent Current
9 Active Current 9 Surge Limit P (bar)
10 M1 Apparent Current 10 Turbo1_IN_F

11 Turbo1 Pressure Ratio 11 Max. Free Air
Delivery (cal.)

12 Turbo2 Pressure Ratio 12 Turbo1_IN_P
13 Surge Limit P (bar) 13 Active Current
14 MBC 1 PeakCur W1 14 Filter dP
15 Turbo2_OUT_P 15 Turbo1_IN_P_DIFF_H
16 Liq_Internal_IN_P 16 Turbo2 Pressure Ratio
17 MBC 2 Rotation 17 Liq_Internal_IN_P
18 M1 Active Current 18 Turbo3_IN_P
19 M2 Active Current 19 MBC 1 PeakCur W1
20 Turbo1_IN_P_DIFF_H 20 Turbo2_OUT_P
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5.3. Discussion

A sample of the top twenty parameters is taken to demonstrate the accuracy of the
GBMR method compared with the RFR method. Both methods capture the significant
parameters from the three motors and main compression parameters. Both methods return
active current and active power as important parameters. This is in line with the hybrid
graph, where the current and voltage were considered as inputs to several parameters
including the turbomotor pressure and temperature. Both methods indicate the motor RPM
as an important parameter; however, the RFR indicates it is the most significant variable by
a large margin, with a mix of power and current variables also indicated. This is because of
the permutation importance; the peak is distinctly noticeable in Figure 9. The significance
of Motor2 RPM is likely because it explains the operational condition of the motor that runs
the last compressor stage and therefore works with the highest pressures. This is clearly
linked to the highest energy consumption rate, making the apparent current, active current,
output voltage and active power crucial parameters in surge control. The compressor state
is correlated with the maximum free air delivery, which in turn is related to the active
power of the system. The air pressure value at the intake and compressor-control-related
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variables are also seen as important parameters. A calculated parameter, surge limit, is
marked as an important parameter by both RFR and MR. The surge limit is computed from
the pressure rise in the compressor and the maximum free air delivery. This is because of
using node importance methods to rank order the parameters. The parameter pointing to
important parameters is also considered important.

In the sample of the top 20 parameters, 15 parameters match from both methods. This
amounts to a 75% match between the two methods. The RFR is a data-driven method and
does not contain any knowledge of the physics of the parameters involved. The GBMR,
on the other hand, works on the hybrid representation. The 75% match indicates that
both methods attempt to identify the common important features in the parameters. The
percentage match between the parameters obtained from the two methods increases up
to 78% when top 100 parameters are considered. The motor currents and voltages are
identified as important parameters in the [XH] set, as they point to the high importance
parameter active power. The parameters in [XL] are ignored for benchmarking purposes.
When the values of [XL] are considered, the benchmark percentage will vary. GBMR still
provides a fast method to quickly capture the influential system parameters. The model for
the RFR is retrained, but the basic result of M2 RPM importance remains the same with
the existing data from the turbo compressor. The GBMR results seem similar because of
the application of evidence theory. Evidence theory tends to remove any disagreement
between different ranking score and provides the relative importance for the parameter.
This is indicated by the yellow curve in Figure 8A.

To understand the simplification of the computational complexity obtained by GBMR,
it is possible to compare the training time of the RFR method with the total execution
time of the GBMR method. The training time of the RFR method is 81.3471 min. The total
execution time of the GBMR method, which is a summation of graph structure learning,
spectral decomposition and importance measurement, is 72.2318 min. Hence, GBMR is
9.1153 min faster in identifying the reduced model.

6. Conclusions

This work presents the research activities on the VE optimization of the DT with the
help of a model fusion technology. The VE is a computationally complex entity, comprising
of models from different domains, that tries to faithfully replicate the state of the PE. The
VE combines advanced simulation models such as system-level models with data-driven
prediction models to predict the state of the PE. This article describes the GBMR method
for optimizing the performance of the VE with a two-step approach: (1) providing a graph-
based conceptual model representation of the VE, and (2) reducing the VE graph model
by identifying the important parameters in it. The GBMR embeds all the parameters and
their relationships in a graph model and facilitates application of graph algorithms for
measuring node importance. Therefore, GBMR facilitates modeling of physical systems
in the form of graphs and the reduction of such models based on graph algorithms. The
GBMR makes the VE more efficient, as the reduced model uses a subset of parameters to
predict the target parameters in the PE.

The GBMR method is tested with the help of a turbo compressor case study. The
GBMR method is benchmarked against a machine-learning-based approach known as the
random forest regressor, which also estimates the important parameters in a given dataset
with the help of permutation importance. Both the GBMR and RFR methods were applied
on the turbo compressor dataset, and it was found that both methods find 75% common
parameters in no fixed order. These important parameters bear maximum contribution
towards the performance of the VE.

Methods such as GBMR become important in the context of DTs because they help
to simplify the VE development but still capture both the physics-based and data-driven
aspects of the twin. With the help of the GBMR, the DT becomes more context aware by
knowing the important parameter that it needs to monitor and optimize to obtain the fastest
result. The GBMR method aids in the fast computation of the target parameters that the
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Table 1. Parameter benchmarking between the GBMR and RFR methods.

Node Importance
Rank GBMR

Gini Permutation
Importance Rank of

Nodes
RFR

1 Max. Free Air
Delivery (cal.) 1 M2 RPM

2 Actual DC Voltage 2 M1 Active Power
3 M2 RPM 3 M2 Active Power
4 M1 Active Power 4 M1 Apparent Current
5 M2 Active Power 5 M1 RPM
6 Turbo1_IN_P 6 M3 RPM
7 M2 Press Ratio 7 Turbo1_IN_P
8 Motor1 RPM 8 M2 Apparent Current
9 Active Current 9 Surge Limit P (bar)
10 M1 Apparent Current 10 Turbo1_IN_F

11 Turbo1 Pressure Ratio 11 Max. Free Air
Delivery (cal.)

12 Turbo2 Pressure Ratio 12 Turbo1_IN_P
13 Surge Limit P (bar) 13 Active Current
14 MBC 1 PeakCur W1 14 Filter dP
15 Turbo2_OUT_P 15 Turbo1_IN_P_DIFF_H
16 Liq_Internal_IN_P 16 Turbo2 Pressure Ratio
17 MBC 2 Rotation 17 Liq_Internal_IN_P
18 M1 Active Current 18 Turbo3_IN_P
19 M2 Active Current 19 MBC 1 PeakCur W1
20 Turbo1_IN_P_DIFF_H 20 Turbo2_OUT_P

Machines 2023, 11, x FOR PEER REVIEW 19 of 27 
 

 

with higher importance score are the most important parameters obtained from both of 
the methods. In the benchmarking process, the parameter set obtained from the permuta-
tion importance serves as a control.  

 
Figure 9. Permutation importance vs. GBMR importance. 

Table 1. Parameter benchmarking between the GBMR and RFR methods. 

Node Importance 
Rank GBMR 

Gini Permutation Im-
portance Rank of 

Nodes 
RFR 

1 Max. Free Air Delivery 
(cal.) 1 M2 RPM  

2 Actual DC Voltage 2 M1 Active Power 
3 M2 RPM 3 M2 Active Power 
4 M1 Active Power 4 M1 Apparent Current 
5 M2 Active Power 5 M1 RPM 
6 Turbo1_IN_P 6 M3 RPM 
7 M2 Press Ratio 7 Turbo1_IN_P 
8 Motor1 RPM 8 M2 Apparent Current 
9 Active Current 9 Surge Limit P (bar) 

10 M1 Apparent Current 10 Turbo1_IN_F 

11 Turbo1 Pressure Ratio 11 Max. Free Air Deliv-
ery (cal.)  

12 Turbo2 Pressure Ratio 12 Turbo1_IN_P 
13 Surge Limit P (bar) 13 Active Current 
14 MBC 1 PeakCur W1 14 Filter dP 
15 Turbo2_OUT_P 15 Turbo1_IN_P_DIFF_H 
16 Liq_Internal_IN_P 16 Turbo2 Pressure Ratio 
17 MBC 2 Rotation 17 Liq_Internal_IN_P 
18 M1 Active Current 18 Turbo3_IN_P 
19 M2 Active Current 19 MBC 1 PeakCur W1 
20 Turbo1_IN_P_DIFF_H 20 Turbo2_OUT_P 

5.3. Discussion 
A sample of the top twenty parameters is taken to demonstrate the accuracy of the 

GBMR method compared with the RFR method. Both methods capture the signicant pa-
rameters from the three motors and main compression parameters. Both methods return 
active current and active power as important parameters. This is in line with the hybrid 
graph, where the current and voltage were considered as inputs to several parameters 
including the turbo motor pressure and temperature. Both methods indicate the motor 
RPM as an important parameter; however, the RFR indicates it is the most signicant 

Figure 9. Permutation importance vs. GBMR importance.

5.3. Discussion

A sample of the top twenty parameters is taken to demonstrate the accuracy of the
GBMR method compared with the RFR method. Both methods capture the significant
parameters from the three motors and main compression parameters. Both methods return
active current and active power as important parameters. This is in line with the hybrid
graph, where the current and voltage were considered as inputs to several parameters
including the turbomotor pressure and temperature. Both methods indicate the motor RPM
as an important parameter; however, the RFR indicates it is the most significant variable by
a large margin, with a mix of power and current variables also indicated. This is because of
the permutation importance; the peak is distinctly noticeable in Figure 9. The significance
of Motor2 RPM is likely because it explains the operational condition of the motor that runs
the last compressor stage and therefore works with the highest pressures. This is clearly
linked to the highest energy consumption rate, making the apparent current, active current,
output voltage and active power crucial parameters in surge control. The compressor state
is correlated with the maximum free air delivery, which in turn is related to the active
power of the system. The air pressure value at the intake and compressor-control-related
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variables are also seen as important parameters. A calculated parameter, surge limit, is
marked as an important parameter by both RFR and MR. The surge limit is computed from
the pressure rise in the compressor and the maximum free air delivery. This is because of
using node importance methods to rank order the parameters. The parameter pointing to
important parameters is also considered important.

In the sample of the top 20 parameters, 15 parameters match from both methods. This
amounts to a 75% match between the two methods. The RFR is a data-driven method and
does not contain any knowledge of the physics of the parameters involved. The GBMR,
on the other hand, works on the hybrid representation. The 75% match indicates that
both methods attempt to identify the common important features in the parameters. The
percentage match between the parameters obtained from the two methods increases up
to 78% when top 100 parameters are considered. The motor currents and voltages are
identified as important parameters in the [XH] set, as they point to the high importance
parameter active power. The parameters in [XL] are ignored for benchmarking purposes.
When the values of [XL] are considered, the benchmark percentage will vary. GBMR still
provides a fast method to quickly capture the influential system parameters. The model for
the RFR is retrained, but the basic result of M2 RPM importance remains the same with
the existing data from the turbo compressor. The GBMR results seem similar because of
the application of evidence theory. Evidence theory tends to remove any disagreement
between different ranking score and provides the relative importance for the parameter.
This is indicated by the yellow curve in Figure 8A.

To understand the simplification of the computational complexity obtained by GBMR,
it is possible to compare the training time of the RFR method with the total execution
time of the GBMR method. The training time of the RFR method is 81.3471 min. The total
execution time of the GBMR method, which is a summation of graph structure learning,
spectral decomposition and importance measurement, is 72.2318 min. Hence, GBMR is
9.1153 min faster in identifying the reduced model.

6. Conclusions

This work presents the research activities on the VE optimization of the DT with the
help of a model fusion technology. The VE is a computationally complex entity, comprising
of models from different domains, that tries to faithfully replicate the state of the PE. The
VE combines advanced simulation models such as system-level models with data-driven
prediction models to predict the state of the PE. This article describes the GBMR method
for optimizing the performance of the VE with a two-step approach: (1) providing a graph-
based conceptual model representation of the VE, and (2) reducing the VE graph model
by identifying the important parameters in it. The GBMR embeds all the parameters and
their relationships in a graph model and facilitates application of graph algorithms for
measuring node importance. Therefore, GBMR facilitates modeling of physical systems
in the form of graphs and the reduction of such models based on graph algorithms. The
GBMR makes the VE more efficient, as the reduced model uses a subset of parameters to
predict the target parameters in the PE.

The GBMR method is tested with the help of a turbo compressor case study. The
GBMR method is benchmarked against a machine-learning-based approach known as the
random forest regressor, which also estimates the important parameters in a given dataset
with the help of permutation importance. Both the GBMR and RFR methods were applied
on the turbo compressor dataset, and it was found that both methods find 75% common
parameters in no fixed order. These important parameters bear maximum contribution
towards the performance of the VE.

Methods such as GBMR become important in the context of DTs because they help
to simplify the VE development but still capture both the physics-based and data-driven
aspects of the twin. With the help of the GBMR, the DT becomes more context aware by
knowing the important parameter that it needs to monitor and optimize to obtain the fastest
result. The GBMR method aids in the fast computation of the target parameters that the
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DT is trying to replicate by capturing the intricacies of a multi-domain system. It will also
become imperative to integrate methods such GBMR with the DT frameworks and perform
computational tests on entire complex DT systems such as the turbo compressor system
described in this article. It is possible to convince PE owners about what is essential in
their system with GBMR and how resource allocation and optimization can be performed
effectively with DTs. The GBMR method is a python-based software package that can be
used as a virtual sensor or a prototyping tool where quick estimation regarding the system
and the effort needed to build a VE representation can be analyzed effectively.
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Appendix A

List of equations for surge modeling

Appendix A.1. Greitzer Compression System Model

ψ =
∆p

1
2ρo1U

2
,

φ =
m

ρo1UAc

ψ: non-dimensional pressure rise

φ: non-dimensional mass flow rate

∆p: dimensional pressure rise

m: dimensional mass flow rate

ρo1: density @ inlet condition (ambient)

U: impeller tip speed

Ac: Area of the compressor duct

Appendix A.2. Helmholtz Frequency (ωH)

ωH = ao1

√
Ac

VpLc

Lc: length of compressor duct

Vp: volume of plenum

ao1: speed of sound in @ inlet (ambient) condition

Appendix A.3. Original Greitzer Compression System Model with Non-Dimensional Variables

dφc
dt = BωH(ψC − ψP)
dφth
dt = BωH

G (ψC − ψth)

}
conservation of momentum of fluid in compressor and throttle duct

dψp
dt = ωH

B (φC − φth)
}
conservation of mass in plenum volume

dψc
dt = ωH

∼
τ
(ψc,SS − ψc)

}
behavior of dynamic compressor settling

φc: non-dimensional mass flow rate

φth: throttle mass flow rate

ψp: plenum pressure rise
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DT is trying to replicate by capturing the intricacies of a multi-domain system. It will also
become imperative to integrate methods such GBMR with the DT frameworks and perform
computational tests on entire complex DT systems such as the turbo compressor system
described in this article. It is possible to convince PE owners about what is essential in
their system with GBMR and how resource allocation and optimization can be performed
effectively with DTs. The GBMR method is a python-based software package that can be
used as a virtual sensor or a prototyping tool where quick estimation regarding the system
and the effort needed to build a VE representation can be analyzed effectively.
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Appendix A

List of equations for surge modeling

Appendix A.1. Greitzer Compression System Model

ψ =
∆p

1
2ρo1U

2
,

φ =
m

ρo1UAc

ψ: non-dimensional pressure rise

φ: non-dimensional mass flow rate

∆p: dimensional pressure rise

m: dimensional mass flow rate

ρo1: density @ inlet condition (ambient)

U: impeller tip speed

Ac: Area of the compressor duct

Appendix A.2. Helmholtz Frequency (ωH)

ωH = ao1

√
Ac

VpLc

Lc: length of compressor duct

Vp: volume of plenum

ao1: speed of sound in @ inlet (ambient) condition

Appendix A.3. Original Greitzer Compression System Model with Non-Dimensional Variables

dφc
dt = BωH(ψC − ψP)
dφth
dt = BωH

G (ψC − ψth)

}
conservation of momentum of fluid in compressor and throttle duct

dψp
dt = ωH

B (φC − φth)
}
conservation of mass in plenum volume

dψc
dt = ωH

∼
τ
(ψc,SS − ψc)

}
behavior of dynamic compressor settling

φc: non-dimensional mass flow rate

φth: throttle mass flow rate

ψp: plenum pressure rise
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ψc: compressor pressure rise

∼
τ: time constant of the compressor

Appendix A.4. Greitzer Stability Parameter (B) Governs the Intensity of Surge Instability in the
Greitzer Model

B = U
2ωHLC

G = LthAc
LcAth

Lth: length of throttle duct

Ath: cross-sectional area of throttle duct

Appendix A.5. For Subsonic Flows

φth = cthuth
√

ψp

uth: throttle percentage opening

cth:Constant¯determined experimentally and depends on valve geometry and properties of the fluid

Appendix A.6. Curve Fitting to Determine the Steady-State Pressure and Flow Rate Measurements

ψc(φ) = ψc0 + H(1+
3
2
(
φ

W
− 1)− 1

2
(
φ

W
− 1)

3
)

ψc0: pressure @ 0 flow

H, W: constant computed from pressure rise and flow rate corresponding to surge
point (predicted params from curve fitting in the stable region and used to correct ψc0).

Appendix A.7. Variation of Impeller Tip Clearance with AMB. Isentropic Efficiency of Compressor

ηth =
To1Cp

(
pc,SS
po1

) γ−1
γ − 1

∆hoc,ideal

To1: stagnation temperature

po1: stagnation pressure

Cp: specific heat at constant pressure

∆hoc,ideal : total specific enthalpy delivered to the fluid

γ: specific heat ratio
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pc,SS: compressor output pressure at nominal tip clearance δcl = 0

Appendix A.8. ψc (Non-Dimensional Compressor Pressure Rise) as a Function of ψc,SS and δcl

ψc =
po1

1
2ρo1U

2





1+

(
0.5ρo1U2

po1
ψc,SS + 1

)
− 1

1− k0
δcl
b2




γ−1
γ

− 1




Appendix A.9. Level I Stability Analysis (Initial Screening to Identify Safe Compressor Operations)

qA = HP
BCCρd

DCHCNρs

qA: predicted cross-coupling stiffness

HP: rated horsepower

BC: constant for centrifugal compressors determined experimentally

C: constant for centrifugal compressors experimentally

ρd: discharge gas density per impeller/stage

ρs: suction gas density per impeller/stage

DC: impeller diameter

HC: minimum of diffuser or impeller discharge width

N: operating speed
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ψc: compressor pressure rise

∼
τ: time constant of the compressor

Appendix A.4. Greitzer Stability Parameter (B) Governs the Intensity of Surge Instability in the
Greitzer Model

B = U
2ωHLC

G = LthAc
LcAth

Lth: length of throttle duct

Ath: cross-sectional area of throttle duct

Appendix A.5. For Subsonic Flows

φth = cthuth
√

ψp

uth: throttle percentage opening

cth:Constant¯determined experimentally and depends on valve geometry and properties of the fluid

Appendix A.6. Curve Fitting to Determine the Steady-State Pressure and Flow Rate Measurements

ψc(φ) = ψc0 + H(1+
3
2
(
φ

W
− 1)− 1

2
(
φ

W
− 1)

3
)

ψc0: pressure @ 0 flow

H, W: constant computed from pressure rise and flow rate corresponding to surge
point (predicted params from curve fitting in the stable region and used to correct ψc0).

Appendix A.7. Variation of Impeller Tip Clearance with AMB. Isentropic Efficiency of Compressor

ηth =
To1Cp

(
pc,SS
po1

) γ−1
γ − 1

∆hoc,ideal

To1: stagnation temperature

po1: stagnation pressure

Cp: specific heat at constant pressure

∆hoc,ideal : total specific enthalpy delivered to the fluid

γ: specific heat ratio
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pc,SS: compressor output pressure at nominal tip clearance δcl = 0

Appendix A.8. ψc (Non-Dimensional Compressor Pressure Rise) as a Function of ψc,SS and δcl
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Appendix A.9. Level I Stability Analysis (Initial Screening to Identify Safe Compressor Operations)

qA = HP
BCCρd

DCHCNρs

qA: predicted cross-coupling stiffness

HP: rated horsepower

BC: constant for centrifugal compressors determined experimentally

C: constant for centrifugal compressors experimentally

ρd: discharge gas density per impeller/stage

ρs: suction gas density per impeller/stage

DC: impeller diameter

HC: minimum of diffuser or impeller discharge width

N: operating speed
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