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Abstract

The phenomenon of multiple translations of same classical works has been discussed extensively
since 18th century. The dominant approach however is to study retranslating as a cultural, not a
linguistic phenomenon. For unknown reasons, little use has been made of corpus data in research on
this topic, although corpora of retranslated texts would seem to be a natural source of empirical
data. Studying multiple translations with the help of corpus-based methods makes it possible to
obtain the general picture of the data and to find its critical points. The quantitative data can be used

for developing criteria for evaluation of the texts.

In this paper, six Russian translations of George Orwell's Animal Farm are studied. The translations
are compared against an unedited machine translation. A multidimensional scaling of the frequency-
list-based distance matrix was performed. The analysis demonstrated that the most frequently
republished translations are the most distant from the MT. The keyword analysis of the translations
confirmed the findings of the MDS analysis and gave concrete clues on the lexical items typical for

certain translations.
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1. Is it possible to study retranslations with corpus methods?

Habent sua fata libelli. The fate of most literary works is to be published only once and to fall after
that into oblivion. Very few are republished and are still read by the next generation. And only in
extremely rare cases the work becomes classics and is republished many times, is read by many
generations and sometimes even survives the language it was written in. A national classic may turn

into a world classic, if it is translated into other languages and is popular in different cultures.

The fate of a classical work inside its own culture is dull: its text after a number of editions reaches
a certain stability, becomes canonised and mummified and does not change afterwards. This

canonical version is reproduced faithfully in academic editions and only suffer very minor changes



in orthography and punctuation in editions for the general public, the main change being the number

of footnotes and endnotes with explanations for the readers.

The fate of a classical work in other cultures is more exciting. After it becomes a word classic, its
translations into other languages are also republished, however, in many cases old translations are
revised and corrected, and after some time entirely new translations appear. Some literary works are
translated many times and new translations continue to appear. For example, Shakespeare's Othello
was translated into German 38 times from 1766 to 2010 (Alharbi et al 2015: 1). Other works, after
being translated several times, reach their canonical form in the target language. It is difficult to say,
whether this is a matter of pure luck the work had, or a matter of interest towards the work in the

receiving culture.

The reasons for retranslating might be very different. Old translations were often done via third
language and got the savour of this intermediary language. They were often abridged and some
important passages may be missing. The translators of the good old days did not have modern
dictionaries, encyclopedias and corpora and sometimes made errors in their translations. Some of
the old translations are very domesticated and as result the original text is hard to recognise. In
some cases, the translations were censored or self-censored which made the translation differ
dramatically from the original. Last but not least: the language of the old translations may be hard to

understand due to changes in the target language.

According to the retranslation hypothesis expressed by Goethe and in the 1990 explicitly
formulated by Antoine Berman (see e.g. Deane-Cox 2014: 3) retranslations are continuous attempts
to reach the ingeniousness of the source text in the target language. They pass various stages:
heavily domesticated translations to make the readers acquainted to the work, foreignised
translations to make the readers acquainted to the language and structure of the work, and finally —
the optimal representation of the source text in this language. However, the hypothesis is difficult to
confirm on empirical data. It cannot be taken for granted that each new translation is a step forward:
that depends on the translator and other factors. Besides, the quest for producing the best translation
is not the only reason for retranslating a work. Many researchers criticise Berman's theory and show
that it does not work on their data (e.g. see Deane-Cox 2014, Kuusi 2014). Anyway, this hypothesis
shows the interrelations between different translations of the same work and the possibility of their
influence on each other.

The phenomenon of retranslation of literary works is a topic that has been discussed extensively in
translation studies (Cadera & Walsh 2017, Koskinen & Paloposki 2015, etc.). A series of
conferences with the topic “Retranslation in Context” was initiated in Istanbul in 2013 and

successfully continued in 2015 (Istanbul), 2017 (Ghent), and 2019 (Madrid) (Pouke & Gallego



2019: 13). The special issue 27:1 (Voice in Retranslation) of the journal Target was devoted to
retranslation. The dominant approach of most publications on the topic is to study retranslating as a
cultural rather than as a linguistic phenomenon. For unknown reasons, little use has been made of
corpus data in research on this topic, although corpora of retranslated texts would seem to be a
natural source of empirical data. The electronic data makes it possible to compare different

versions, to show how close or distant they are, did they influence each other, etc.

However, many researchers have studied retranslations by means of manual comparison (e.g.
Brounlie 2006, Desmidt 2009, Deane-Cox 2014). Quite a few attempts to use corpus methods for
studying multiple translations have been made so far: Jeremy Munday used corpus methods for
comparing of two English translations of a newspaper article by Garcia Marquez (Munday 1998),
Tom Cheesman, Kevin Flanagan et al study in their project "Version, Variation, Visualisation"
German translations of Shakespeare's works (Cheesman, Flanagan et al 2017, Alharbi et al 2015),
Henry Jones does corpus-based analysis of English translations of Thucydides (Jones 2020). There
are at least two projects on creating a massively parallel Bible corpus with thousand or more
versions of the Bible in more than 800 languages (Mayer & Cysouw 2014, McCarthy et al 2020).
The scholars do not however approach the Bible translations from the point of view of translation
studies (at least at the current stage) but rather use the resource for typological and contrastive

research.

In this paper, six Russian translations or George Orwell's Animal Farm are examined with the help
of corpus-based methods. To compare the texts, frequency-list-based distance measure and
keywords lists are used. A machine translation of the text performed with Microsoft Translator is

used as a baseline for comparison.

2. Methods of studying lexical similarity of texts

To study and compare groups of texts distance measures can be used. This method can help to get a
general picture, to find which of the texts are closer to each other without offering any explanations.
To get deeper into the matter, keyword search can be helpful. While browsing lists of keywords, one
can find the actual words that make the text (or a group of texts) in question different from other
texts. The keyword search may offer good hints, but it compares texts only pairwise. In my study, |

will try to combine these two methods.

2.1. Distance measures

The most straightforward way to find out how close the texts are is to compare their lexicons and
frequency lists comparison is often used to study corpora or separate texts (see Kilgarriff 1997 and

2001, Piperski 2017 and 2018). The comparison can be based on unlemmatised or lemmatised



frequency lists. Using the complete frequency lists does not produce stable results, because a
frequency list drawn from a large text would be much longer than that of a short text and thus long
and short texts would be incomparable, and even for the texts of the same length low-frequency
items would impede the comparison (see also NN 2019, 167-168). Therefore, the first X most
frequent words (hereafter - MFW) are usually taken. Very short frequency lists would not help to
find differences between texts, while very long ones would not work on short texts. In stylometric
research MFW 100 (i.e. the first 100 words from frequency lists) is popular (see e.g. Eder et al
2016).

To measure distances between texts, vectors with normalised frequencies of MFW for each text are
composed and a distance matrix of such vectors is calculated (see Kilgarriff 1997, 2001 and 2008
for details). The next step is to analyse the distance matrix using cluster analysis, multidimensional
scaling or some other method. There also exists a Stylo package on R that performs stylometric

routines on groups of texts (Eder et al 2016).

In my earlier research (NN 2019) I have demonstrated that translations of the same works tend to be
lexically very close, and a frequency-list-based distance measure makes it possible to distinguish
retranslations of the same texts from other translated and non-translated texts (e.g. same author,
same topic etc.). This finding is not surprising: the texts based on the same source text are of
approximately the same length and have many overlaps in vocabulary. Besides, when studying
retranslations, differences between texts are more important than similarities. Why some texts
become outliers? Usually these are old translations, but can there be exceptions? Frequency-list-
based distance measures yield only a very general picture without telling the researcher what is

particularly different in the texts compared.

2.2. Keyword analysis

A more detailed analysis of the differences in vocabulary between retranslations can be performed
with the help of keyword lists. Keywords are words from the research data that have frequencies
significantly different from their frequencies in the reference corpus (NN 2016: 133-144). Keyword
analysis is very popular: it is used in many fields of linguistics, digital humanities and translation
studies (see e.g. Cermakova & Farova 2010, Fidler and Cvréek 2015, Johnson & Esslin 2006,
Kemppanen 2004, 2008, Milizia 2010, Seale et al 2006, Wilkinson 2014).

The popular software package WordSmith Tools has Keywords utility that can be used for getting
lists of keywords for single texts or collections of texts (Scott & Tribble 2006,
https://lexically.net/downloads/version8/ HTML/keywords.html). The SketchEngine online tool also
has a utility of the same name that can be used for querying the ready-made corpora or users' own

text collections (https://www.sketchengine.eu/my_keywords/keyword/). Also, keywords lists can be



extracted from two frequency word lists with the help of any statistical package (R, SPSS etc) or

even with spreadsheet software like Microsoft Excel or Libre Office Calc.

In fact, there exist many alternative ways to compute the "keyness": chi-square and log-likelihood,
among others. The simplest method available is surprisingly effective; this is Adam Kilgarrift's
simple measure (Kilgarriff 2009), which is calculated with the formula:

K=(Fe+N)/(Fc+N),

where Fe and Fc are the relative frequencies of the item in the experimental and control data (e.g.
expressed in items per million, ipm), and N is a smoothing parameter, a constant. Smaller N (e.g. 1,
10) emphasises high-frequency words, larger N (e.g. 100, 1000) puts more weight on medium- and

low-frequency words.
This measure is widely used in the Sketch Engine (sketchengine.eu) and other corpus tools.

Keywords are easily applicable to the comparison of translations. A list of keywords for a pair of
translations of the same source text reveals what is particularly different in these texts. The list
shows what words the given translator loves to use, what words he/she uses more often than the
other translator, and what words he/she is trying to get rid of. The length and the structure of the list
can expose the extent of dependence of the new translation on the old one: whether the new
translation is just an edited and corrected old translation, or the new translation is heavily based on

the old translation, or whether the new translation is really new.

3. Comparing retranslations using corpus methods. The

"Animal Farm" in Russian.

When comparing a group of objects, it is good to have a starting point, an ideal object fto compare
with. It is very difficult to choose such a starting point for a group of translations of the same text.
Each case is unique: some of older translations influence new translations, some are completely
forgotten, some new translations are based on previous translations, some are performed without
consulting any previous works. The quality might be improving in new translations, or it may
remain the same, or even degrade. Therefore, choosing the first or the last translation as a starting

point for comparison would not work in many cases.

The best starting point would have been the original text, but it is written in other language, and this
makes comparison impossible. A literal translation of the original into the target language would
have been a good solution, but this is too difficult technically, especially with long texts. A machine
translation of the text is obviously the closest to a literal translation and can be used as a kind of
'projection’ of the source text onto another language. This projection is not ideal: a machine-

translated text contains lexical and grammatical errors, as well as wrong translation equivalents.



Still, it has certain strengths: it is standardised, neutral and easy to obtain. For these reasons I
decided to add a machine-translated version to the human translations and use it as a baseline for

comparison.

3.1. The research data.

As it has been already mentioned, this paper is devoted to analysis of the Russian translations of
George Orwell's Animal Farm (1945). The original text was aligned at the sentence level with a
machine translation and six human translations. The software used for aligning was LF Aligner
(https://sourceforge.net/projects/aligner/). The aligned texts were parsed with universal
dependencies grammar parsers (https://universaldependencies.org/). The corpus software I used for
querying the data was TextHammer, a web-based corpus manager that I developed myself

(puolukka.rd.tuni.fi/texthammer).

The machine translation was performed with Microsoft Translator via WordFast translation memory
programme. The resulting translation in the form of aligned bitexts was exported to a TMX file that

was easy to parse and upload to the corpus database.

The human translations that are studied in this mini-research are the translations by Struve and
Kriger (1949), Pribylovskij (1986), Task (1988), Polotsk (1989), Kibirskij (1989) and Bespalova
(1989) (see Appendix for details). According to FantLab website (https://fantlab.ru/work9633),

there exist at least two more Russian translations of Orwell's story, but these were not available.

It is easy to notice that five of these six translations were made almost at the same time and it is
quite possible that the translators even did not know that other new translations of the same book
were being prepared. The translators of the 1980-ies might have been familiar with the first Russian
translation by Struve & Kriger, which was published in West Germany by Posev publishing house
and some copies were smuggled to the Soviet Union (the book was prohibited in the USSR until
Perestroika), and might have been consulting it while translating. To check this, a search for
matching segments in the translations was performed. For this purpose a PHP-script was developed
by the author of this paper. The search shows that none of the later translations contain extensive
borrowings from the first translation. The largest amount of closely matching sentences longer than
two words with Dice index greater than 70% was found in the translations by Pribylovskij (101
sentences) and Kibirskij (108 sentences). The total number of sentences in the translations vary
from 1733 to 1804, thus the percentage of such possible borrowings is very low, a little more than
5%. The translation by Polotsk contains much less matches — 60, and even less were found in the

translations by Task (41) and Bespalova (27).



Among the matches found are sentences that could have been produced independently by the
translators themselves, e.g. Vse Zivotnye ravny 'All animals are equal'. However, some longer
extracts do not look as mere coincidences.

1 No animal must ever live in a house, or sleep in a bed, or wear clothes, or drink alcohol, or smoke
tobacco, or touch money, or engage in trade. (Orwell)

la He xuBUTE B TOMaX, HE CIIMUTE HA KPOBATSAX, HE HOCUTE OJCIK/IBI, HE MEHTE CIIUPTHOTO, HE KYPUTE, HE
3aHUMaiTech TOProBiei, He Oepute B pyku AeHer. (Bespalova)

1b Hu ofHO KMBOTHOE HE IOJDKHO JKUTh B JIOME, CIIaTh B KPOBATH, HOCUTD OJICKY, [TUTh AJIKOTOJIBHBIE
HaIUTKH, KypUTh Tabak, MpUKacaTbcs K JIeHbraM, 3aHuMarbest Toprosiieit. (Kibirskij)

1lc Hu O/THO U3 XMBOTHBIX HE JOJOKHO XHUTh B TOME, CIIaTh B IMOCTCIIN, HOCUTH OJACKAY, IUTH aJIKOI'0JIb,
KypuTh TabaK, MPUTPArHBATHCS K IEHbraM WM 3aHUMaThCs Toprosieii. (Polotsk)

1d Hu omHO )KHBOTHOE HE JOJDKHO JKHTH B JIOME, CIIaTh B ITOCTENH, HOCHTh OIEXKIY, HE JIOIDKHO
YHOTPEONATh AIKOTOIb U KypHUTh Tabak, 3aHIMAaThCS TOPTOBJIECH U BECTH JAeHEeXHbIe pacdeTsl. (Task)

le Hu onHO )HBOTHOE HE JOJDKHO JKHUTH B JIOME, CIIaTh B KPOBATH, HOCUTH OJEKY, IUTh CIIUPTHOE,
KypHTB, ITpUKacaThbes K IeHbraM, ToproBats. (Pribylovskij)

1f Hu ogHO XMBOTHOE HE TOIDKHO JKUTH B JIOME WITH CIIaTh B IOCTEIH, HOCUTH OJICKAY, TUTh CIIUPTHOE,
KypHTb TabaK, IPUKAcaThCs K JeHbraM min Toproars. (Struve & Kriger)

In example (1) the translations 1b, 1c and 1e almost coincide with 1f. Theoretically, the sentence of
the source text has simple and transparent structure and vocabulary, and therefore can stimulate

similar translations, especially if translators use the same dictionaries and have similar background.

However, the possible use of standard solution by the translators in the example (2) does not look
very convincing.

2 As he had said, his voice was hoarse, but he sang well enough, and it was a stirring tune, something
between 'Clementine' and 'La Cucaracha'. (Orwell)

2a Tonoc y Hero, u BepHO, OBUT CUILIBIN, HO MEJ OH HEeru1ox0. Y MoTuB, nomech "KineMeHTHHBI" 1
"Kykapaun", 6pain 3a cepaue. (Bespalova)

2b Tonoc ero u BIpasy 3By4ai CHILIO, HO TI€J OH JI0BOJIHO Xopoiio. MoTuB ObLT OOIpEIi 1
BOJIHYIOLMH (HEUYTO cpeiHee Mexay Menoausmu "Knemenraiina" u "Jla Kykapayua"). (Kibirskij)

2¢ Kak oH 1 ToBOpHII, TOJIOC ¥ HETO OBIII XPUIUIBIA, HO BOJHYIOIIAs MEJIOAMS, HEUTO CpeIHee MEXIY
"Knementunoii" u " Kykapaueit " 3Byuana qocrarouso uucro. (Polotsk)

2d Xots royoc y Hero u BpasLy ObLT y)Ke HE TOT, OJHAKO I1€JI OH JOBOJIBHO NPUIIMYHO, U MEJIOIUsS Cpasy
3amazana B cepAne, HanoMuHas oqHoBpeMeHHO "Knementuny" u "Kykapaay". (Task)

2e Kak OH 1 mpemypesxaal, rojoc y Hero ObUI XpHIUIBII, HO MeJ OH COBCEM HEIUIOX0, 1 MOTUB y MECHH
0511 OOzIpPEIH, uTO-TO cpennee Mexay "Kinementuroit" u "Kykapageit". (Pribylovskij)

2f Kak oH caM cKa3aJl, ToI0C Y Hero ObUT XPHILIBIH, HO IeJI OH COBCEM HE IUIOXO0, 8 MOTHB OBLIT
Oonpsmmit — HeuTo cpennee Mexay "Kiiementunoit" u "Kykapaueit”. (Struve & Kriger)

The source sentence in the example (2) is longer and more complicated both lexically and

syntactically, but still 2a, 2¢ and 2e match 2f, while 2a and 2d are different.
We can therefore suppose that Pribylovskij, Kibirskij and Polotsk used to some extent the
translation by Struve and Kriger, while Task and Bespalova evidently worked only with the source

text.



3.2. The visual impressions.

Unlike a normal corpus-based study, our research data is just seven versions of one relatively short
text and it is therefore possible to cast a glance on the translations and to form an opinion on their

quality.
3.2.1. The machine translation.

The machine translation is (quite expectedly) unacceptable for publishing, although one must admit
that the level achieved by the programme in some passages is surprisingly good. In a short extract
demonstrated in Table 1, only segment (2) is acceptable, albeit it is somewhat heavy stylistically.
Other segments need minor or major corrections. Segment (1) contains a grammatically incorrect
construction byla prinjata ... resenie (the verbal clause is in feminine while the object is a neuter
noun, the correct form: bylo prinjato ... reSenie). Segment (3) has a redundant sozvali ih vmeste, the
verb sozvat' 'to call together' has a seme of gathering included into its meaning and thus the adverb
vmeste 'together' only complicates and disbalances the sentence. Segment (4) contains constructions
that are grammatically unacceptable: efo polovina Sestogo (should be sejCas polovina Sestogo) and u
nas est' dlinnyj den' pered nami (correct version: pered nami dlinnyj den"). The punctuation of the
sentence is not quite correct as well. In Russian, a direct speech is signalled with m-dashes and the
punctuation in (4) should have been like this: "Direct speech", — indirect speech, — "direct speech
continued". In the segments (5) and (6), wrong lexemes are chosen: uroZaj 'crops' (should be uborka
'gathering' or uborka uroZaja 'gathering of crops') and prinjat 'decided' (should be reSen 'settled").

Table 1. A fragment of a bitext with machine translation.

Source text (Orwell) Machine translation (Microsoft Translator)

1 A unanimous resolution was passed on the spot that Ha mecte Oblia mpuHATa €AMHOTIIACHOE PEIICHUE O TOM, YTO
the farmhouse should be preserved as a museum.  ¢depMepckuii 1oM JOIKEH OBITh COXPAHCH KaK MY3eH.

2 All were agreed that no animal must ever live there. Bce ObUTH COMTaCHEI ¢ TEM, YTO HU OHO KHBOTHOEC HUKOTIA

HE JIOJKHO YKUTh TaM.

3 The animals had their breakfast, and then Snowball 3Bepu mo3zaprpaxany, a motom CHexok u Hamoneon cHoBa
and Napoleon called them together again. CO3BaJId HX BMECTE.

4 "Comrades," said Snowball, "it is half-past six and "ToBapumm", ckazan CHeXOK, "3TO IMOJOBHHA MIECTOTO, U Y
we have a long day before us. HAC eCTh JUTMHHBIN JICHB TIepe]l HaMU.

5 Today we begin the hay harvest. CeronHsl MBI HAYMHAEM ypOXKai CeHa.

6 But there is another matter that must be attended to Ho ectb erie onun BOIpoc, KOTOPBIil JOJKEH OBITh NPUHST
first." B IIEpPBYIO odepens .

As a whole, the machine translation is in most cases readable and understandable (although some
passages sound comically), but it does not make a cohesive text: each segment is handled by the
programme separately, without taking into account the information from previous segments. As
result, proper names are not translated consistently, e.g. names of the characters like Boxer or
Clover regularly turn into common nouns. Gender of the characters floats from masculine to

feminine and back. The style does not meet the standards of a literary text, it is not consistent and



grades from official to colloquial. Also, when translating passages with complex syntax, the

programme makes grammar errors and confuses equivalents.

Still, in spite of its insufficient quality and numerous errors, the machine translation closely follows
the structure of the source text and makes no omissions, which makes it suitable for the role of a

starting point for comparison of the human translations.
3.2.2. The human translations.

It was fairly difficult to evaluate the Russian translations by reading impressions. The earliest
translation by Struve and Kriger looks rather old-fashioned, some words used in the translation have
changed their meaning in the modern language (e.g. Sosse in the meaning 'any road' which means in
the modern Russian 'a motorway'), there are small omissions because the translators evidently used
an earlier edition of the Orwell's work. The later translations are roughly on the same level and all
have own strengths and weaknesses. The translation by Sergei Task and S. Kibirskij are more
domesticated, the translation by Ilan Polotsk is more foreignized, anyway, none of the translations
can be called clearly domesticated or clearly foreignised: all contain both trends, the translators are
switching constantly between copying English syntax and rewriting some passages completely,
transliterating some names and translating others, replacing English realia by Russian realia and
preserving English realia, etc.

3 Remove Man from the scene, and the root cause of hunger and overwork is abolished for ever.
(Orwell)

3a Ecnu MbI yOepeM 4erioBeKa, Mbl HABEKH IIOKOHYUM C TOJIOJOM M HEIIOCHJIBHBIM TPYIOM, HOO YeJIOBEK
— ux npuunHa. (Bespalova)

3b Ynmanure YenoBeka — 1 OCHOBHAs IIPHYKMHA TOIOAA M paOCKOTO MOJIOKEHUSI )KUBOTHBIX OyaeT
ycrpanena HaBeku. (Kibirskij)

3¢ Ybepute co ClLieHbI YeJI0BeKa, 1 HaBCEI/a HCUe3HeT IIPHYMHA roJioia U HenocuiibHoro Tpyaa. (Polotsk)

3d VYo6epute c mopMocTkoB McTopun 4enoBeka, 1 Bbl HABCETA IOKOHYUTE C TOJIOZOM U pabCKUM TPYIOM.
(Task)

3e Yoepute UenoBeka — n KOpeHHas IPUYMHA T0JI0/1a U M3HYPHUTENBHBIX TPYIOB OylIeT yCTpaHeHa
Haseku. (Pribylovskij)

3f Y6epute Uenoreka, 1 KOpeHHasI IPUYMHA TOJI0A U IEPEyTOMJICHHUS OyIeT yCTpaHeHa HaBekH. (Struve
& Kriger)

In the example (3) one can see how the same phrase is treated by different translators. As in the
previous examples, a certain similarity can be traced between the translation by Struve & Kriger
(3f), Pribylovskij (3e), and Kibirskij (3b). The translations by Kibirskij (3b), Polotsk (3c),
Pribylovskij (3e) and Struve & Kriger (3f) follow the structure and even try to preserve some
features of orthography (capitalised Man) and punctuation (comma before and) of the original. In
contrast, Bespalova (3a) makes changes in syntax and makes the statement more explicit. Kibirskij
(3b) changes overwork of the source text to rabskoe poloZenie 'slavery conditions'. Task (3e)
preserves syntactic structure but makes radical semantical changes (e.g. scene — podmostki Istorii

'the stage of History").



Interestingly, in general the translations look after all surprisingly different. There are different ways
of translating the title of the book (see Table 2), the names of the personages (e.g. Snowball: SneZok
'snowball' (Struve & Kriger, Pribylovskij, Kibirskij), Ciceron 'Cicero' (Task), Obval 'avalanche'
(Bespalova), Snouboll (Polotsk)), other proper names (e.g. the animalism doctrine: skotizm 'cattle +
ism' (Struve & Kriger, Bespalova), zverizm 'beast + ism' (Pribylovskij), animalizm (Kibirskij,

Polotsk, Task)).

However, publishers seem to prefer two translations: by Larisa Bespalova (29 editions) and by
Sergey Task (10 editions) (see Table 2). In spite of this fact, one cannot claim that the most popular

Bespalova's translation has met all the standards of an ideal translation.

Visual comparing of different translations of the same text yields many interesting observations.
Yet, it is not possible to obtain a general picture of the continuum made up of attempts to acquire

the best translation. Only quantitative data may give a clue.

3.3. Descriptive statistics.

Let us have a look, if descriptive statistics can shed more light on the matter. In the Table 2 the
information on the original text of the story and its translations can be found. I have provided four
measures: number of words, number of characters, length of lemmatised word list and standardised

type-token ratio per 1000 words (STTR, see explanation below).

Eugen Nida and Charles Taber claim that a translation will be always longer than an original text,
because the translator has to make explicit many things that are evident to the readers of the source
text (Nida & Taber 1974, 163). This heuristic is very difficult to confirm or refute, because different
languages have their own ways of 'packing' the information: short words vs. long words, synthetic
vs. analytical grammar forms, use of composite words, use of particles, use of articles, etc. In any
case, the data from this case study does not confirm this heuristic. The number of words in the
Russian translations is much less than in the original text, the main reason being that Russian is an
articleless language. The difference in number of characters is smaller, even so the Russian

translations are 'shorter' than the English original.

It follows from the Nida & Taber heuristic that a machine translation (that is generated
mechanically and is incapable to make implicit information explicit) should be shorter than a human
translation (that is created having in mind the background of the audience). Strangely, in our data
the machine translation is much longer than any human translation (see Table 2). Probably, the
reason is that human translators are able to find alternative ways of translating complicated
constructions while the machine translator has no options but go the straight way and is therefore
forced to use long and clumsy solutions. The lengths of the human translations vary between

122,690 characters (Task) and 134,519 characters (Polotsk), which confirms that the length of a



translation has something to do with preserving the structure of the source text in the translation and
with smoothing of angles. As it has been mentioned above, the first is the most domesticated and

the last — the most foreignised translation.

Table 2. Animal Farm and its translations.

Author (Translator) Title Year Editions Number of Number of Length of STTR
Words characters lemmatised
word list
Orwell, George Animal Farm 1945 30,437 138,269 3556 48.4
Microsoft Translator Ferma Zivotnyh - 25,027 136,521 3859 64.39
Struve, Gleb & Kriger, Marina  Skotskij hutor 1949 2 22,746 125,839 4280 67.76
Pribylovskij V. Ferma Zivotnyh 1986 3 23,729 133,657 4830 69.65
Task, Sergey Skotskij ugolok 1988 10 21,399 122,690 5038 73.33
Bespalova, Larisa Skotnyj dvor 1989 29 23,004 125,250 4655 67.49
Kibirskij S. Ferma Zivotnyh 1989 2 23,085 131,400 4472 70.3
Polotsk, Ilan Skotskij hutor 1989 1 23,879 134,518 4319 67.42

The STTR index (the mean of the ratio of number of unique words (types) to number of different
words (tokens) calculated for fix-length extracts, e.g. 1000 words, see NN 2016: 116-121 for the
detailed explanation) shows diversity of vocabulary and thus reflects repetitiveness, readability, and
lexical richness. Texts with low STTR are more simple, more straightforward, easier to read, but
dull and repetitive, while texts with high STTR are more compact, less repetitive, more attractive,
but more difficult to read. STTR values for different languages are different, therefore the lower
value of STTR of the original English text in Table 2 does not mean that the Russian translations are
'more beautiful'. After comparing STTR values of the translations we can make an interesting
observation: the machine translation has much lower STTR than the human translations. This is
what we could have expected. The STTR values of the human translations vary from 67.49
(Bespalova) to 73.33 (Task). Strangely, these two translations with the extreme values of STTR are
also the most often published (see 3.2). Anyway, the difference in STTR values of human

translations is not significant.

To sum up the findings, the numeric data reveals much more variation that might be expected from
the translations of the same work. Still, no conclusions can be drawn yet from these number without

more sophisticated data processing.

3.4. Studying retranslations with distance measure.

One of the ways to get deeper into the matter would be measuring distances between the
translations as it was described in 2.1. To obtain the data for the distance measuring, I generated
lemmatised frequency lists of all seven texts (machine translation and six human translations), than
loaded the lists in R." As it was already mentioned in 2.1, comparing complete lists is not very

effective even for related texts, therefore the lists were truncated to the 100 most frequent words.



The truncated lists were merged into a single table, the table was rotated and the final dataset was a
data frame with data on texts in rows and words in columns (see a fragment in Table 3). The
frequencies were normalised to items per thousand.” Full outer join was used for merging of the
tables, i.e. items that did not occur in all frequency lists were also copied to the new table. The size

of the resulting data frame was 7 X 155.

Table 3. A fragment from the joint frequency table.

a: CCONJ 16\1"&}:1\1 f\%‘UN i‘g{}me: g‘};’mﬁ: Gbi: PART  Gbib: AUX E}ETR"B
Bespalova 9.61 448 139 0 0 343 887 239
Kibirskij 5.93 0 0 1.52 1.6 1.91 1845 26
MT 2.64 0 0 0 2.4 2.56 372 332
Polotsk 44 0 0 0 0 1.93 1981 2.68
Pribylovskij 7.33 0 0 0 1.39 2.36 15 341
Struve & Kriger 5.14 0 0 0 0 2.42 2317 33
Task 6.87 0 0 0 0 2.66 1290 229

On the next stage, I generated a distance matrix and performed on it the multidimensional scaling
(MDS). The software used were R Studio and its packages cluster and smacof. The MDS analysis
worked well, the stress value was 1.3, which generally means that the fit of the two-dimensional
model is good. The resulting visualisation can be seen on Fig. 1. The texts are placed into a two-
dimensional space, the geometrical distances between the dots reflect the differences between the
frequencies of their MFWs. The lowest value on the x-axis get the machine translation, the highest
— the translations by Bespalova and Task, which, as it was already mentioned, are also the most

popular (see 3.2).

Probably, the x-axis is related with preserving the structure of the original text: the extreme case is
the machine translation with minimal changes, while the translations by Bespalova and Task contain
changes in structure, possible omissions and explicitations for making the text more transparent and

more readable.

As it was already mentioned in 3.2, the visual inspection of the texts left the impression that
Bespalova tried to adapt the structure of the translation to the norms of Russian style, while Task's
translation is very free and changes on semantic level happen fairly often. It is possible therefore

that the y-axis shows the gradation from grammatical changes to lexical changes.

The human translation closest to MT both on x and y axes is the translation by Struve & Kriger. The
position on the x-axis shows that this is the most literal translation in our group, and the position on
the y-axis means that the structure of the source text is mostly preserved and some minor lexical

changes may be found.
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Fig. 1. Distance measure visualisation (MDS)

3.4. Keywords analysis of retranslations.

Keywords help to figure out, what are the items that are specific for the research data. Keywords are
not an absolute concept, they are always relative to the reference data. When performing searches
for keywords, it is vitally important to choose a relevant reference data set, the resulting list largely
depends on this choice. The selection of the reference corpus should be made keeping in mind the
objectives of the study. When comparing the research data against a large corpus of general
language, the keyword list would tell about the topic and the text type, when the reference corpus
are texts of the same text type, the keywords would show the specifics of the subgenre or of the

style of the author.

In this study, the task is to find out, how the translations of the same work differ one from another.
Using a large corpus of language for general purposes as reference data would not provide an
answer to the question: the lists obtained from retranslations would be close to each other and the
differences would be blurred. Using one of the translations should be more effective, but the

question is which translation to take. Fortunately, we have a machine translation, which is the most



literal and has neither omissions nor additions. So, we can use the machine translation as the

reference data.

Keyword search was run on lemmatised word lists using Kilgarriff's simple measure with N=100
(see 2.2.) and the items with K > 2 were taken. Proper names were removed from the results. A

fragment of one of the keyword lists can be seen in Table 3.
3.4.1. The keyword lists: general information.

One would expect that the lists obtained this way would be very close. This did not happen
however. Only four(!) items are present in all six keyword lists: vot 'this is, inter].", zerno 'grain, n',

korovnik 'cowshed, n', tvoj 'your, pron. 2 pers. Sg'.

Keyword lists often help to find interesting lexical items in the data and observe its specific
features. Indeed, it is easy to notice that the keyword list of the translation by Struve and Kriger
contains many archaic words like ibo 'because', glasit' 'to announce', javit'sja 'to appear'. As for
other translations, their keyword lists do not seem to contain anything special. Let us try therefore to
study those lists as a whole.

The shortest list was the list of keywords for the translation by Struve & Kriger (57 items) and the
longest were the lists for the translations by Task (118), Polotsk (84) and Bespalova (83) (see Table
3). Thus the keyword search goes in line the results of the MDS analysis of the frequency lists

carried out in 3.3.

Table 3. A fragment of the keyword list from the translation by Struve & Kriger.
Experimental data, Reference data,

Token ipm ipm K
cpaxenue 'battle’ 923.00 79.00 5.72
paboTHuK 'worker' 483.00 39.00 4.19
BCsIKUH 'any' 967.00 159.00 4.12
KOpOBHUK 'cowshed' 615.00 79.00 3.99
npexxuuit 'of the previous times'  439.00 39.00 3.88
JlepeBo 'tree’ 527.00 79.00 3.50
3aka3 'order’ 659.00 119.00 3.47
ymeTsb 'be able' 483.00 79.00 3.26
yToTpeOssTh 'to use' 351.00 39.00 3.24

We can anticipate that the more differences are between experimental and reference data, the larger
keyness values (i.e. values of K) they would have. The keyness values for the top ten keywords in
our lists differ from 5.72 to 3.24 (Struve & Kriger), 6.56 to 3.42 (Kibirskij), 9.44 to 3.42 (Polotsk),
7.87 to 2.83 (Pribylovskij), 12.65 to 4.16 (Bespalova), 7.71 to 4.21 (Task). Hence, the keywords



from the translation by Struve & Kriger has the lowest keyness values, while the values of those

from the translations by Bespalova and Task are the highest.
3.4.2. Cohesion words

The weak point of MT is text cohesion. A machine translator handles pronouns, conjunctions and
particles of the source text in the same way as any other items (nouns, verbs, adjectives), while
human translators obviously choose first a suitable syntactic construction and use the grammatical
markers it needs: for compound sentence a conjunction would be needed, a nominalised clause
would do with a preposition. That is why all six keyword lists contain pronouns, conjunctions,
particles and prepositions. The amount of such items signals about the extent of adaptation of
syntax to the norms of the target language. The study of keyword lists shows that the list from the
translation of Struve & Kriger contains least cohesion words. The lists of keywords from the
translations by Polotsk, Kibirskij and Pribylovskij also do not contain many words of these kinds,
while among keyword lists from the translations by Bespalova and especially by Task many

pronouns, particles and even prepositions can be found (see Table 4).

Table 4. Part of speech statistics in the keyword lists.

Tokens Bespalova  Kibirskij Polotsk Pribylovskij  Struve & Kriger Task
a 4 10 7 9 4 12
adv 10 9 9 6 6 11
conj 1 1 0 1 1 1

n 26 23 28 23 16 47
particles 9 7 4 6 4 9
prep 3

pron 7 3 6 6 4 9

v 23 22 28 14 22 26
Total 83 77 84 67 57 118

Emphasizing particle vot 'here is' can be found in all keywords lists. English has much less particles
than Russian and uses different means for highlighting elements of the text. Therefore vof occurs
only three times in the machine translation and is quite frequent in the human translations,
especially in the translations by Bespalova (61 occurrences) and Task (34 occurrences).

4 Man is the only real enemy we have. (Orwell)

4a YenoBek — BOT KTO Halll ICTUHHBIN Bpar. (Bespalova)

4b YenoBek — HaIll eAMHCTBEHHBIN MOUTMHHBIN Bpar. (Kibirskij)

4c BoT KTO Halll eIMHCTBEHHBIH MOUTMHHBINA Bpar — yenosek. (Polotsk)

4d Bor oH, kopeHb 311a — yenoBek. Jpyroro Bpara y Hac HeT. (Task)

4e YenoBek — BOT HAIll €AMHCTBEHHBIN NOIMHHBINA Bpar. (Pribylovskij)

4f UYenmoBek — BOT HAIIl SAMHCTBEHHBIN HacTOSIKH Bpar. (Struve & Kriger)

4e YenoBek — eIMHCTBEHHBII HACTOSIINI Bpar, KOTOPHIi y Hac ecTb. (MT)



In example (4) only Kibirskij does not use vot in the translation. Obviously without it the statement
loses energy. The machine translation (4e) is grammatically and lexically correct and is the closest

variant of translation, still, no one of human translators chosen this way of translating this sentence.

The particle vot is obviously a favourite of Bespalova, the relative frequency of the word in her
translation is 2651.71 ipm which is much higher than in the Russian National Corpus (1785.1 ipm,
see Lasevskaa & Sarov 2009).

5 The words ran: (Orwell)

5a Bort sTa mecus: (Bespalova)

5b Crnosa ke 6putn Takue: (Kibirskij)

5¢ Cnosa 6butH TakoBsI: (Polotsk)

5d Bupouewm, Ommxe k Tekery: (Task)

5e Cmosa 6butn TakoBsI: (Pribylovskij)

5f Crnosa sxe O6butH cnemyromue: (Struve & Kriger)
5e Cnosa nmobexan: (MT)

In the example (5) only Bespalova uses vof in translation. The original text looks very simple,
although the direct translation suggested by MT (5e) is impossible, and not only because of
disagreement of the noun and the verb: the verb pobeZat' 'to start running' is never used in the
meaning 'to express by means of language'. Still, only two translators, Polotsk (5¢) and Pribylovskij
(5e) do not use any particles in their translations. Bespalova uses vot, Kibirskij (5b) and Struve &
Kriger (5f) use another particle Ze, Task (5d) starts the sentence with a modal word vprocem

'however'.

These examples show that the cohesion words are in most cases added by translator and not

transferred from the original text. Use of these markers belongs to individual style.

3.4.3. Nouns and verbs.

The faithfulness of the translations to the original correlates with the numbers of nouns in the lists
of keywords: the smallest number is in the translation by Struve & Kriger, the largest is in the
translation by Task (see Table 4). An interesting feature of the keyword lists of the translations by
Task and by Pribylovskij is that the number of nouns is almost two times bigger that that of verbs,
while for the remaining four translations number of nouns and verbs in the keyword lists is almost

equal. Where do all these nouns come from?

One of the most frequent noun of the keyword list from the translation by Task is massa 'mass': it
occurs only twice in the MT and the translation by Polotsk, only once in the translation by Kibirskij
and is never used in other translations. Task uses the word massa in two meanings: 'a large group of
people' and 'physical mass'. The first usage (in plural) is very typical for marxist literature (at least

in Russian), and Task uses the word to link the Animal Farm to a socialist state. However, Orwell



does not use the word mass in this meaning, therefore Task's use of the word massa signals changes

in the contents of the source text.

6 These two had great difficulty in thinking anything out for themselves, but having once accepted the
pigs as their teachers, they absorbed everything that they were told, and passed it on to the other
animals by simple arguments. (Orwell)

6a OHU HAYETO HE MOTJIM MPHIYMATh CAMOCTOSITENILHO, HO, pa3 M HaBCET/Ia MPU3HAB CBUHEN CBOMMH
YUUTENSIMHU, OyKBaJIbHO BIMTHIBAIN KAXI0€ UX CJIOBO U JOXOMYHUBO NEPeIaBaii APYIUM KHBOTHBIM.
(Bespalova)

6b MM 060uM OBLTO TPYIHO CAMOCTOSITEIBHO BCE POAYMaTh, HO, OHAXIBI ITPU3HAB CBUHEH CBOUMHU
YUUTENSIMH, OHU BIIUTHIBAJIM BCE, YTO UM FOBOPUIIOCH, M 3aT€M IE€PEAaBAIU 3TO IPOCTHIMHU CJIOBAMHU
npyruM >kuBoTHBEIM. (Kibirskij)

6¢ Cam mpoiiecc MBIIIICHUS JOCTABIISUT UM HEMaJlble TPYAHOCTH, HO pa3 U HaBCer/a Mpu3HaB CBUHEH
cBouMH nacTeipsimu, KitoBep u bokcep BIUThIBaiu B cedsi Bce, 4TO ObLIO MMM CKa3aHO U 3aTeM
TEPIICIIMBO BTOJIKOBBIBAIH 3TO OCTANEHBIM )KHBOTHEIM. (Polotsk)

6d OTH 1BOE OBUTH HE CITOCOOHBI JOWTH /10 YEro-IM00 CBOMM YMOM, HO ITOCJIE TOTO KaK UM BCe
pazKeBaJM, OHU CTAJIH CaMbIMU HaJCKHBIMH IIPOBOIHUKAMHU CBHHCKHX UJICH; OHM BHEIPSIIN HX B
CO3HAHKE Macc ¢ MOMOIIBI0 pocTeimx hopmynpoBok. (Task)

6e OHHU C OTPOMHBIM TPYIOM MOIIIH OBl YTO-HHOYAb NPUIyMaTh CaMH, HO MIPU3HAB OJJHAXK/IbI CBUHEH
CBOMMH YYHTEISIMH, OHH IIPUHUMAIIH BCE, YTO T€ TOBOPHIIH, Ha BEPY U B JIOXOJUUBBIX BBIPAKEHHUIX
OOBSICHSIIM 3TO APYIUM x)HBOTHBIM. (Pribylovskij)

6f DTHM IBYM He JIeTKO OBbUIO MBICIIUTB CAaMUM, HO, Pa3 y)Ke NPU3HAB CBUHEH CBOUMHU YUUTEISIMU, OHU
yCBanBaJIM BCE, YTO UM I'OBOPUJIU, U C TIOMOUIBIO ITPOCTBIX JOBOAOB II€PEaaBaIi YCBOCHHOC APYTI'UM
XKUBOTHBIM. (Struve & Kriger)

In example (6) Task replaces other animals by massy 'masses', while other translations just keep to
the original using direct equivalents: drugie/ostal'nye Zivotnye 'other/remaining animals'.

7 Napoleon sent for pots of black and white paint and led the way down to the five-barred gate that gave
on to the main road. (Orwell)

7a HamoneoH pacropsauics MPUHECTH 0 OaHKe YePHOM 1 0eJI0i KpacKU M MOBEI UX K TECOBBIM
BOpOTaM, BBIXOJIIUM Ha Ooibinak. (Bespalova)

7b Hamoneon nocinain 3a 4epHOi 1 Geioi Kpackol M MOJIBEN BCEX K TSKEIIBIM BOPOTaM,
orropaxxuBasimM depmy ot noporu. (Kibirskij)

7c¢ Hamoneon mocmnai 3a 6aHKaMu ¢ YepHOH 1 6e10i kpackaMH ¥ HalIPaBHUIICS K BOPOTaM, 32 KOTOPBIMHU
HayMHaJach OCHOBHas qopora. (Polotsk)

7d Hamoneon mocinai J[er0Boro 3a MacasiHOM KpacKoi, Y4epHOM 1 OEJIoi, a caM IOBEJI MacChl K ITTABHBIM
Boporam. (Task)

7e Hamoeon mocmai 3a BeIpaMu ¢ YepHOH 1 OeNoi Kpackol M IIOBENl BCEX BHU3, K BEIXOAWBIINM Ha
IJIABHYIO I0POTY BOPOTaM, KOTOpPBIE OBLTH OKOBAaHBI IIATHIO XKee3HbIMU ckpenamu. (Pribylovskij)

7f Hamoneon mocnai 3a 6aHKaMu YepHON 1 OeJToi KpackKy U IPOBEJ JKUBOTHBIX K KaJHTKE, KOTOpast
BEIXOMITA Ha mocce. (Struve & Kriger)

In example (7) the word massy appears in Task's translation out of nowhere: in the original text the
object is implicit, led the way. Struve & Kriger (7f) explicitate it as provel Zivotnyh 'led the animals',
Polotsk (7¢) remove the object completely changing the verb to napravilsja 'went', other translators
explicitate the object by adding a pronoun: povel vseh 'led all'. Task changes the neutral source text
to pathetic povel massy 'led the masses'.

8 Without halting for an instant, Snowball flung his fifteen stone against Jones 's legs. (Orwell)
8a Ho OO6Ban He IporHy: 1 Bcel cBOoel IecTUynoBoi Tymei aBuHyn [xoHca o Horam. (Bespalova)

8b Hu Ha MrHoBeHue He 3amensisis 6era, CHE)XXOK Bpe3aJics BCEMU CBOMMH JI€BSIHOCTA TISThIO
Kuiorpammamiu B kosienu Bpara. (Kibirskij)

8c Hu Ha MrHOBEHbE HE OCTaHABINBasCh, CHOyOOJT BCeM CBOMM BHYIIUTEIBHBIM BecoM comi J)xoHca ¢
Hor. (Polotsk)



8d He cbasnsst xona, Lnnepon Beelt cBoeid Maccoit Bpesan [IxoHcy o Horawm. (Task)

8¢ Hu Ha cekyHay He ocTaHaBIMBasACh, CHEXOK HajeTeN Ha (epMepa U Bce IecTh IMYI0B CBOETO Beca
Opocun emy mion Horu. (Pribylovskij)

8f He ocramaBnmBasch HU Ha ceKyHIYy, CHE)XOK OpOCHII CBOIO IIATHITYIOBYIO TYIIY O KOJIEHKH J[PKOHCY.
(Struve & Kriger)

In example (8) Task uses the word massa in the different meaning, and it is used as equivalent for a
culture-specific word sfone (an English unit of weight). None of the translators try to preserve this
word in the translation. Bespalova (8a), Pribylovskij (8¢) and Struve & Kriger convert stones into
puds (pud is a traditional Russian weight measure, 16 kg), Kibirskij (8b) converts stones into
kilograms, others just mention that Snowball was heavy: svoim vnuSitel'nym vesom 'with his

impressive weight' (Polotsk, 8c), vsej svoej massoj 'with all his mass' (Task, 8d).

No great variety can be observed in the numbers of verbs in the lists of keywords: all lists have
between 20 and 30 verbs with the exception of Pribylovskij's translation, which has only fourteen.
The verbs from the keyword list of Pribylovskij are more abstract than the verbs from other five
lists. No verbs of action can be found, there are verbs of social activities (rukovodit' 'to manage',
gotovit' 'to prepare', sledit' 'to spy'), verbs of speech (uverjat' 'to assure', priznavat'sja 'to confess'),
verbs of state (otnosit'sja 'to belong', predstojat’ 'to expect'). In contrast, the verbs of the keyword
lists from other translations are not only more numerous, but also more diverse, e.g. in Bespalova's
keyword list there are verbs of action (snesti 'to pull down', razrusit' 'to destroy'), movement (obojti
'to walk around', podnjat'sja 'to go up'), mental activity (podumat''to think', ponimat''to

understand', scitat' 'to suggest').

Interestingly, the proportion of nouns and verbs in the keyword list from Pribylovskij's translation is
the same as in the translation by Task, but the numbers are smaller. The keyword lists show
therefore that both Pribylovskij's and Task's translations are more 'static' than other translations, i.e.

they pay more attention to objects than to actions.

4. Conclusions

The corpus-based analysis of the six translations of Orwell's Animal Farm made it possible to detect
relations between different translation, measure the distances between them and even find some

peculiarities of individual translations.

The frequency-list-based comparison of the texts proved to be very efficient and the
multidimensional scaling method makes it possible to visualise relations between the texts. Using a
machine translation of the source text as a 'starting point' seems to work well, it may be an
alternative to a literal translation. The poor quality of MT may skew to some extent the results, but

using one of human translations for the purpose would be much worse.



The keyword analysis gives additional data to the research and it confirms the findings of the MDS
analysis. It also makes it possible to find lexical classes, parts of speech, or certain lexemes that
may yield additional data. The study of keyword lists and the statistics drawn from these helps a

researcher to get an idea what to look for.

The most interesting result of this mini-research is that, at least in this concrete case, the first
translation was not the most domesticated, as it should be according to the retranslation hypothesis.
The first translation was the most literal and the most close to the original text. The later translations
are less literal and pursue readability and naturalness of the language of translation. The publishers
tend to choose for publishing the translations that are written in more natural language, and this
(sadly) means that the faithfulness to the original and the quest for giving the most exact picture of

the original work does not interest the publishers and, most likely, the readers as well.

What is important is that the methods presented in this paper are applicable not only to prose, they
work with translations of poetry and drama as well. The results of the analysis of concrete empirical
data can also aid in the fields of language technologies, plagiarism detection and other disciplines

that study similarities in texts.

The development of corpus-based methods to study retranslations can be of great use for translation
studies in that they offer quantitative measures for comparing translations and their quality
evaluation. It becomes possible to manage very large sets of data, to study large works that were

translated many times.

In this particular study the alignments were used for concordancing purposes only. The distance
measure and keyword searches could have been performed on unaligned texts as well. However,
possessing aligned parallel texts opens many other possibilities for research and for comparing
parallel texts: omissions or additions can be discovered, use of certain translation equivalents can be
mapped, etc. Indeed, a large parallel corpus of retranslations aligned on sentence or even on word
level would be of great use. Sadly, aligning multiple translations is still very difficult technically,
the standard aligning software was not developed for such ambitious tasks, they are made for
aligning pairs of technical manuals, agreements, or other documents written in standardised
language and with clear structure. Aligning literary texts is much more difficult, even pairwise. It
was possible to align eight parallel texts of Animal Farm with LF Aligner, but aligning forty
translations of one fragment from Macbeth was very demanding task (see Cheesman et al 2017:
744). Huge parallel corpora of the Bible became technically possible only because the verses of the
Bible are numbered and thus the aligning had been already performed manually a long time ago and

by other people.
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Appendix. Research data

Orwell: Orwell, George. Animal Farm, 1945.

Bespalova: Opyam, Ixxopmx. Ckomusiti 06op. Ilep. ¢ anri. becnanosa, Jlapuca, 1989.
Kibirskij: Opyann, xopmk. @epma scusomusix. Ilep. ¢ anrn. Kubupckuii C., 1989.
Polotsk: Opyann, [xopmk. Ckomcekuii xymop. Ilep. ¢ anri. [Tonouk, Wnan, 1989.

Task: Opyam, xxopmxk. Ckomcexuti yeonox. Ilep. ¢ anrn. Tack, Cepreit, 1988.



Pribylovskij: Opyamnn, [xopmx. @epma srcusomnuspix. llep. ¢ anri. [Ipubsuiosckuii B., 1986.

Struve & Kriger: Opyamt, [xxopmk. Ckomcxuti xymop. Ilep. ¢ anrnit. Ctpyse, [1ed u Kpurep,
Mapuna, 1949.
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The analysis could have been done with the stylo package for R (Eder et al 2016), but the package does not have
special support for Russian. The processing would have been done without lemmatisation. For this reason it was

decided to process word lists generated from the corpus with TextHammer.

It would have been possible to use absolute frequencies, since the texts are translations of the same source text and

do not differ much in length. However, normalised frequencies give a better picture.



	​ 1. Is it possible to study retranslations with corpus methods?
	​ 2. Methods of studying lexical similarity of texts
	​ 2.1. Distance measures
	​ 2.2. Keyword analysis

	​ 3. Comparing retranslations using corpus methods. The "Animal Farm" in Russian.
	​ 3.1. The research data.
	​ 3.2. The visual impressions.
	​ 3.2.1. The machine translation.
	​ 3.2.2. The human translations.

	​ 3.3. Descriptive statistics.
	​ 3.4. Studying retranslations with distance measure.
	​ 3.4. Keywords analysis of retranslations.
	​ 3.4.1. The keyword lists: general information.
	​ 3.4.2. Cohesion words
	​ 3.4.3. Nouns and verbs.


	​ 4. Conclusions
	​ References
	​ Appendix. Research data


