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Abstract 

Smart manufacturing calls for rapidly responding production systems which help the manufacturing 

companies to operate efficiently in a highly dynamic environment. Currently, the system design and 

reconfiguration planning are manual processes which rely heavily on the designers’ expertise and tacit 

knowledge to find feasible system configuration solutions by comparing the characteristics of the 

product to the technical properties of the available resources. Rapid responsiveness requires new 

computer-aided intelligent design and planning solutions that would reduce the time and effort put into 

system design, both in brownfield and greenfield scenarios. This article describes the implementation 

of a capability matchmaking approach and software which automatizes the matchmaking between 

product requirements and resource capabilities. The interaction of the matchmaking system with 

external design and planning tools, through its web service interface, is explained and illustrated with a 

case example. The proposed matchmaking approach supports production system design and 

reconfiguration planning by providing automatic means for checking if the existing system already 

fulfils the new product requirements, and/or for finding alternative resources and resource combinations 

for specific product requirements from large search spaces, e.g. from global resource catalogues. 
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1. Introduction 

Future smart manufacturing calls for rapidly responding production systems that can adapt to the 

required changes in processing functions, production capacity, and the dispatching of orders. This is due 

to the ever-increasing requirements for highly flexible production of individualized products in small 

batches [1,2]. Currently, production system design and reconfiguration planning are manual processes 

and are heavily dependent on the designers’ expertise and tacit knowledge to find feasible system 

solutions by comparing the characteristics of the product to the technical properties of the available 

resources. This slow process sets limitations on the number of potential system configuration 

alternatives that can be considered. Meeting the requirements of fast adaptation calls for new computer-

aided intelligent planning and decision support solutions that would reduce the time and effort put into 

system design, both in brownfield (reconfiguration) and greenfield (new system design) scenarios. 

A key enabler of smart manufacturing is the virtualization of the physical assets of the manufacturing, 

namely resources and products [2,3,4]. There is a need for formal, structured representation of resources 

and products that allow the resource vendors to describe the functionality of their offerings in a 

comparable manner, and system designers to make a match between the product requirements and 

resource capabilities. A similar matchmaking concept, but on a wider network scale, is Cloud 

Manufacturing. It is a service-oriented business model, with the idea being to share manufacturing 

capabilities and resources through a cloud platform and to form temporary, reconfigurable supply chains 

on demand [5,6,7]. An essential enabler for the Cloud Manufacturing concept is the virtualization of the 

resource capabilities and especially the services they can offer to the clients of the platform, as well as 

service searching and matching against the task requirements [7,8,9].  

Formal engineering ontologies and other Semantic Web technologies have become popular solutions 

for addressing the semantic interoperability issue in heterogeneous distributed environments 



[10,11,12,13,14]. In the context of distributed intelligent systems, such as agent-based or service-

oriented systems, ontologies play a key role as they provide a shared, machine-understandable 

vocabulary for information representation and exchange among dispersed actors [10,14]. Several 

different semantic ontology-based descriptions have been proposed for the description of the services 

in the Cloud Manufacturing context (e.g. [15,16,17]). Lu and Xu [6] presented a service composition 

and mapping approach based on ontological description of the services and Jena rules to compare the 

service request with the offering. Manufacturing Service Description Language (MSDL) was developed 

as a formal domain ontology for representing the capabilities of manufacturing services, focusing on 

mechanical machining and metal casting services [10], and used for a matchmaking methodology which 

aims to connect buyers and sellers of manufacturing services in distributed digital manufacturing 

environments [18]. Ameri and McArthur [19] utilized SWRL (Semantic Web Rule Language) for 

intelligent supplier discovery based on the services they provide. In the ManuCloud project, an XML-

based manufacturing service description was developed to enable the Manufacturing-as-a-Service 

operation principle in production networks [20].  

Despite there being several approaches to service description and resource virtualization, the current 

research around service and capability matching has concentrated more on the theory and framework, 

rather than comprehensive descriptions of the resources and services, and practical implementations of 

the matchmaking. In addition, the previous research efforts to describe manufacturing resource 

capabilities have not considered the combined capabilities of multiple co-operating resources, and 

consequently have not included mechanisms to infer the aggregated parameters of combined 

capabilities. Thus, the existing approaches cannot provide a solution for capability matchmaking in the 

context of production system design and reconfiguration planning.  

The European Union-funded project ReCaM [21] developed computerized support for the system 

design and reconfiguration planning process. The goal of our research was to develop a concept and 

technical implementation of a capability matchmaking system which should support production system 

designers and reconfiguration planners in finding feasible resources for specific product requirements 

from large search spaces. The matchmaking system should provide an easy interface to the other design 

and planning software utilized by the designers for the actual system design and optimization tasks. In 

our earlier works, we presented the formal models for representing the resources and products [22,23,24] 

which provide a foundation for the capability-based matchmaking of product requirements and resource 

offerings [25,26]. In this article, we will describe the implementation of the matchmaking software and 

how it can be utilized by external design and planning tools.  

The article is organized as follows. In Section 2 we will introduce the capability matchmaking 

approach and its associated concepts and information models. In Section 3 we will explain the 

implementation of the matchmaking software and its architecture, and its interaction with other design 

and planning systems. In Section 4 we will illustrate, through a case example, how external design and 

planning tools can utilize the matchmaking software through its Web Service interface and show test 

results obtained from running different matchmaking scenarios. Finally, we will end with discussion 

and conclusions in Sections 5 and 6.  

2. Capability matchmaking concept and information models involved 

The matchmaking system intends to make the system design and reconfiguration planning procedure 

easier by automatically suggesting alternative resource combinations for specific product requirements. 

The matchmaking system utilizes formal representation of product requirements as well as resources 

and their capabilities and interfaces as an input, and tries to make a match between these by using rule-

based reasoning. We will briefly explain these aspects in the following sub-sections. 



2.1. Information models involved 

The foundation of the capability matchmaking is the formal information models representing the 

product requirements and available manufacturing resources. We have developed OWL-based (Web 

Ontology Language) information models to represent the information that is needed, and introduced 

them in our earlier publications [22-27]. Figure 1 illustrates these models and their import structure. 

The models are available to download at [29]. The Ontology Engineering Methodology [28] was 

followed during the development of the models. 

 

 

Figure 1. Information models used for the capability matchmaking. 

The capability matchmaking is performed with the Matchmaking Ontology Model, which imports 

the Product Model and Resource Model, as shown in Figure 1. Figure 2 illustrates the main classes and 

relations of the Matchmaking Ontology, including the inherited classes and relations from the imported 

models, discussed in the following paragraphs. It also includes some additional classes and properties 

used by the matchmaking rules, discussed in the following section. Similar colours and patterns are 

used in the figures to indicate the model (Figure 1) to which the classes (boxes in Figure 2) belong. For 

instance, “Activity” is a class in the Product Model.  
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Figure 2. Simplified view of the Matchmaking Ontology (for readability does not include all classes 

and relations). 

The Resource Model ontology [22] is used to describe the available manufacturing resources, 

including their capabilities, interfaces and other characteristics, as well as systems composed of multiple 

resources. Class “Device” (Figure 2) is used to model machine and tooling resources, while humans 

should be modelled with another class, not visible in the figure. The Resource Model imports two other 

ontologies, namely the Resource Interface Model and Capability Model. The Resource Interface Model 

[24] is used to give a formal description of the resource interfaces. Similarly to the design of modular 

products [30], considering interfaces plays an important role in enabling the interchangeability and 

independence of resource elements. This information helps to identify whether two or more resources 

can be connected together from their interface perspective.  

The Capability Model [22] formalizes the functionalities of the resources and parameters related to 

these functionalities. It also defines the relations between simple (atomic) and combined capabilities 

through the hasInputCapability object property. For instance, a robot can have the simple capability 

“Moving” and a gripper can have the simple capabilities “Grasping” and “Releasing”. These relations 

are modelled through the hasCapability object property between instances of the “Device” and 

“Capability” classes. Together, the robot and gripper can have the combined capabilities “Pick and 

Place” and “Transporting”. On the basis of the formalized relations, the potential resource combinations 

that have a certain combined capability can be identified programmatically by utilizing the information 

provided by SPARQL queries. The parameters of the combined capabilities can be inferred on the basis 

of the rules discussed in the next section and linked to the specific device combination through the 

hasCalculatedCapability object property.  

The Capability Model imports another ontology called the Process Taxonomy Model. This model 

categorizes different manufacturing and assembly processes in a hierarchical structure. The 

“Capability” classes are linked to the “ProcessTaxonomyElement” classes according to what kind of 

process they can provide. This linkage is implemented as a direct is-a (sub-class) relationship between 
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the “Capability” class and “ProcessTaxonomyElement” Class. For instance, “Screwing” is a sub-class 

of the “Fastening” class.  

The Product Model ontology [23] can be used to describe the product requirements for the 

matchmaking. The Product Model describes the parts and their basic characteristics, sub-assemblies 

and the parts they contain, the processes related to the parts and sub-assemblies, the capability 

requirements related to the processes, and the sequence of the processes. The Product Model imports 

the same Process Taxonomy as the Capability Model. This allows a link to be built between the 

requirements and capabilities during the matchmaking. This link is established through the 

requiresProcessCapability object property between the instances of the “Process” class and the 

instances of the “ProcessTaxonomyElement” class. The parametric requirements related to a specific 

process capability, e.g. the required torque for screwing, are defined as properties of the 

“ProcessTaxonomyElement” sub-classes.  

 

2.2. Matchmaking stages and rules  

The overall matchmaking process [25] has three stages, all of which require specific algorithms and 

rules: 1) defining the combined capabilities and calculating their parameters when new resource 

combinations are formed; 2) checking the interface compatibility of the resources when new resource 

combinations are formed; 3) matching the product requirements against the capabilities of the combined 

resources. We have discussed the combined capabilities and their parameter calculation in [26], interface 

matchmaking in [24], and capability matchmaking in [23]. All three of these stages are included into 

the operational chain of the capability matchmaking software.  

For the rule implementation we use SPIN (SPARQL Inferencing Notation). SPIN is a W3C Member 

Submission that has become the de facto industry standard to represent SPARQL rules and constraints 

on Semantic Web models [31]. SPIN can be used to link class definitions with SPARQL queries to 

capture constraints and rules that formalize the expected behaviour of those classes. A suitable reasoner 

tool such as SPIN API can then infer the extra information created by the rules and use it, for example, 

in SPARQL query execution [32]. We use SPIN in both the combined capability parameter inference 

[26] and capability matchmaking [23]. The capability matchmaking rules are attached to the sub-classes 

of the “ProcessTaxonomyElement” in the Matchmaking Ontology, as shown in Figure 2. The properties 

hasCapabilityMatch and canBeImplementedWith link the capability requirements (i.e. instances of 

“ProcessTaxonomyElement” sub-classes) with the “Capability” instances, as illustrated in Figure 2. The 

property hasCapabilityMatch indicates that the capability matches the requirement on the capability 

concept name level, while the property canBeImplementedWith indicates that the capability parameters 

also match the requirement. These linkages are established as part of the matchmaking process when 

the matchmaking rules find the matches. First, the resource combinations with required capabilities are 

formed. Secondly, the interface compatibility of the resources is checked and incompatible 

combinations are filtered out. Thirdly, the capability parameters for the remaining combinations are 

calculated with the combined capability rules. Fourthly, these capability parameters are compared 

against the parameters of the requirements with capability matchmaking rules to find detailed matches. 

For the detailed matches also estimated performance is calculated with performance evaluation rules. 

This contains the estimated duration of the specific process step with the suggested resource or resource 

combination.  



3. Implementation of the capability matchmaking software 

The capability matchmaking software follows the principles of client-server architecture. It is 

constructed from three main components: the capability matchmaking web service, the software 

packages for executing the capability matchmaking process, and the formal information models, 

discussed in the previous section. The web service and associated software modules are deployed and 

hosted on an Apache Tomcat server [33]. This section introduces the matchmaking system architecture 

and interactions with the external client systems.  

3.1. Matchmaking system architecture and technologies used 

The capability matchmaking system follows a layered architecture. Figure 3 outlines the various 

layers and the interactions between them. It also illustrates the technologies and languages used for the 

software implementation. The Data Model layer contains the ontology and other data models needed 

for the matchmaking. The Data Layer represents the actual data, i.e. instances, used during the 

matchmaking. The Business and Data Access layers run and execute the matchmaking procedures. The 

topmost layer represents different client systems which interact with the web service component of the 

system in order to trigger matchmaking or to obtain the matchmaking results.  

The Web Service layer is implemented as a RESTful web service. This choice of interface allows 

easy and loose coupling for client applications to connect with the matchmaking system. It was 

developed with the help of JAX-RS API [34] and its open source reference implementation Jersey [35], 

both of which ease and harmonise the development of the RESTful application. The Web Service layer 

performs multiple tasks. It receives the various request messages from the client systems in the XML or 

JSON formats, validates the inputs in the messages received, and produces the response messages. After 

validation, the Web Service Layer gathers the input resources from different catalogue(s)/database(s) 

and invokes the matchmaking process in the Business layer.  

The most important packages in the architecture from the matchmaking reasoning perspective are the 

Capability Query Library (CQL) and the Matchmaker. The Matchmaker is responsible for sequencing 

and managing the matchmaking process and performing the actual capability matchmaking for the 

incoming requests. It takes care of the execution of the various SPIN rules through the Java-based CQL 

API (Application Programming Interface). It creates resource combination possibilities, calculates the 

combined capability parameters for the resource combinations, checks the interface compatibility of the 

resources, executes matchmaking rules from the Matchmaking Ontology, and constructs the 

matchmaking result from the rule inferences. CQL uses the open source Jena semantic web framework 

[36] and Openllet reasoner [37] for working with the ontology models. Jena and Openllet themselves 

do not support SPIN, so another open source library that builds on top of Jena, called SPIN API [32], is 

used to execute the SPIN rules. 

 



Figure 3. Overall software architecture of the Capability Matchmaking System.  

3.2. Interaction with external software  

The Capability Matchmaking service can be utilized by any design and planning system to trigger 

matchmaking requests and to receive the matchmaking results by following the specified message 

schemas (Figure 4). The structure of the messages that are exchanged is defined by XML Schemas 

(XSD), which are published for the use of the client application developers. The schemas are used 

internally for generating data objects with the help of JAXB (Java Architecture for XML Binding). 

These data objects enable the easy processing of input and output messages for the capability 

matchmaking service in both accepted formats – XML and JSON.  

The matchmaking process involves searching through the matchmaking search space to identify the 

resources or resource combinations that match the required capabilities. As an input, the matchmaking 

system needs to receive the search space to be considered. This includes the Product Requirement 

Description (PRD) and the set of Resource Descriptions (resource pool) that ought to be considered 

during the matchmaking process. The matchmaking request can specify which process steps (if not all) 

in the PRD are included for the specific matchmaking run. Depending on the design scenario, the input 

is different. In the case of a brownfield scenario, there is an existing system that could be reused for the 

production of the new product. Thus, a description of the existing system layout should also be included 

into the input. This contains information about the resources in the current layout and how they are 

physically connected to each other. The inputs are provided to the matchmaking software by the client 

application in the form of PRD IDs and RD IDs. The search space is then retrieved and read into the 
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Matchmaking Ontology from various catalogues storing the actual information content. For instance, 

the resource information is collected from the Resource Catalogue, where resource providers have 

supplied descriptions of their offerings in the Resource Description format [27]. The PRD is represented 

with the Product Model ontology format [23].  

The matchmaking system provides the matchmaking result as an output. It contains the matches 

found for each process step of the input PRD. A process step is marked with No Match if no matching 

resources are found. On the other hand, a Match means a solvable process step and it contains a reference 

to a resource or a resource combination which possesses capabilities matching the requirement. In 

addition to resource identification and linking information, some information relating to business 

properties, performance, and reliability is collected and delivered along with the resource record in the 

matchmaking result. The results are provided to the external design tool, which can then be used to 

make the decision about the resource selection and system configuration on the basis of the optimization 

criteria that are valued, such as availability, performance, the smallest number of reconfigurations, or 

costs.  

The matchmaking is a time-consuming process, and therefore the interaction was implemented as 

asynchronous calls. Figure 4 shows the interaction between an external application (client) with the 

capability matchmaking system to create a matchmaking search space (sequences 1 and 2), to trigger 

the matchmaking process with a matchmaking request (sequence 3), and to request the matchmaking 

result (sequence 4). 

 

 

Figure 4. Matchmaking interaction scenario.  

4. Testing of the matchmaking system 

The matchmaking software is designed to be used as a background service by other design and 

planning applications. During the ReCaM project, interaction with two such client applications was 

tested. These were the Flexible System Engineering Platform [38], meant for greenfield system design, 

and the Integrated Production and Reconfiguration Planning tool [39], intended for brownfield system 

design. In the following sections, we will first demonstrate the utilization of the matchmaking service 

by the latter as part of larger integrated system design software chain. The second section focuses on 

testing the functionality of the matchmaking software itself. 
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4.1. Case study – interaction of the matchmaking system with an external reconfiguration planning 

tool 

The interaction of the matchmaking system with the Integrated Production and Reconfiguration 

Planning tool (IPRP) follows the schema defined in Figure 4. The upper right part of Figure 5 shows an 

HTML view of the partial matchmaking result for a specific case product (named “Bosch_DRE”), 

including the resources and resource combinations found for each process step, and the estimated 

process duration with the specific resource or resource combination. The other parts of Figure 5 illustrate 

the user interface of the IRPP tool and how it utilizes these matchmaking results.  

The search space of the matchmaking scenario shown in Figure 5 corresponds to the test #1 from 

Table 3 discussed in the next section. It includes the PRD for the product “Bosch_DRE” and the full 

resource catalogue with 67 resources. The suggested resource combinations column in the HTML view 

shows the already matching resources and resource combinations, such as 

“rd.Bosch.Press.Anvil.01.01”, and new resource combinations created dynamically by the 

matchmaking software, such as “Screwing_possibility_14”. The number 14 indicates that the 

matchmaking system has created multiple different resource combinations with the capability 

“Screwing”, and the 14th of them matches the parametric requirements of the specific process step 

“productModel_Bosch_DRE_step11”. Furthermore, the result shows that there are two other resource 

combination possibilities, “Screwing_possibility_21” and “Screwing_possibility_29”, that can also 

satisfy the requirements of the same process step. In other words, they are alternative combinations from 

which the designer can choose. Figure 5 shows that other process steps, e.g. the fixturing step 

“productModel_Bosch_DRE_step22”, also have multiple different resource options which match the 

capability requirements.  

The matchmaking result information is shown to the designer through the client application’s user 

interface (bottom right of the figure, dashed arrows). The matchmaking result contains a reference to 

the matching resources and the estimated processing time. The designer can use the data provided to 

evaluate the feasibility of the suggested resource for a specific production task and system and to allocate 

the resources to the tasks and workstations, as shown in the bottom right of the figure. The tree view 

(Layouts) on the left side of the figure shows how the designer has allocated the proposed resources or 

resource combinations into a specific layout (double arrows).  

 



 

Figure 5. Matchmaking results (upper right part) read in and utilized by the Integrated Production and 

Reconfiguration Planning Tool developed in Politecnico di Milano (POLIMI). Modified from [39]. 

The client application’s interaction with the matchmaking service is an iterative process. The client 

application sends matchmaking requests, gets matchmaking results, and shows the results to the system 

designer, who then makes the resource selections, builds layouts, and decides how the interaction with 

the service should continue. The search space can differ between the matchmaking rounds. During a 

typical reconfiguration scenario, the designer using the client application first builds the search space 

by sending the ID of the new product (or products) and a description of the current system layout to the 

matchmaking service (Figure 4/Sequence 2). After this, the designer creates and submits the first 

matchmaking request (Figure 4/Sequence 3) to find out if the current production system can produce 

the new product.  

If not all the tasks in the PRD can be fulfilled by the current system, the designer can submit a second 

request to the matchmaking service. In this case, the arguments are the PRD and the same system layout 

as earlier, but now it is allowed for the layout to be broken down into individual resources, and those 

resources can be re-organized into new combinations by the matchmaking service. If some production 

tasks still cannot be solved after the re-organization, new production resources need to be added to the 

system. The third matchmaking request could thus include the selected tasks from the PRD (which have 

not yet been solved by any resource or resource combination), the system layout in a deconstructed way, 

and an additional resource pool (Figure 4/Sequence 1). The resource pool may be extended throughout 

the matchmaking rounds, e.g. starting from spares and free resources at the production site’s warehouse, 

and ending with global resource catalogues containing resources from multiple resource providers. The 

matchmaking process can be repeated, with different inputs, until all the tasks have a match or other 

optimization criteria for resource selection are met, e.g. the smallest number of reconfigurations. 

Production and Reconfiguration Planning Tool



4.2. Testing the system functionality and validating the results 

We ran several matchmaking scenarios with different search spaces to test the functionality of the 

software and validity of the results obtained. Six different case products and their assembly processes 

were used: three different valve products from the process and agriculture industries, a manifold and 

pitch trimmer from the aviation industry, and a simple laboratory product with a disc stacking process. 

Table 1 lists those products, how many process steps are needed for their assembly, for how many 

process steps a capability matchmaking requirement has been defined in the Product Requirement 

Description (PRD), and what kind of capabilities are required. In some cases the resource to be used 

(e.g. a human operator) has already been pre-defined by the designer. In such cases, there is no need to 

model the requirement for those process steps in the PRD and no need to impose a load on the 

matchmaking system. 

 

Table 1. Products used for testing the matchmaking.  

Product 

(PRD) 

Total number 

of process steps 

Number of process 

steps which require 

matchmaking 

Required capabilities 

DRE (valve) 25 12 Six different capabilities:  

Fixturing, Pick&Place, Hammering, 

Screwing, Pressing, Mounting O-ring 

2-2_SW 

(valve) 

28 14 Seven different capabilities:  

Fixturing, Pick&Place, Hammering, 

BlindRiveting, Screwing, Pressing, 

MountingO-ring 

LFR (valve) 8 4 Five different capabilities:  

Fixturing, Pick&Place, Hammering, 

BlindRiveting, Screwing 

Pitchtrimmer 29 29 Four different capabilities: 

Fixturing, Pick&Place, Pressing, 

ThreadTightening 

Manifold 18 18 Five different capabilities: 

Transporting, Fixturing, Pick&Place, 

Pressing, ThreadTightening 

LabDemo 4 4 Two different capabilities:  

Pick&Place, Feeding 

 

The resources and resource pools used as an input for the matchmaking are presented in Table 2. 

Altogether, 67 different catalogue resources (“Device Blueprints”) and one existing resource 

(“Individual Device”) were used. The resources included different robots, grippers, fixtures, 

screwdrivers, drills and their associated bits, presses, O-ring mounting devices, and hammers, as well 

as human operators. ResPool 1 contains all the catalogue resources, and SysLayout 1 is a description of 

the existing production system layout for the product “DRE”. It includes the actual physically existing 

resource instances (“Individual Devices”), their catalogue representation (“Device Blueprints”) and 

combinations of these individual instances (“Device Combinations”) according to the production system 

layout.  The last column “Capabilities” indicate how many capabilities, either “Simple” or “Combined” 

are modelled for these resources in their resource description.  

 

 



Table 2. Resource pools used for testing the matchmaking. 

 Resources Device Combinations Capabilities 

Resource Pool Device 

Blueprint 

Individual 

Device 

Existing Test Simple Combined 

ResPool 1 67 1 0 0 109 18 

SysLayout 1 25 26 9 0 40 15 

 

 

Table 3. Inputs (search space) and results of the matchmaking tests.  

 Inputs for matchmaking test 

(search space) 

 

Matchmaking test results 
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1 DRE ResPool 1 N/A 61 93 31 0 17:54 

2 2-2_SW ResPool 1 N/A 44 76 24 1 12:33 

3 LFR ResPool 1 N/A 40 72 7 0 11:22 

4 Pitchtrim ResPool 1 N/A 8 46 77 3 11:18 

5 Manifold ResPool 1 N/A 9 47 49 0 11:28 

6 LabDemo ResPool 1 N/A 11 50 11 0 02:42 

7 DRE SysLayout 1 T 0 26 17 0 00:58 

8 DRE SysLayout 1 F 19 50 34 0 01:55 

9 2-2_SW SysLayout 1 T 0 26 13 5 00:58 

10 2-2_SW SysLayout 1 F 18 49 27 1 01:58 

11 2-2_SW SysLayout 1 

+ ResPool 1 

F 44 87 31 1 15:12 

 

Table 3 shows the test results from a few matchmaking rounds. Different search spaces were used as 

inputs during different test rounds: 1) all catalogue resources (#1-#6); 2) only the existing layout and its 

resource combinations (#7, #9); 3) individual resources in the existing layout (#8, #10); 4) existing 

resources in the current layout supplemented with all catalogue resources (#11). The column “Layout 

fixed?” indicates whether the designer has allowed the current layout to be broken down into individual 

resources (true/false), which means that new combinations can be built from the same resources.   

The first six rows (#1-#6) of Table 3 show the results obtained for each case product by using all the 

available catalogue resources as an input. What can be observed is that matchmaking creates temporal 

test resource combinations with required capabilities, and calculates combined capability parameters for 

all these combinations. These calculated capabilities are then matched against the parametric 

requirements of the process steps. The same resource combination or a single resource can provide a 

solution for many different process steps when the required process parameters are close and/or the 

resource is flexible (e.g. a offers a wide operating range). This characterizes especially the results of 

tests #4 and #5, in which a small number of resource combinations provides a large number of matches. 

A few process steps cannot be fulfilled with available resources, e.g. in tests #2 and #4. This is either 

because none of the resources or resource combinations can provide the requested capability, or the 



parameter range that is offered (e.g. gripper opening, payload, force applied) does not meet the product 

requirement. 

The rows from #7 to #11 show the matchmaking results against the existing System Layout 1. In the 

case of tests #7 and #9, the layout is fixed, i.e. it is not allowed to be broken down into individual 

resources. Thus, the matchmaking system does not create any new test resource combinations. Tests #8 

and #10 use the same input, but in these cases the layout is not fixed and the matchmaking can split the 

resource combinations into individual resources and re-organize them freely. New resource 

combinations are created and more matches are found. For instance, the matchmaking does not find 

matches for five process steps in case #9, because the system layout was originally built for product 

“DRE”. After allowing re-organization in test #10 (fixed layout = false), four more process steps can be 

solved with the available resources.  

The last column of Table 3 indicates the duration of the matchmaking process with the given search 

space. This is affected by the number of process steps which require matchmaking, the number of 

different capabilities required, and the amount of resources in the search space. For instance, test #6 is 

completed significantly faster than the others with the same resource pool, because the LabDemo case 

product has only a few process steps, which require only two different capabilities (pick and place and 

feeding). The resource combination creation has an impact on the matchmaking processing time, as the 

creation of combinations and calculation of their combined capabilities is a computationally demanding 

process. For instance, in the case of tests #7 and #9, which use a fixed layout and in which no new 

combinations are created, the processing takes much less time compared to the non-fixed layout in tests 

#8 and #10. In the last matchmaking test, #11, two pools – SysLayout 1 and ResPool 1 – are given as 

the input search space. An increased amount of resources leads to more possible combinations, which 

also increases the matchmaking processing time.  

We analyzed each matchmaking result manually to check that the suggested resource combinations 

for each process step were valid. The validity was evaluated on the basis of the expected result: if the 

rules and the matchmaking system behaved as expected and produced the expected result, the result was 

considered valid. This does not yet mean that the resource combination found would necessarily be 

feasible in real life. The rules and information representations are simplifications of the real world. The 

matchmaking does not take into account the different constraints imposed by the other factory facilities 

and so on. For instance, if a process step was requesting the “Fixturing” capability, the matchmaking 

system could suggest a press with an integrated fixture, as it has both “Pressing” and “Fixturing” 

capabilities. However, this may not be a desirable choice for the application and needs to be evaluated 

by the designer.  

In the event of an invalid result, the rules, input data, and/or software code were checked to detect 

the root cause of the problem. Two different types of invalid results were: 1) a found match which 

should not be a match; 2) a known match not found. Type 1 errors were easy to detect, while in the case 

of type 2 errors, some unexpected combinations may have been neglected as a result of being overlooked 

during the analysis. The root causes were fixed iteratively until there were no invalid results with the 

given search spaces.  

 

 

5. Discussion 

The test results we obtained show that the matchmaking concept and the system we implemented 

work in practice. The matchmaking service is able to receive the inputs – product requirements and 

resource pool – and to reason out the matches (if possible) for each process step. The software is able 

to analyse the requirements of the process steps, look for the necessary capabilities, combine various 



resources as device combinations, and infer the combined capabilities and their parameters for these 

combinations. It is able to reason whether the proposed resources can be physically connected together. 

Finally, it is able to analyse of which resources or resource combinations match the requirements of 

each process step and supply this information back to the client who submitted the request. The test 

results and their analysis show that the software that was developed is able to solve this work chain and 

it provides valid matchmaking results.  

Overall, the matchmaking is a time-consuming operation. In the test cases presented here the 

processing time varied from 1.5 minutes to 18 minutes, but we have even observed processing times of 

up to 135 minutes with the same server hardware. However, the project focused on proof of concept, 

and the performance optimization was not a high priority. The performance could be improved by 

optimizing the internal algorithms of the matchmaking procedure, for instance the order in which 

different activities are performed.  

The resource representation and capability matchmaking approach that we developed contributes to 

the existing resource virtualization and matchmaking research by providing means for modelling and 

reasoning about the combined capabilities of multiple cooperating resources. The resource combinations 

can be dynamically created for certain requirements on the basis of resource descriptions of single 

resources. In addition, the existing resource combinations can be decomposed into individual resources 

to allow automatic reasoning methods to provide suggestions for reconfiguration measures. 

Furthermore, our approach also describes the parameters relating to the capabilities and utilizes SPIN 

rules to infer the parameters of combined capabilities from the parameters of the simple capabilities and 

to insert them into the model. It is a unique approach and implementation that has not been presented 

by other researchers. Similar conceptual ideas for capability matching have been presented, e.g. in [18]. 

The main difference, however, lies in the ability to manage combined capabilities automatically. First 

of all, it allows the resources to be described on a lower level of granularity, and second, it eliminates 

the need to describe the combined capabilities manually for each possible resource combination.  

The capability matching reasoning actions discussed in this article can be performed automatically 

on the basis of the defined SPIN rules. However, the results should be validated by a human designer, 

as the information models and rules are always a simplified representation of the real world. For 

example, the combined capability rules can provide only estimations of the capability parameters of 

cooperating resources. In many cases, the properties of the combined capabilities emerge as a behaviour 

of the machine or station as a whole in a certain context and environment, and they cannot be 

decomposed into the properties of the various components (i.e. simple capabilities). Furthermore, some 

of the capabilities depend on the physical locations of the combined resources. This information is not 

currently handled with the Resource Model, and thus cannot be taken into consideration during the 

matchmaking.  

The matchmaking result delivered to the client does not consider the allocation of resources to the 

process steps and workstations. It handles each process step individually, and thus it is the duty of the 

client application (or the designer) to consider the optimum resource allocation and layout of the 

production system. For example, if the designer allocates a specific resource instance to a specific 

process step and a physical location (e.g. workstation), he/she cannot use the same resource for some 

later process step in a different location without having more resource instances of the same kind. In 

this sense, the matchmaking result delivers only potential possibilities from the perspectives of 

capability parameters and physical interface connectivity, and the client application (or designer) needs 

to ensure that the production system can actually be built from the available resources.  

Currently, the matchmaking rules have been defined and especially tested only for the most common 

process steps appearing within the case products. The testing of the matchmaking was limited to the six 

case products and 67 resources mentioned above. Thus, more testing is needed with different products  

with different process steps, and resources with different capabilities.  



 

6. Conclusions 

The goal of our research was to develop a capability matchmaking concept and software system that 

can partly automatize the search for suitable resources and resource combinations to specific product 

requirements. The aim was to support both greenfield and brownfield system design processes and their 

associated design systems. In our previous works, we have presented the underlying concepts and 

information models, while in this article, we presented our implementation of the capability 

matchmaking software and its interaction with external design and planning tools through its web 

service interface. Furthermore, we explained the information inputs and outputs that are expected 

from/to the client systems utilizing the matchmaking service. We also presented matchmaking test cases 

which validate the intended functionality of the system.  

The matchmaking system utilizes formal OWL-based information representations of both products 

and resources, and SPIN rules to infer new knowledge from those representations. These SPIN rules are 

used to calculate the combined capabilities of combined resources and to compare the requirements of 

the product with the capabilities of the resources in order to find matches and to save that information 

back to the ontology. The matchmaking service and software takes inputs from different client systems, 

executes the various rules needed during the matchmaking process, and delivers the results back to the 

clients. The implementation of the service follows the RESTful architecture. Thus, it can couple easily 

with external design and planning systems, and does not require any specific technical ability on the 

client side to process the XML or JSON messages. Use of the service does not require any major 

software development on the client side, which is expected to facilitate quick and easy adoption of the 

service. 

Information models and rules can never represent the real world perfectly, but are always a 

simplification. Thus, a human designer should check the suggestions provided by the matchmaking 

system and make the final decision about the resource selection. However, we believe that the approach 

developed here can act as a valuable aid for the system designer and reconfiguration planner. It creates 

the possibility of exploring large resource catalogues automatically and rapidly filtering out the 

unsuitable resources, leaving only the possible resources and resource combinations for the given 

requirement. Consequently, less manual time-consuming search and filtering effort is needed to find 

and evaluate different alternative solutions, and more alternative configurations can be considered, 

compared to a traditional design approach. It can also be used to check if the existing system already 

fulfils the new product requirements. Thus, we expect the capability matchmaking approach and 

software presented here to make the system design and reconfiguration planning process easier and 

speed it up. The matchmaking can also find surprising configuration solutions which may have been 

overlooked by a manual design approach, leading to potentially innovative system solutions. Reaching 

the envisioned impact requires there to be large catalogues of resources described with the Resource 

Description format [27] and those catalogues to be accessible to the matchmaking system. This means 

that the resource providers should provide the descriptions of their resources in that format and publish 

these through the resource catalogues.  

In the future, new industrial projects should be established to test the matchmaking approach and 

software in wider industrial settings covering larger numbers of different process capabilities. 

Consequently, new capability classes and their associated properties should be implemented into the 

Capability Model to increase the capability catalogue when needed. Also, the rule base needs to be 

extended to cover the new capabilities. Furthermore, the reliability and information content of the 

matchmaking result could be increased by extending the current approach with automatic layout 

generation for feasibility checks and processing time estimations.  
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