Current virtual reality (VR) technology is mainly based on visual and auditive modalities. Implementing kinesthetic interaction in VR could largely improve the immersion of VR and extend the range of its applications. Grounded force-feedback devices can be used to implement kinesthetic interaction. These devices provide a reliable kinesthetic interface with robust and realistic force feedback. However, there is a major challenge while using force-feedback devices for VR interaction, that is, the small workspace. The current solution to this challenge is to employ a large control-display (CD) gain.

The aim of this dissertation is to enable efficient and accurate hand-based kinesthetic interaction for VR. The research was divided into three steps: problem understanding, development and application. First, the research examined the effects of CD gain on kinesthetic interaction and thus provided an empirical basis for designing new kinesthetic interfaces. Second, to address the issue of limited workspace, three new kinesthetic interfaces were developed by using the user’s gaze as an input modality. The research also identified the critical factors for designing high-quality kinesthetic interfaces in terms of kinesthetic perception accuracy. Third, the research explored medical applications of a kinesthetic VR interface and demonstrated its potential to be the next-generation user interface in the field of medical diagnosis and planning.
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Abstract

Current virtual reality (VR) technology is mainly based on visual and auditive modalities. Kinesthetic interaction, as a form of human-computer interaction, allows users to apply touch-based hand behaviors to interact with virtual objects and simultaneously provides force to simulate the feeling of touch. Implementing such interaction may largely improve the immersion of VR and extend the range of its applications. There are many devices that can be used to implement kinesthetic interaction, such as wearable haptic gloves and grounded force-feedback devices. Among them, grounded force-feedback devices are more mature, which can provide a reliable kinesthetic interface with robust and realistic force feedback. However, there is a major challenge while using force-feedback devices for VR interaction, that is, their small device workspace cannot be directly used to explore a large virtual environment. The current solution to this challenge is to employ a large control-display (CD) gain. While holding the device arm, this technique scales a small hand motion to a large motion of the cursor in the virtual world and thus increases the device workspace.

The aim of this dissertation is to enable efficient and accurate hand-based kinesthetic interaction for VR. The research was divided into three steps: problem understanding, development and application. First, the research was focused on the technique of CD gain. Multiple studies have argued that the mismatch between the hand motion and the cursor motion caused by using the CD gain method may affect kinesthetic interaction. However, it is unclear how it affects kinesthetic tasks in terms of task performance and user experience. The present research filled this gap and examined the effects of CD gain based on a kinesthetic task. Second, to address the issue of limited workspace for force-feedback devices, three multimodal kinesthetic interfaces were developed by using the user’s gaze as an input modality. These novel kinesthetic interfaces avoided the use of CD gain, and they also potentially relieved hand fatigue from prolonged operation. Third, the research explored medical applications of a kinesthetic VR interface and a vibrotactile VR interface associated with current popular VR equipment and force-feedback devices. To explore their practical usability, the two VR interfaces were compared with the state-of-the-art 2D interface (2D display + mouse) as the baseline.

The dissertation provides the following main contributions: First, the research experimentally demonstrated the effects of CD gain on kinesthetic interaction in terms of task performance and user experience.
Thus, it provided an empirical basis for designing new kinesthetic interfaces using the CD gain method. Second, the research explored a novel design space for kinesthetic interfaces by using eye gaze as a kinesthetic input modality. It also contributed to understanding human kinesthetic perception in the virtual environment and simultaneously identified the critical factors for designing high-quality kinesthetic interfaces in terms of kinesthetic perception accuracy. Third, the research revealed the strengths and weaknesses of the kinesthetic VR interface and the vibrotactile VR interface. Therefore, it provided an empirical understanding for developing efficient, accurate and user-friendly interactive VR systems. More importantly, the research demonstrated the potential of the kinesthetic VR interface to be the next-generation user interface in the field of medical diagnosis and planning, and it encouraged further research in this area.
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1 Introduction

Virtual reality (VR) technology provides a computer-generated three-dimensional (3D) environment with which users can explore and interact. This technology has been used in many fields, such as entertainment, education (Radianti et al., 2019), e-commerce and manufacturing (Mujber et al., 2004). For example, in education, the implementation of interactive virtual environments to simulate various physical tasks brings great benefits for teaching and training. It can save time and cost, and more importantly avoid physical risks. Current interactive VR systems mainly focus on visual and auditory modalities. The sense of touch is one of the most important human interaction channels. Implementing realistic touch-based interaction in the virtual environment could largely improve the immersion of VR and potentially extend the range of VR applications. However, it is often missing or underused in current interactive VR systems.

In a traditional computer interface, virtual objects are modelled by a host computer and displayed on a 2D screen. A standard mouse and a keyboard are commonly used to interact with the objects. This traditional interface has been considered as a non-immersive VR system (Robertson et al., 1993) because of its unnatural interactive methods as well as the absence of some important senses like peripheral vision and touch. Technological advances have led to the development of VR equipment. Current popular VR devices are related mainly to the visual sense, such as HTC Vive¹, Oculus Rift² and Sony PlayStation VR³. These VR systems use a head-mounted display (HMD) as the visual output channel which can

¹ [https://www.vive.com/eu/](https://www.vive.com/eu/) (accessed 1 July 2021)
provide the user with flexible peripheral vision. In addition, they use VR motion controllers as the manipulation tools. These controllers allow the user’s hand motions as the input modality and optionally provide vibration feedback to the hands, enabling tactile interaction.

In human-computer interaction (HCI), tactile interaction as a form of haptic interaction focuses on cutaneous sensations like vibration and pressure (El Saddik et al., 2011). However, when using tactile feedback such as the vibration from the motion controllers, it is difficult to implement realistic touch-based interaction in VR. For example, while people are pushing a wall, they feel a reaction force on their hands and arms. Tactile sensations only on the skins cannot recreate such interaction. Kinesthetic interaction is another branch of haptic interaction, focusing on movement-based sensations from the muscles, tendons and joints (El Saddik et al., 2011). Kinesthetic techniques can support realistic bidirectional touch behaviors. They allow the user’s hand motions to be the kinesthetic input and provide force feedback as the kinesthetic output to simulate the feeling of touch.

Multiple devices can be used to implement kinesthetic interaction in a virtual environment. They include wearable haptic gloves (e.g., CyberGlove⁴ and HaptX⁵), ungrounded kinesthetic pens (e.g., Kamuro et al., 2011) and grounded force-feedback devices (e.g., Geomagic Touch⁶ and Novint Falcon⁷). Compared with other kinesthetic devices, grounded force-feedback devices are more mature. They typically have a mechanical arm with six degrees of freedom. Holding the arm allows the user’s natural hand motions to be the input and thus provides a flexible desktop-based kinesthetic user interface. More importantly, the kinesthetic feedback generated by the devices have three or six degrees of freedom with resolution, up to 1 kHz (Massie and Salisbury, 1994). Therefore, these devices can enable realistic kinesthetic exploration as close as we have in the physical world.

Although using grounded force-feedback devices in VR is promising, it has a major challenge: the small device workspace. The length of the mechanical arm of the force-feedback devices is fixed, which limits the area that the user’s hand can reach. This makes kinesthetic exploration in a large VR environment difficult. In addition, the prolonged operation of the devices can easily fatigue the user’s hand (Ott et al., 2005; Hamam and El Saddik, 2015), which negatively influences user performance and experience during kinesthetic tasks (Allen and Proske, 2006; Cortes et al., 2014).

⁴ http://www.cyberglovesystems.com/ (accessed 1 July 2021)
⁵ https://www.haptx.com/ (accessed 1 July 2021)
⁶ https://www.3dsystems.com/haptics (accessed 1 July 2021)
⁷ https://www.hapticshouse.com/ (accessed 1 July 2021)
1.1 RESEARCH CONTEXT AND OBJECTIVE

This dissertation focuses on kinesthetic interaction in the field of HCI. The objective is to implement efficient and accurate kinesthetic interaction for VR and explore its application. There are three steps in the research:

- Problem understanding: Identifying the issues with the traditional technique used to implement kinesthetic VR interaction.
- Development: Developing new interfaces which can enable fast kinesthetic interactions with good user control (i.e., efficient) and simultaneously maintain the accuracy of kinesthetic perception (i.e., accurate).
- Application: Exploring the significance of kinesthetic VR interaction.

Problem understanding

To overcome the issue of limited workspace for force-feedback devices, the current solution is to scale a small motion of the mechanical arm to a large motion of the haptic interaction point (HIP, the cursor in the virtual environment), that is, employing a large control-display (CD) gain (Argelaguet and Andújar, 2013). Multiple studies (Conti and Khatib, 2005; Dominjon et al., 2005a) have mentioned that applying a large CD gain may affect the use of force-feedback devices because of the mismatch between the hand motion and the HIP motion. To address this issue, they proposed new techniques that used large gains (>1) for only reaching targets and maintained the unit gain (=1) during the interaction.

The effects of CD gain on pointing devices like the mouse have been explored for many years (e.g., Casiez et al., 2008). Kinesthetic interaction involves more complex hand behaviors and interaction feedback. To the best of this researcher’s knowledge, there have been no experimental studies to investigate how a large CD gain affects kinesthetic tasks in terms of task efficiency, accuracy and user experience. It is critical for the following research of the dissertation, because its answer can reveal the issues of the current technical solution for implementing kinesthetic VR interaction and motivate the following studies. This leads to the first research question of this research:

RQ1: How does a large CD gain (>1) affect task measures such as task completion time, task accuracy and user experience in kinesthetic tasks?

Development

Eye tracking is an emerging hands-free input mechanism in HCI. Using eye gaze as a mechanism for pointing and selection has been shown to be beneficial in numerous HCI scenarios in terms of task efficiency (Zhai et al., 1999; Majaranta et al., 2009) and user experience (Nukarinen et al., 2018). Previous studies (Stellmach and Dachselt, 2012; Pfeuffer et al., 2014)
have used eye gaze to improve object acquisition and manipulation while using tactile input devices such as touchscreens.

To address the workspace issue for force-feedback devices, the research for this dissertation developed multimodal kinesthetic interfaces by using eye gaze as an input modality. The methods of using eye gaze in previous studies can be categorized into two types: directly replacing hand motions with eye gaze for pointing (e.g., Majaranta and Räihä, 2002; Kumar et al., 2007; Pfeuffer et al., 2014; Pfeuffer et al., 2017) and combining hand motions and eye gaze for pointing (e.g., Zhai et al., 1999; Stellmach and Dachselt, 2012). The present research investigated both the gaze-based methods in the context of kinesthetic interaction. The resulted multimodal kinesthetic interfaces have the potential to implement efficient kinesthetic interaction in VR. In addition, kinesthetic perception is important for our manual tasks. It is necessary to investigate that whether these gaze-based interfaces affect kinesthetic perception. These lead to the second research question:

**RQ2: How do the multimodal kinesthetic interfaces that use eye gaze as an input modality affect user performance in terms of task efficiency, kinesthetic perception accuracy and user experience?**

**Application**

Kinesthetic interaction using grounded force-feedback devices has been proposed for many professional applications. For example, it has a variety of applications in the field of medicine, including education (Kinnison et al., 2009), surgery simulation and training (Bielser and Gross, 2000; Webster et al., 2004; Steinberg et al., 2007; Alaraj et al., 2015), robot-assisted surgery (Okamura, 2004) and medical diagnosis and planning (Medellín-Castillo et al., 2016). In addition, as the visual output channel, VR HMDs have been used for many medical services, such as treating chronic pain (Jones et al., 2016), anxiety disorders and phobias (Maples-Keller et al., 2017). They have also been used to present 2D slices (King et al., 2016; Wirth et al., 2018) and volumetric imaging data (Randall et al., 2016; Sousa et al., 2017; Venson et al., 2017) for medical diagnosis and planning.

The present research combined a VR headset with a force-feedback device to create a kinesthetic VR interface that provided the user with a flexible viewing perspective, natural hand-based input and kinesthetic feedback together. The research also involved the vibrotactile VR interface that used a VR headset and a VR controller. The two VR interfaces are promising for tasks involving 3D manipulation (Bowman et al., 2004), such as the tasks of medical diagnosis and planning. However, it remains unknown how well the two haptic VR interfaces compare with the traditional 2D interface that uses a mouse and a 2D display in medical tasks. The main objective of this research was to explore the usability of the kinesthetic VR
interface to determine if it has the potential to replace the traditional 2D interface in the field of medicine. Therefore, there is the research question three:

**RQ3: How does the kinesthetic VR interface affect user performance in medical 3D manipulation tasks in terms of task efficiency, accuracy and user experience?**

To answer these research questions, multiple experimental studies have been conducted. The basic methodology for these studies is described in the following section.

**1.2 Methodology**

The research for this dissertation required applying both constructive and empirical research methods. There are four studies included in this dissertation, all conducted in a controlled lab environment. Before each study, a prototype system was constructed based on the experiment. This included setting up the experimental hardware, developing the required software and designing the experimental task. Both quantitative and qualitative research methods were used in the research. The quantitative measures were collected by logging the objective data of users’ task performance as well as the rating data of users’ subjective feelings. Qualitative measures were collected by recording users’ general responses to the interfaces and other free comments related to the experiment.

Study I was conducted to answer RQ1. It included a real-world kinesthetic task as the experimental task to test the effects of a large CD gain on kinesthetic interaction. The study began by implementing the experimental task and establishing the test platform. We used quantitative measures in the study. The effects of CD gain were explored by investigating objective data (task completion time, interaction accuracy and hand movement pattern) and subjective data (hand tiredness, naturalness, pleasantness and user confidence to successfully perform the task).

Studies II and III were conducted to answer RQ2. For each study, a prototype system was first implemented by developing new multimodal kinesthetic interfaces to address the challenge of kinesthetic VR interaction. The multimodal kinesthetic interfaces were evaluated by comparing them with the traditional hand-based kinesthetic interface. The experimental task was to reach and touch objects and then detect their physical properties. The system implementation was followed by a pilot study to define key system parameters and design choices. We used quantitative research method in the two studies. Task completion times, task errors and users’ subjective data were collected to evaluate the new kinesthetic
interfaces. In Study II, qualitative research method was also used. Participants completed a post-experiment questionnaire to vote for their favorite interfaces and give the reasons for their preferences.

Study IV was conducted to answer RQ3. It began by implementing a real-world task in computer-aided medical diagnosis and planning. The experimental system was then developed involving two haptic VR interfaces along with the traditional mouse-based interface. A pilot study was conducted to determine the system parameters. Both quantitative and qualitative research methods were used. As in the previous studies, task completion times, task errors, users’ subjective data and comments were collected to evaluate the usability of the two haptic VR interfaces.

1.3 Contributions
This dissertation makes the following main contributions: First, the research evaluated the technique of CD gain based on a kinesthetic task. To the best of this researcher’s knowledge, it is the first known study to provide scientific evidence for the effects of CD gain on kinesthetic interaction. The results of studies in terms of user performance and experience provided an empirical basis for the following studies of this dissertation as well as future design of kinesthetic interfaces based on the CD gain method.

Second, the research explored a novel design space for kinesthetic interfaces that used eye gaze as a kinesthetic input modality, and three new multimodal kinesthetic interfaces were designed and developed (two in Study II and one in Study III). These interfaces successfully addressed the limited workspace of force-feedback devices without using the CD gain method, and they also reduced the hand workload from prolonged kinesthetic exploration. In addition, the research explored users’ ability to detect the physical properties of objects while using the multimodal kinesthetic interfaces. The results increased our understanding of human kinesthetic perception in the virtual environment, and simultaneously they identified the critical factors for designing high-quality kinesthetic interfaces in terms of the accuracy of kinesthetic perception.

In parallel, the research developed and proposed two haptic VR interfaces for improving current medical diagnosis and planning work. The research revealed their strengths and weaknesses and thus provided an empirical understanding for developing efficient, accurate and user-friendly interactive VR systems. More importantly, by comparing them with the state-of-the-art 2D interface, the research demonstrated the potential of the haptic VR interfaces, particularly the kinesthetic VR interface, to replace the 2D user interface in the field of medical diagnosis and planning.
1.4 Structure
This dissertation consists of a summary and four research articles. Three of the articles were published in highly ranked peer-reviewed international journals, and the fourth was published in peer-reviewed international conference proceedings. Chapter 2 contains an introduction of VR, including the immersion levels of VR, current VR systems and their applications. Chapter 3 provides basic information about kinesthetic sensation as well as a review of the literature on kinesthetic interaction. The challenge of interaction in VR, the previous work to address the challenge and professional applications are described in detail in Chapter 3. Chapter 4 provides an overview of gaze-based haptic interaction, including the sense of vision, hand-eye coordination and existing gaze-based haptic interactions. The methodology, procedure and resources of the research are described in Chapter 5. In Chapter 6, the four publications are presented in detail in terms of research goal, methodology, results and discussion. The key findings of the dissertation, research limitations and potential future work are described in Chapter 7. Chapter 8 concludes the dissertation with a summary of the contributions of these efforts.
2 Virtual Reality

Three-dimensional computer graphics have entered many areas of our lives. To interact with the 3D models displayed on a 2D screen, users commonly use a mouse and a keyboard to manipulate these models and perform various tasks. However, instead of just seeing the images on the screen, it is possible to let the users step into this artificial world and interact with the scenes and objects as naturally as they can in the real world. Such interactive technology is called VR technology. Generally, the main goal of VR is to create a world with which users can interact and that their senses can perceive as realistically as the physical world.

This chapter provides an overview of current VR technology and applications. The factors that influence the immersion of interactive VR systems is described. Then, commercial VR systems and their existing applications are presented. The chapter concludes with the future development required for VR and the research direction of this dissertation.

2.1 The Immersion Levels of Interactive VR Systems

The goal of interactive VR systems is to allow users to interact with the virtual environment as naturally and realistically as they do in the physical world. Therefore, immersion is a key element for VR systems. The immersion level of an interactive VR system describes its capacity to deliver an illusion of reality to the senses of human users. It can be defined based on five aspects of interaction: inclusive, extensive, surrounding, vivid, and matching (Slater and Wilbur, 1997). In this section, the traditional 2D interface that uses a mouse and a 2D display is used to illustrate these factors.
First, *inclusive* refers to how strong the signals indicating the existence of the physical world are. These signals are related mainly to the interaction tools, such as the input method, the device weight and the noise generated. For example, in the traditional 2D interface, using a mouse to rotate 3D objects requires a mouse-based rotation technique, such as Virtual Sphere (Chen et al., 1988) and ArcBall (Shoemake, 1992). These techniques transfer the movement of the mouse on a 2D plane to the rotation axis and angle of the 3D object. However, this manner of interaction is different than our hand behaviors when we rotate an object in the physical world. Thus, it clearly indicates the presence of the mouse and negatively affects the aspect of inclusion.

Second, *extensive* refers to how many sensory modalities are involved in the interaction. Human sensory systems are mainly the visual system (sense of sight), auditory system (sense of hearing), somatosensory system (sense of touch), olfactory system (sense of smell) and gustatory system (sense of taste). Both visual and auditory modalities are commonly present in the traditional 2D interface. However, haptic modality as well as olfactory and gustatory modalities are often missing in this interface.

Third, *surrounding* refers to the size of the field of the user’s peripheral vision in the virtual environment. A traditional 2D display has a clear boundary for its view of the virtual environment. This largely limits the user’s peripheral vision, so it negatively affects the aspect of surrounding.

Fourth, *vivid* refers to how well the virtual environment performs in terms of vision, including fidelity and resolution. Visually presenting 3D models using a 2D display requires 3D projection techniques (Foley et al., 1995). The resulting visual effect of 3D objects on a high-definition 2D screen is as realistic as human visual effect in the real world. Thus, a 2D visualization system performs well in this aspect.

Fifth, *matching* refers to how close visual feedback is to proprioceptive feedback through motion capture. The traditional 2D interface that uses a mouse has a limited motion capture on the 2D plane, which gives it a low level in this aspect.

To sum up, two immersion factors of VR, *surrounding* and *vivid*, are related closely to visualization systems and the other three factors of VR, *inclusive, extensive* and *matching*, are intimately bound up with the manipulation tools used. The traditional 2D interface performs less well in terms of being *inclusive, extensive, surrounding* and *matching*. Thus, it is considered a low level of immersion or even a non-immersive VR system (Robertson et al., 1993). To improve the immersion of VR, multiple new VR systems have been developed and are available on the market. The next section introduces these commercial VR systems and their applications.
2.2 Interactive VR Systems and Applications

Commercial interactive VR systems
The earliest interactive VR system can be traced back to 1962. Sensorama, a multi-sensory simulator, was designed to show a film on a stereoscopic color display, enhanced by simple feedback with stereo sound, scent, wind and vibration (Burdea and Coiffet, 2003). In the following decades, numerous interactive systems have been developed for VR. The most popular commercial VR equipment is related mainly to the visual modality.

Of the five human senses, vision is considered the most important for interaction (Hutmacher, 2019). Thus, the development of visualization systems is a significant research area that is growing rapidly. Traditional human-computer interaction systems for VR mainly adopted a 2D display as the visual output channel. This display provides a fixed screen-based viewing perspective with limited peripheral vision for the surrounding environment. To provide a more flexible and natural viewing perspective to users, multiple new visualization systems have been developed. For example, the Cave Automatic Virtual Environment (CAVE) presents 3D virtual environments by employing projectors to create rear-projection screens on the walls of a room (Cruz-Neira et al., 1992). Users can move freely and see the virtual objects around them by wearing 3D glasses (see Figure 2.1).

An important visualization system for VR is the HMD. The first prototype VR HMD was designed as early as 1968 (Sutherland, 1968). HMDs continue to be developed rapidly, and they are widely available on the market, such as HTC Vive and Oculus Rift (see Figure 2.1). These headsets use motion tracking sensors to give users a head movement-based viewing perspective. In addition, unlike the traditional computer interfaces that use a mouse to manipulate 3D objects, the VR motion controller was developed to allow users to use hand gestures to interact with objects. This interactive method is close to our hand behavior in the

![HTC Vive](https://www.steantycip.com/projects/virtual-reality-cave/)

![Oculus Rift](https://www.steantycip.com/projects/virtual-reality-cave/)

![CAVE](https://www.steantycip.com/projects/virtual-reality-cave/)

Figure 2.1. Examples of interactive VR systems.

physical world and thus largely improves the naturalness of interaction.

Applications
VR equipment has been widely used in both the entertainment and professional fields (see Figure 2.2). In entertainment, one important application is in the gaming industry. The interactive virtual environment that VR equipment brings to video games can largely improve gaming satisfaction and enjoyment (Shelstad et al., 2017). Furthermore, the use of VR headsets provides a novel experience to watch movies, sports games and concerts. For example, the VR display can present an active cinematic 360-degree virtual environment for movies instead of the traditional screen-based passive storytelling (Dooley, 2017). In addition, VR technology can allow users to virtually travel to different places (Guttentag, 2010), improve visiting experience in museums (Jung et al., 2016) or meet people in a virtual world for social activities (e.g., Facebook Horizon⁹).

In professional fields, VR equipment has been considered a low-cost, easy-to-use and powerful tool for professional education and training (Kamińska et al., 2019). It can help learners acquire knowledge and train skills without taking physical risks.

In medicine, VR equipment such as the CAVE (Al-Khalifah et al., 2006; Shen et al., 2008) and VR headsets (Sousa et al., 2017; Venson et al., 2017; Wirth et al., 2018) has been used to present medical imaging data of human skeletons and organs. This could aid learning and teaching in anatomy education (e.g., Alfalah et al., 2019; Erolin et al., 2019) and provide an effective tool in surgery training (e.g., Ros et al., 2017; Pulijala et al., 2018).

In addition, VR equipment has been used in the education of civil engineering, and it helped visualize different civil engineering disciplines with virtual models and motivate students during the learning process

---

Figure 2.2. Examples of VR applications.

---

⁹ https://www.oculus.com/facebook-horizon/community (accessed 1 July 2021)
Similarly, VR equipment has been used to promote mechanical and electrical engineering education by providing effective training in the applications (Kamińska et al., 2017). VR equipment has many other applications in fields that have physical risks, such as military and astronaut training. For instance, VR vehicle and flight simulators have been used to train military staff (Lele, 2011) and projector-based virtual environments have been proposed for astronaut assembly sequence training (Rönkkö et al., 2006).

Besides education and training, VR technology can directly assist professional activities and improve the quality of their services. For example, VR equipment has been proposed for medical purposes, such as treating chronic pain (Jones et al., 2016), anxiety disorders and phobias (Maples-Keller et al., 2017). Multiple companies have used VR technology in manufacturing. For example, The Ford Motor Company has developed Ford Immersive Vehicle Environment (FIVE10). It allows engineers to inspect and develop car models. The Visual Components11 company has employed VR equipment in production design. In retail, companies like eBay12 have used VR to enhance the shopping experience.

2.3 CURRENT STATUS AND FUTURE DEVELOPMENT

VR equipment has numerous applications in various fields because it enhances the user's immersion in vision and object manipulation. For instance, compared with the 2D display, the CAVE and VR HMD can present a wide peripheral vision for the environment surrounding the user, thus providing a higher level in surrounding. Furthermore, Both VR visualization systems could perform well in vivid. The projector-based CAVE environment has high resolution because it uses small pixel sizes to retain the illusion of reality (Cruz-Neira et al., 1992). Current VR headsets often provide a lower visual effect, because of issues like the screen door effect (Cho et al., 2017). However, they generally maintain fine fidelity and resolution for visual effects. In addition, VR controllers can track the user’s hand and allow natural hand motions to be the input modality. This interaction method helps reduce the presence of the VR controllers, and it also makes visual feedback match proprioceptive feedback closely. Thus, both inclusive and matching aspects have been improved. Moreover, vibrotactile feedback from VR controllers is helpful for improving extensiveness. In sum, although some issues remain, such as the weight of

11 https://www.visualcomponents.com/visual-components-experience/ (accessed 1 July 2021)
12 https://www.chaostheorygames.com/work/ebay-vr (accessed 1 July 2021)
VR devices and the discomfort from wearing a VR headset, the immersion of VR has been largely improved by current VR equipment.

However, VR technology still has a long way to establish a realistic interactive virtual environment. One important interaction channel in the physical world is the sense of touch. VR controllers permit hand-based gestures as the input modality, but they provide only simple vibration feedback. This kind of haptic feedback is unrealistic for touch behaviors. Other haptic technologies used for VR such as electrical muscle stimulation (e.g., Takahashi et al., 2019) are still under development.

As mentioned before, kinesthetic interaction implemented by using force-feedback devices permits the user' hand motions as the input modality and provides kinesthetic feedback that can realistically simulate the feeling of touch. Implementing such bidirectional touch behaviors can further improve the immersion of VR and greatly extend its applications. For example, allowing the customers to freely select the commodities in a large virtual shopping mall and simultaneously allowing them to realistically touch can largely improve their shopping experience. Therefore, implementing such efficient and accurate kinesthetic VR interaction is the primary focus of the research for this dissertation. The next chapter provides background information about current kinesthetic interaction in HCI.
While modalities such as taste and smell remain largely underexploited (Obrist et al., 2016), haptic (touch-based) technology has gained increasing interest and attention in HCI. Tactile interaction as a type of haptic interaction concentrates on sensations like perceiving texture, pressure and vibration, whereas kinesthetic interaction as another type focuses on sensations like perceiving hardness, weight, mechanical compliance and inertia (El Saddik et al., 2011). Humans naturally receive both tactile and kinesthetic feedback during touch-based interactions in the physical world. In HCI, tactile interaction by itself could not provide realistic sensations of touch for virtual objects. However, although kinesthetic feedback lacks the rich information of the contact surface associated with tactile feedback, it can realistically simulate the feeling of touch. So, kinesthetic interaction is promising for VR.

This chapter presents an overview of kinesthetic interaction in human-computer interaction. This includes introducing the movement-based kinesthetic sensation, current hand-based kinesthetic interfaces and their applications.

3.1 Kinesthetic sensation

Our somatosensory system can process several modalities of somatic sensation: pain, temperature, proprioception, the cutaneous sense and kinesthesia (Goldstein and Brockmole, 2016). Because the communicative value of temperature and pain variations has been considered very low (Geldard, 1960), current haptic technology in HCI mainly focuses on
communicating proprioception, the cutaneous sense and kinesthesia between the user and the computer. The cutaneous sensation, also called tactile sensation, is based on the receptor stimulation in the skin. Both proprioception and kinesthesia are related to force sensation. Proprioception concentrates on the position of the limbs, and it is critical for maintaining posture and balance. Kinesthesia is related to the movement-based force sensation (Goldstein and Brockmole, 2016). To implement bidirectional touch behaviors in the virtual environment, the present research focused on the kinesthetic sensation.

According to physiology (Kaas, 2012; Taylor, 2016), sensory signals from the receptors in the muscles, tendons and joints significantly contribute to kinesthetic sensation. These receptors mainly include muscle spindles, Golgi tendons (see Figure 3.1) and encapsulated endings in the joints (see Figure 3.2).

Muscle spindles are fluid-filled capsules of connective tissue, which are 0.5 cm to 1 cm long and lie parallel to the skeletal muscle fibers. These fibers contain different motoneurons. Because of this structure, the muscle spindles are sensitive to the length of the skeletal muscle fibers. They have two sensory endings which can perceive the muscle stretch: primary (Ia) and secondary (II) spindle afferents. Both spindle afferents possess static sensitivity, but the primary spindle afferents are also dynamically sensitive to the stretching of the muscles. Therefore, the primary spindle afferents contribute to the sense of limb position and movement, whereas the secondary spindle afferents contribute only to the sense of position. In addition, Golgi tendon organs are attached to the tendon at one end and to many muscle fibers at the other end. Thus, these organs can be stretched or slackened by force when the muscles move, and they have both static and dynamic sensitivity.

Figure 3.1. The structure of muscle receptors including Golgi tendon organs and muscle spindles (Taylor, 2016).
In a joint, there are several types of encapsulated endings, which contribute to kinesthetic sensation. They include Ruffini endings, Golgi organ endings, Golgi-Mazzoni corpuscle endings, paciniform endings and some free nerve endings. The Ruffini endings are mainly in the joint capsule and the Golgi organ endings are in the ligaments of the joint. Both the Ruffini endings and Golgi organ endings belong to the slowly adapting mechanoreceptors, and they are responsive to the mechanical deformation within the joint. The Golgi-Mazzoni corpuscles and paciniform endings are primally located in the joint capsule. They are also in articular fat pads. Both endings are rapidly adapting receptors, sensitive to the compression of the joint. Our kinesthetic sensation mostly relies on the slowly adapting receptors. The skin also contains the Ruffini endings, which supports kinesthetic sensation.

Kinesthetic sensation is important for our daily manual tasks. We naturally perceive several physical properties of objects, such as hardness and weight, based on kinesthetic sensation. In addition, the perception of surface and object properties is closely bound to the nature of contact (Lederman and Klatzky, 2009). For example, we commonly employ lateral hand motions for texture detection and press the object for hardness identification. Therefore, the usability of kinesthetic interfaces may directly affect this perception process. While developing new kinesthetic interfaces, it is necessary to investigate their effects on the accuracy of kinesthetic perception.

3.2 EXISTING HAND-BASED KINESTHETIC INTERFACES

Kinesthetic mechanoreceptors are widely distributed in the muscles, tendons, joints and skin. Therefore, kinesthetic sensation occurs
throughout the human body. We naturally use our hands to actively perform touch behaviors for perceiving and exploring the physical world. Therefore, the research for this dissertation concentrates on hand-based kinesthetic interaction. Many devices have been developed to implement hand-based kinesthetic interaction. These devices can be generally categorized as grounded and ungrounded kinesthetic devices.

**Hand-based kinesthetic interfaces that use ungrounded devices**

Current popular ungrounded kinesthetic devices are haptic gloves. They use an exoskeleton to provide kinesthetic feedback to the user’s hand. Existing haptic gloves are mostly developed based on hydraulic, pneumatic and electromechanical systems (Hinchet et al., 2018).

For example, CyberGlove and SenseGlove 13 are based on the electromechanical system. Motors or brakes are used in these gloves, and tendon-based cables are positioned over the top of the hand to control finger position and generate kinesthetic feedback. Other electromechanical wearable haptic devices such as HapThimble (Kim et al., 2016) use a servo motor to connect a cap contacted with the fingertip to provide kinesthetic feedback. Some other haptic gloves are developed based on hydraulic/pneumatic systems that use pumps and valves. Two examples are ExoHand14 and HaptX. Winter and Bouzit (2007) and Zubrycki and Granosik (2017) proposed different types of hydraulic haptic gloves that use the jamming principle or magnetorheological fluid to provide kinesthetic feedback.

Besides haptic gloves, there are other ungrounded kinesthetic devices. For example, Kamuro et al. (2011) developed a pen-shaped device that can provide kinesthetic feedback to the user’s fingers to simulate the feeling of touch. Some examples of ungrounded devices are shown in Figure 3.3.

Theoretically, kinesthetic interfaces that use ungrounded devices are promising for VR. They have a large arm-based workspace and thus allow users to have more free kinesthetic interaction with virtual objects.

![Figure 3.3. Examples of ungrounded kinesthetic devices.](https://www.senseglove.com/)(accessed 1 July 2021)

![Figure 3.3. Examples of ungrounded kinesthetic devices.](https://www.festo.com/group/en/cms/10233.htm)(accessed 1 July 2021)
However, current ungrounded devices have several shortcomings. For instance, haptic gloves that use motors or pumps are difficult to generate a consistently sufficient force (Hinchet et al., 2018). Furthermore, the kinesthetic feedback from the gloves has limited degrees of freedom, and it often applies only to the user’s fingers because of their mechanical structure. In addition, the hydraulic/pneumatic haptic gloves normally have bulky and heavy hardware systems (e.g., ExoHand and HaptX) because the hydraulic systems with pumps and valves are difficult to miniaturize. Electromechanical haptic gloves like CyberGlove are very costly. For the kinesthetic pen (Kamuro et al., 2011), kinesthetic feedback was provided by the built-in springs and motors. It also has low resolution and fewer degrees of freedom, similar to the haptic gloves. These technical shortcomings limit the application of current ungrounded kinesthetic interfaces.

**Hand-based kinesthetic interfaces that use grounded devices**

Grounded kinesthetic devices are also available on the market, such as Geomagic Touch, Novint Falcon and Force Dimension Omega\(^\text{15}\). Some examples of grounded devices are shown in Figure 3.4.

Grounded devices such as Touch X often have a mechanical arm that allows the user to perform natural hand touch behaviors. The inside encoders track the x, y and z coordinates of the user’s hand, and the built-in actuators generate the force and torque with three or six degrees of freedom to simulate the feeling of touch (Massie and Salisbury, 1994). Although using grounded force-feedback devices lacks detailed cutaneous information, the hand motions imparted by our limbs and the reaction force generated by the devices can provide sufficient information about the physical structure and characteristics of the virtual objects touched, such as shape, stiffness, weight, and even friction and texture.

Kinesthetic interfaces that use grounded force-feedback devices have two advantages (Massie and Salisbury, 1994). First, the mechanical system has little back-drive friction, low inertia and no unbalanced weight. This
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**Figure 3.4.** Examples of grounded force-feedback devices.

\(^{15}\) [https://www.forcedimension.com/](https://www.forcedimension.com/) (accessed 1 July 2021)
means that, while holding the mechanical arm, the user can freely move through the virtual space without any external force that can restrict hand movement. In contrast, ungrounded devices like hydraulic haptic gloves are bulky and heavy. Second, the feelings of touching virtual objects can be implemented as realistically as our feeling of touch in the physical world. For example, if there is a virtual cube made of stone, the user can feel stiffness and shape by using the force-feedback device to touch the cube from different angles. This is because the built-in actuators provide stable and sufficient force with high resolution (up to 1 kHz) and three degrees of freedom. Force-feedback devices with six degrees of freedom can generate kinesthetic feedback for additional hand motions: yaw, pitch, and roll.

Compared with current ungrounded devices, grounded force-feedback devices are more promising for VR because of two reasons. First and most important, the grounded force-feedback devices could support flexible hand input with six degrees of freedom and generate high-resolution force with three or six degrees of freedom. In contrast, current ungrounded devices provide kinesthetic feedback with low resolution and limited degrees of freedom. Second, ungrounded devices such as wearable haptic gloves (e.g., CyberGlove, ExoHand and HaptX) require the user to wear devices that are often bulky and heavy, whereas the force-feedback devices are placed on a desk and are thus more user-friendly. In addition, although grounded force-feedback devices only provide a desktop-based use interface, it is our primary working environment and has many potential applications.

However, there is a major challenge while using grounded force-feedback devices for kinesthetic VR interaction, that is, the limited workspace. The length of the mechanical arm of the force-feedback device limits the space for interaction, whereas the size of the virtual space provided by a VR headset or even a 2D display can be limitless. The first proposed solution to this challenge was a manual clutching technique (Johnsen and Corliss, 1971). It used a button on the force-feedback device to declutch HIP in the virtual environment, and then the user could move the device arm back to the center of the physical workspace. This method is close to how a mouse is used when it reaches the edge of the mousepad. The user lifts the mouse and places it back in an appropriate position. However, for a large virtual space, reaching and touching a distant virtual object may require a great number of re-clutching operations. So, the clutching technique is not well-suited for kinesthetic VR interaction.

The CD gain (Argelaguet and Andújar, 2013) is currently the main technique used to address this challenge. It defines how the translations and rotations of input devices (x) transfer into the translations and rotations of their virtual representants (X), that is:
CD gain = $\Delta X/\Delta x$ \hfill (1).

The technique of CD gain has been used with many input devices to address the issue of limited workspace for interacting with large environments. For example, while using a mouse to interact with objects on a large screen, we commonly increase the CD gain to allow the user to quickly reach a distant target without moving the mouse a long distance on the table (Argelaguet and Andújar, 2013). Techniques such as the PRISM (Frees and Kessler, 2005) and Adaptive Pointing (König et al., 2009) are implemented based on dynamic CD gains. Furthermore, multiple studies have investigated the effects of CD gains on user performance for pointing tasks using the devices like the mouse. Using a large CD gain could reduce task completion time (e.g., Frees and Kessler, 2005; Casiez et al., 2008; König et al., 2009). However, a very large gain may increase task completion time (e.g., Kwon et al., 2011). In addition, previous research (e.g., Kwon et al., 2011) also noted that using a large gain may affect subjective feelings such as ease of use and preference.

The bare-hand gesture input and handheld input devices also have a limited workspace because of the length of the user’s arm. Poupyrev et al. (1996) proposed the go-go technique to expand the hand workspace by applying a CD gain on the virtual hand. Similarly, Vogel and Balakrishnan (2005) proposed a freehand pointing and clicking method for interacting with a large display from a distance. They adopted a CD gain to increase the range of cursor movement on the screen.

For force-feedback devices, when the explored virtual space is larger than the physical device workspace, a large CD gain (>1) also can be used so the workspace of the force-feedback device can be increased to match the required size of the virtual space. This feature is available in most haptic APIs and plugins, such as the opensource H3D API\(^\text{16}\) and the Unity haptic plugin\(^\text{17}\). Although the technique of CD gain can help explore a large VR environment, it leads to an additional issue. Applying a CD gain (≠1) causes a mismatch between the hand motion and the HIP motion. Several studies (Conti and Khatib, 2005; Dominjon et al., 2005a) have argued that for kinesthetic tasks that require fine control of the HIP, this mismatch is likely to affect user performance. To avoid this issue, these studies developed new techniques to maintain the unit CD gain (=1) while manipulating objects and doing tasks (see Figure 3.5).

Conti and Khatib (2005) proposed a Workspace Drift Controller. It uses large CD gains for the HIP movement when the user wants to traverse a large virtual space. During object manipulation, this technique maintains


the unit gain and progressively centers the device workspace during the interaction. Dominjon et al. (2005a) proposed another technique: Bubble. It puts a sphere around the HIP and then determines the CD gain based on the relative positions of the HIP and the sphere. When the user moves the HIP out of the sphere, a large CD gain is applied. So, the HIP can move fast to reach the target object. When the HIP stays inside the sphere, the unit CD gain is applied so that the motion of the HIP matches the user’s hand motion. In this case, the user can precisely control the HIP to do kinesthetic tasks.

These two techniques have been examined with a 2D display. However, their feasibility and usability in the large virtual environment provided by VR equipment such as VR headsets remain unknown. Moreover, hand fatigue is another issue for the scaling-based kinesthetic interfaces. When the user holds the mechanical arm to do kinesthetic tasks, he or she must move the hand repetitively to reach and touch objects. This easily fatigues the user’s hand, especially during a prolonged interaction (Ott et al., 2005; Hamam and El Saddik, 2015). Hand fatigue will negatively affect user performance in spatial position and haptic manipulation (Allen and Proske, 2006; Cortes et al., 2014) and thus kinesthetic task performance. Therefore, reducing hand fatigue is necessary in the design of new kinesthetic interfaces.

3.3 PROFESSIONAL APPLICATIONS OF KINESTHETIC INTERFACES THAT USE FORCE-FEEDBACK DEVICES

Force-feedback devices have been used in many professional applications, such as industry and medicine. In the field of industry, kinesthetic feedback from force-feedback devices can support product development.
For example, Seth et al. (2006) proposed a SHARP system that used a force-feedback device as the manipulation tool. This system could simulate various interactions during industrial manufacturing, leading to faster product development and faster identification of design issues. Read et al. (2016) developed a haptic sketch-based system to conduct concurrent design for manufacture and assembly. This could decrease the time taken for design process, reduce the cost and lead to a better design solution. Teklemariam and Das (2017) conducted a case study that used a force-feedback device in virtual product design. The study explored and demonstrated the advantages of kinesthetic feedback in product development and evaluation.

In the field of medicine, kinesthetic feedback benefits various medical practices, such as anatomy education (Kinnison et al., 2009), robot-assisted surgery (Okamura, 2004; Ortmaier et al., 2007), diagnosis and analysis using medical images (Medellín-Castillo et al., 2016) and surgery training (Bielser and Gross, 2000; Webster et al., 2004; Steinberg et al., 2007; Alaraj et al., 2015; Ribeiro et al., 2016). Some examples are shown in Figure 3.6.

In medical education, students often face psychological problems, such as anxiety and fear, when learning anatomy with real tissues and organs. This negatively affects the learning process. Kinnison et al. (2009) proposed using an interactive system integrated with a force-feedback device for anatomy learning. The results showed that the haptic interaction system provided an engaging and efficient learning method while addressing the psychological issues with using real samples.

Force-feedback devices have also been proposed for robot-assisted surgery. Okamura (2004) studies whether the lack of force feedback plays a critical role in mis-operation problems during robot-assisted surgery. The results demonstrated that adding force feedback could improve the surgeon’s performance to control the robotic systems and reduce errors in the operation. Similarly, Ortmaier et al. (2007) compared manual and robot-
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Figure 3.6. Examples of the hand-based kinesthetic interfaces in medicine.
assisted minimally invasive surgery techniques, and they used a force-feedback device as the operational interface in the robot-assisted system. The results showed that force feedback could significantly reduce the injuries from minimally invasive surgery.

Furthermore, medical diagnosis and planning using images of human skeletons and organs is important work for radiologists (Kula and Ghoneima, 2018). Medellín-Castillo et al. (2016) have used a force-feedback device as the input tool for such work. They applied kinesthetic feedback for 2D, 2.5D and 3D cephalometry marking and examined their differences. The results showed that haptic-based 3D cephalometry marking provided better performance in terms of task accuracy than haptic-based 2D and 2.5D cephalometry marking.

Surgery training is another important application of force-feedback devices in the field of medicine. In the virtual surgeries, these devices can be used to interact with various virtual human tissues and organs and provide kinesthetic feedback for them. Such training can be repeated without wasting surgical samples or risking failure (Coles et al., 2011). Webster et al. (2004) developed a haptic simulator for cataract surgery with a force-feedback device as the input tool. The kinesthetic feedback enriched the surgeons’ interaction channel and reduced operational errors. Similarly, Steinberg et al. (2007) developed a haptic dental training simulator using a force-feedback device. They demonstrated that such a simulator could help students develop dental tactile skills.

Researchers have also implemented other virtual surgical tasks with force-feedback devices. For example, Bielser and Gross (2000) developed a mathematical model for surgical incisions by using a force-feedback device as the scalpel. Similar studies include modeling the haptic device as a needle for surgical sutures (Webster et al., 2001) and modeling the device as different surgical instruments to simulate aneurysm clipping (Alaraj et al., 2015).

In addition, Ribeiro et al. (2016) provided an up-to-date survey to investigate haptic techniques and devices used in palpation simulation. Force-feedback devices have been used widely in such areas as tube thoracostomy (Everett et al., 2009), cancer detection (Widmer and Hu, 2012), osteopathic medicine and physiotherapy (Williams II et al., 2004; Howell et al., 2008) and dermatology (Lee et al., 2013).

Kinesthetic interaction using force-feedback devices has been found to be beneficial for various medical work, and it has even been proposed for the medical tasks commonly performed by using the traditional mouse-based interfaces, such as the 3D manipulation tasks of medical diagnose and planning (Medellín-Castillo et al., 2016). Previous studies have argued that, compared with the mouse-based interface, using force-feedback devices
could lead to shorter task completion time for some 3D manipulation tasks such as 3D alignment (e.g., Scali et al., 2003; Gauldie et al., 2004). However, the mouse-based interfaces are still powerful user interfaces and dominant in the field of medicine. To explore the practical usability of kinesthetic interfaces in these medical fields, it is necessary to compare them with the mouse-based interfaces as the baseline in the real-world medical tasks.
4 Gaze-based Haptic Interaction

Eye gaze has been widely used as a hands-free input mechanism in HCI, including haptic interaction. This chapter presents an overview of gaze-based haptic interaction. It starts from introducing the structure of human eye and various eye movements. Then, the principles of hand-eye coordination are presented, followed by the description of current eye tracking techniques and existing gaze-based haptic interactions.

4.1 Human Vision

Structure of human eye
The sense of vision is the most important sense for perceiving the physical world. Our eyes as the visual sense organ permit perceptions of, for example, light, color and depth. The components of the eyes are mainly the cornea, iris, lens and retina (Oyster, 1999), shown in Figure 4.1.

The cornea is a transparent tissue in the front of the eye that focuses the incoming light and transfers it to the iris. Aqueous humor is a thin transparent fluid located between the cornea and the iris. Its function is to maintain intraocular pressure and transport nutrients to the eye. When the light reaches the iris, it passes through an opening called the pupil. The pupil expands or contracts to control the amount of light entering the eye. After it passes through the pupil, light arrives at the crystalline lens, an important component that can enhance our ability to see the objects at different distances. For example, when an object is far from the eye, the muscles holding the lens expand and flatten the lens to make the eye see the remote object clearly. When an object is close to the eye, the muscles
contract to thicken the lens. Vitreous humor is a fluid that protects the eye and maintains its shape. Light passes through it to the retina. The retina, with other two layers, sclera and choroid, constitutes the basic shape of the human eye. The sclera is an outer white layer that protects the eye, and the choroid in the middle layer has blood vessels to transfer nutrients and oxygen to the retina. The retina is the main light-sensitive tissue, and it contains millions of photoreceptors. There are two types of photoreceptors: rods and cones.

Rod photoreceptors have low visual acuity and color sensitivity. They are useful for monochrome vision in a low-light environment. In contrast, cone photoreceptors have high visual acuity and color sensitivity. A tiny pit directly behind the retina, called the fovea, contains a great number of cone photoreceptors, so it has the highest visual acuity. The fovea region is an area of about 1.5 to 2 degrees at the center of the visual field. Rod photoreceptors are distributed over the rest of the retina, which reduces visual acuity outside the fovea region. When light contacts the rods or the cones of the retina, it generates an electric signal, which is relayed to our brain for visual processing through the optic nerve.

The structure of the human eye is introduced here as a basis for understanding the movements of the eyes and gaze-tracking techniques. The following section describes the eye movements we often perform.

**Eye movements**

In our daily lives, we perform different types of eye movements, such as saccades and fixation, smooth pursuit movements, vergence movements and vestibula-ocular movements (Purves et al., 2001). This section introduces these eye movements and their characteristics.
Saccades are rapid and ballistic movements that allow us to move the fovea quickly from one point of view to another. We often use saccades to roughly scan a visual scene and bring an object of interest to the foveal region. Saccades are mostly involuntary. A saccade typically lasts 30–120 milliseconds (Jacob, 1995), and its velocity can be as high as 800 degrees/second (Bahill et al., 1975). Saccades also can be elicited voluntarily. For example, when we read, we fixate the words one by one and voluntarily perform saccades for each transition. Furthermore, saccades naturally suppress our visual perception (Matin, 1974). In contrast, the fixation of the eyes plays a key role in obtaining visual information. The duration of the fixation varies from milliseconds to a few seconds, based on the tasks (Rayner, 1998). During fixation, the eyes are relatively still, that is, there is little or no obvious movement for the gaze point. This keeps the object of interest in our foveal region and helps us detect visual details.

Smooth pursuit movements are tracking movements that keep a moving object on the fovea. They are much slower than saccades, and their velocity normally depends on the target’s velocity (Meyer et al., 1985). If the speed of the target object is too fast for smooth pursuit movements, saccades may act instead to follow the moving object. If there are no moving targets in the environment, the eyes normally do not make smooth pursuit movements (Purves et al., 2001).

Vergence movements allow us to focus on the objects at different viewing distances by moving the two eyes in opposite directions. There are two types of vergence movements: convergence and divergence. Convergence movements rotate the eyes towards each other to focus on close objects, and divergence movements allow the eyes to focus on objects that are further away by rotating the eyes away from each other (Ciuffreda, 2014).

Vestibulo-ocular eye movements help stabilize our vision while the head or body is moving. For example, when we fixate on an object of interest and move our head, our eyes rotate in the opposite direction to compensate for the head movement (Purves et al., 2001). This allows our eyes to stay on the intended target.

From the perspective of HCI, eye gaze is promising as an input modality. For example, using eye gaze as a pointing mechanism has the potential to implement fast interactions because of the saccadic eye movements. Furthermore, the fixation of the eyes can be used as a selection mechanism. Eye gaze is also a potential input modality for kinesthetic interaction because of the coordination between the eyes and hand movements in our daily manual tasks. The following section presents the background information about hand-eye coordination.
4.2 Hand-eye Coordination

Vision and touch are two important human senses, often linked with each other. For example, when we perform manual tasks, such as picking up a cup from a table, opening a sealed box or pushing an elevator button, we naturally use the sense of vision in parallel (Land et al., 1999). During these tasks, the eyes serve two distinct functions. First, they help locate the relevant task objects. After that, they guide the appropriate motor actions (Bowman et al., 2009). Additionally, previous studies have also found that hand movement can guide the saccades of the eyes (Ren and Crawford, 2009). They demonstrated that limb-based proprioception can be transformed into oculomotor coordinates to guide saccades.

In a typical manual task, we often look at the object we want to manipulate or the point of interest we want to touch before we move our hands to reach the object (Land and Hayhoe, 2001; Bowman et al., 2009). Land et al. (1999) accurately measured the time the hand moves after saccadic eye movements. They found that saccades precede the relevant touch-based interaction by 0.56 s. Once we reach the target object, the touch-based interaction we perform involves close hand and eye coordination. Hayhoe and Ballard (2005) and Foulsham (2015) found that our eyes fixate on the relevant objects at critical times during a manual task, based on the characteristics of the task. In addition, the fixation of the eyes often switches to the next object of interest before the touch-based interaction is completed (Foulsham, 2015).

A more detailed review of hand-eye coordination, such as look-ahead fixation (Pelz and Canosa, 2001) and diverse fixation routines (Land and Hayhoe, 2001), is beyond the scope of this dissertation.

Because of the close hand-eye coordination in manual tasks, it is possible to use eye gaze to augment current haptic interfaces. For example, our eye gaze guides motor actions. Thus, eye gaze can be used to replace hand motions as an input modality for haptic interaction. In the next section, gaze-tracking techniques and previous studies of gaze-based haptic interaction are introduced.

4.3 Gaze-based Haptic Interaction

Gaze tracking

To track the eyes, multiple gaze-tracking techniques have been developed. This section introduces two commonly used techniques: electro-oculography and video-oculography.

Electro-oculography is a gaze-tracking technique that measures the difference in electrical potential between the cornea and the retina (Blakley and Chan, 2015). Eye movement commonly leads to a variation of
electrical potential transferring to the surrounding skin. This technique uses electrodes attached around the eyes to detect the small difference in electrical potential and thus eye movements. Compared with video-oculography, this approach is easy to use and requires lower computational power. However, this method for gaze tracking yields low accuracy because of interference signals from the surrounding mimic or chewing muscles (Aminoff, 2012).

Video-oculography, the other gaze-tracking technique reviewed here, uses a digital video camera to record the images of the eye and sends them to a computer for image processing (Aminoff, 2012). Based on specific computer algorithms, the positions of different points of the eyes, such as the center of pupil and the corner of the eye, can be identified and located. The orientation of the eyes is calculated based on the positions of these critical points. Further, the direction of the eye gaze can be determined by the horizontal and vertical orientations of the eyes. Video-oculography is more costly, but it is a more accurate gaze-tracking technique compared with the electro-oculography. The eye trackers used in HCI commonly adopt the technique of video-oculography. A more detailed review of both electro-oculography and video-oculography techniques has been provided by Haslwanter and Clarke (2010).

While using eye gaze as an input modality in HCI, the gaze data (i.e., spatial coordinates) generated from the eye tracker are directly related to the quality of interaction (Blignaut and Wium, 2014). There are many factors influencing the quality of the gaze data, such as different eye physiologies, body motions and recording environment, as well as the technique used for eye tracking, such as electro-oculography and video-oculography (Holmqvist et al., 2012). Eye trackers that use video-oculography often employ a gaze-tracking calibration procedure to reduce the effects of the recording environment and the physiologies of users’ eyes. The calibration data can help accurately identify and locate the critical points of the eyes and thus improve the quality of gaze tracking. In addition, to measure the data quality, two performance factors have been commonly used in gaze tracking: accuracy and precision. Accuracy refers to the difference between the true gaze point and the gaze point generated by the gaze tracker. Precision refers to how consistent the generated gaze points are when the true gaze point is constant (Holmqvist et al., 2012).

**Gaze-based tactile interaction**

The studies of tactile interaction in HCI can be categorized into two research areas: tactile output and tactile input. The tactile output studies applied tactile feedback to enhance human-computer interactions (e.g., Bholat et al., 1999), whereas the tactile input studies used natural touch-based motion on tactile input devices as the input modality for interactions (e.g., Yu et al., 2010). Also, there have been studies that
focused on both tactile input and output (e.g., Amberg et al., 2011). Gaze-based interaction has been involved in the two tactile research areas.

In the studies with tactile output, researchers explored how the two modalities of tactile and visual feedback can be used effectively in HCI (Rantala et al., 2020). They found that tactile feedback can be as good as visual feedback in gaze-based interactions in terms of task performance and user satisfaction (Kangas et al., 2016; Majaranta et al., 2016), even though vision has usually been considered as the dominant output modality (Ernst and Banks, 2002). Rantala et al. (2020) suggested that besides visual feedback, tactile feedback can be a compensable output modality while interacting with the devices with small visual displays. For example, studies have investigated the effects of tactile feedback in gaze-based events on a variety of small-screen devices, such as mobile phones (Kangas et al., 2014) and smartwatches (Akkil et al., 2015). Kangas et al. (2014) showed that gaze interaction with vibrotactile feedback on a mobile phone has a better task performance than the one without vibrotactile feedback in terms of efficiency and subjective factors. Akkil et al. (2015) showed that vibrotactile feedback is a more noticeable modality than visual feedback for interacting with a smartwatch.

The studies that involved tactile input used eye gaze to enhance tactile interaction. In HCI, eye gaze has been widely considered a fast pointing and selection mechanism (Sibert and Jacob, 2000; Majaranta and Räihä, 2002; Kumar et al., 2007). For example, Zhai et al. (1999) combined eye gaze with mouse movement for the pointing task. Majaranta and Räihä (2002) used the fixation of the eyes to type words on a virtual keyboard rather than using a physical keyboard. Kumar et al. (2007) used eye gaze to point to the target on the screen and the keys on the keyboard for selection. All these techniques could achieve efficient interactions because of using the eye gaze as an input modality.

In the tactile input studies, researchers used eye gaze to improve interaction with tactile input devices like touchscreens (e.g., Stellmach and Dachselt, 2012; Pfeuffer et al., 2014; Pfeuffer et al., 2015). For example, Gaze-Touch developed by Pfeuffer et al. (2014) and Look and Touch developed by Stellmach and Dachselt (2012) are two typical techniques that employed the user’s gaze as a pointing and selection mechanism to improve the interaction with the tactile input devices. The technique of Gaze-Touch allowed the user to remotely select objects by gaze without using the hand to reach for the target. Then he or she could locally manipulate the objects by hand gestures on the touchscreen. The technique of Look and Touch used eye gaze for coarsely pointing the target. Then, accurate pointing and selection was done by hand motions on a handheld touchscreen. Two gaze-based techniques are shown in Figure 4.2.
The potential of eye gaze to improve tactile interaction has been explored. Eye gaze has also been used for kinesthetic interaction. Existing gaze-based kinesthetic techniques are introduced in the next section.

**Gaze-based kinesthetic interaction**

One of the most important fields where kinesthetic interaction is applied is medicine. Eye gaze has been proposed as a safety mechanism (e.g., Mylonas et al., 2008) or an additional communication channel (Leff et al., 2015) to assist users with medical tasks.

For example, robot-assisted minimally invasive surgery demands the surgeons’ manual control because of the complexity of instrument manipulations (Mylonas et al., 2008). To enhance safety in these critical surgical tasks, a technique called Gaze-Contingent Motor Channeling has been proposed to assist surgeons while using a force-feedback device (Mylonas et al., 2008; James et al., 2010; James et al., 2013). Because our vision guides motor actions, they used eye gaze as a safety mechanism to prevent the instrument from inadvertently penetrating the tissue. The safety mechanism was established by applying a force on the instrument towards the eye fixation point. The magnitude of the force depended on the distance between the eye fixation point and the instrument. This technique made the surgeons aware of the incorrect location of the instrument by making them feel the force.

Another kinesthetic study involving eye gaze was done by Leff et al. (2015). Because of the difficulty of remote collaboration during kinesthetic interaction of surgery training, a gaze-based collaborative system was developed for remote partners. The eye gaze of the partners was used as a communication channel to foster collaboration.

These studies, however, used eye gaze only as an independent channel. The potential of eye gaze in kinesthetic interaction remains largely unexplored. Eye gaze has been proposed as a tactile input modality to
augment tactile interaction (Stellmach and Dachselt, 2012; Pfeuffer et al., 2014). Using gaze as a kinesthetic input modality is also promising to enhance kinesthetic interaction. However, the potential of eye gaze as the kinesthetic input as well as its effects on task performance such as task completion time, kinesthetic perception and user experience have not been explored. The research of this dissertation is to develop multimodal kinesthetic interfaces by using eye gaze as an input modality to address the issue of limited interaction space and achieve efficient and accurate kinesthetic VR interaction.
5 Methodology, Procedure and Resources

The research in the dissertation was both constructive and empirical. The studies adopted qualitative and quantitative research methods, relying on laboratory experimentation and qualitative questionnaires.

Prototype systems were developed according to the research purposes of the studies. The experiment settings for each prototype system were adjusted in a pilot study with participants who were familiar with the technologies used. Each prototype system was then evaluated in a controlled laboratory environment. Volunteer participants were recruited from the local university community. Research ethics have been considered in all studies. The duration of each experiment and the type of experimental tasks were carefully designed to avoid any mental and physical risk to the participants. Before taking part in the experiment, all participants read and signed an informed consent form. The data from the experiments and the participants’ personal information were handled confidentially and used only for research purposes. The names of the participants and other personally identifiable information were removed while reporting the experimental data.

5.1 Research methods

Constructive and empirical research methods were used in the research. Study I designed an experimental system that could be used to examine the effects of different CD gains on kinesthetic interaction. Studies II and III focused on designing and developing new techniques for kinesthetic VR interaction. Study IV involved the development of a prototype system
to experimentally compare a kinesthetic VR interface and a vibrotactile VR interface with the traditional mouse-based interface in a medical task.

All studies examined the usability of the proposed interfaces, covering effectiveness, efficiency and user satisfaction (Frøkjær et al., 2000; Issa and Isaias, 2015). Effectiveness refers to the accuracy and completeness with which users achieve specified goals. Studies I and IV were conducted on real-world tasks, and effectiveness was evaluated based on task accuracy (i.e., searching accuracy for Study I and marking accuracy for Study IV). Studies II and III were conducted on a designed task to investigate the effects of the developed interfaces on kinesthetic perception. So, effectiveness was evaluated based on the accuracy of kinesthetic perception (i.e., perception of softness and smoothness).

Efficiency refers to the resources expended in relation to the accuracy and completeness with which users achieved goals. The efficiency of the examined interfaces for all studies was evaluated based on task completion time.

Satisfaction refers to the users’ comfort and positive attitudes towards the use of the system. We evaluated satisfaction with the proposed interfaces based on the perceived mental effort, physical fatigue, naturalness and pleasantness. Study I also involved investigating the effects of different CD gains on user confidence about successfully completing the task. Study IV with the VR headset involved the subjective data of immersion.

The main research method was quantitative research based on laboratory experimentation as the data collection method. The prototype systems were designed to automatically record task completion times and accuracy data. Questionnaire were used to record rating data of participants’ subjective feelings. Qualitative research method also was used to gather participants’ opinions to help clarify their subjective responses. Their comments were collected through post-experiment questionnaires.

5.2 Research procedure and resources
The research steps for conducting the studies included defining the purpose of the research, reviewing relevant literature, creating functioning prototypes, designing experiments and methods, defining hypotheses, collecting experimental data, performing formal data analysis and drawing conclusions.

Developing the prototype systems required both hardware and software support. A host computer, a Geomagic Touch X force-feedback device, an HTC Vive VR headset and a VR controller, several video-oculography-
based Tobii eye trackers\textsuperscript{18}, a normal 2D display, a standard mouse and a keyboard were used as the experimental hardware for the research. They were available in the TAUCHI Research Center (Tampere Unit for Human-Computer Interaction) at Tampere University. To develop the software systems, Unity\textsuperscript{19} with SteamVR\textsuperscript{20} was used to connect the VR headset. Tobii SDK\textsuperscript{18} was used for eye tracking. H3D and Unity haptic plugin with the OpenHaptics rendering system (Itkowitz et al., 2005) were employed to control the force-feedback device and generate kinesthetic feedback. The programming languages included X3D, C++, C# and Python.

For the three studies that involved gaze tracking (Studies I, II and III), we calibrated the eye trackers for each participant using a five-point or nine-point calibration system integrated with the Tobii SDK. The eye trackers used could track both eyes. We controlled the quality of gaze data by measuring the accuracy and precision of gaze tracking, using an open-source gaze data quality measurement system, TraQuMe (Akkil et al., 2014).

In formal data analysis, we first conducted a normality test, such as the Shapiro–Wilk normality test, to check whether the data were normally distributed. If the data were normally distributed, we analyzed them based on the repeated-measures parametric ANOVA and used a T-test for post-hoc analysis. On the other hand, if the data were not normally distributed, we analyzed them based on the aligned rank transform (ART) repeated-measures non-parametric ANOVA (Wobbrock et al., 2011), and we used the Wilcoxon signed-rank test for post-hoc analysis. If multiple comparisons existed, the Holm-modified Bonferroni correction (Holm, 1979) was used to control the family-wise type-1 error.

In the next chapter, the studies of this dissertation, including their research objectives, methods, results and discussions, are described in detail.

\textsuperscript{18}https://www.tobii.com/ (accessed 1 July 2021)
\textsuperscript{19}https://www.unity.com/ (accessed 1 July 2021)
\textsuperscript{20}https://www.store.steampowered.com/app/250820/SteamVR/ (accessed 1 July 2021)
6 Introduction to the Studies

The studies of this dissertation concentrated on hand-based kinesthetic interaction for VR. The research included identifying the issues of the traditional kinesthetic interfaces, developing new interfaces and exploring their applications. Figure 6.1 shows the studies and their research directions.

![Kinesthetic VR Interaction](image)

**Figure 6.1.** The studies organized along a timeline with their research directions.

The following sections summarize the four studies. For each study, the research objective and methodology are introduced, followed by the results and discussion. The main contributions of the research will be discussed in relation to the research questions of the dissertation in Chapter 7.

### 6.1 STUDY I: EFFECTS OF CONTROL-DISPLAY GAIN IN KINESTHETIC SEARCH

**Reference**

Zhenxing Li, Deepak Akkil and Roope Raisamo (2020). The Impact of Control-Display Gain in Kinesthetic Search. In Nisky I., Hartcher-O’Brien J.,
Objective and method

In HCI, the technique of CD gain has been widely used with many input devices, such as the mouse (Casiez et al., 2008) and the bare-hand gesture input (Poupyrev et al., 1996), for interacting with a large virtual space. In kinesthetic interaction, because the length of the mechanical arm limits the area of hand motions (Massie and Salisbury, 1994), grounded force-feedback devices are difficult to use for exploring a large virtual space. CD gain has been commonly used as the solution to this challenge. However, using a large gain brings a new issue, that is, the mismatch between the hand motion and the HIP motion. Because of this, several studies (e.g., Conti and Khatib, 2005; Dominjon et al., 2005a) have claimed that, for the tasks that require accurate positioning, interacting with the targets is physically challenging using the current scaling-based interfaces. However, in contrast to simple point-and-click tasks using a mouse, kinesthetic interaction involves more complex human behaviors and interaction feedback. To the best of this researcher’s knowledge, there have been no experimental studies to investigate the effects of CD gains on kinesthetic task measures such as task completion time, accuracy and user experience.

To fill this gap, this study examined two different CD gains, a unit gain (=1) and a large gain (=3.25). The selection of the large gain was based on the size of the required virtual space and the selection of the unit gain could allow the user’s hand motion to march the HIP motion. In the case of the unit gain, the workspace of the force-feedback device was the default 16 x 12 x 12 cm. In the case of the large gain, a 1 cm physical movement of the mechanical arm resulted in a 3.25 cm movement of the HIP along the x-, y- and z- axes. Thus, the workspace was increased to 52 x 39 x 39 cm.

The experimental task was kinesthetic search. Kinesthetic search is a real-world kinesthetic task that requires the user to touch an object and move his or her fingers back and forth along its surface to detect texture, abnormalities or non-uniformities on or under the surface. The participants were asked to employ a force-feedback device with the two CD gains to search lumps underneath a soft tissue. The lumps were of the same size, and they placed randomly inside the tissue and at the same depth. Before the task, the participants had time to familiarize themselves with the size and depth of the lumps. This was to ensure that the participants could identify the force needed to touch the lumps so they could easily complete the task.
We varied the area of the kinesthetic search (i.e., a large area and multiple small areas) as an independent variable in the experiment, since the effects of CD gain may be influenced by the types of interaction area. The experiment environment is shown in Figure 6.2. Twenty-four participants were recruited from the local university community. We collected both objective and subjective data to examine the effects of the two CD gains. The objective data included the search time, the number of lumps that the participants missed, as well as the kinesthetic search pattern gathered from the data of the movement (along x-, y-, and z-axes) of the HIP during the search. The subjective data included the perceived hand fatigue, naturalness, pleasantness and user confidence in finding all the lumps.

**Results and discussion**

The results showed that using a large CD gain led to a better interaction speed than using the unit CD gain, regardless of the types of search area. Applying the large gain significantly increased the movement speed of the HIP, allowing users to kinesthetically search for lumps faster. Although the kinesthetic interaction involved complex hand motions and interaction feedback, this result suggested that applying a large gain could lead to a faster kinesthetic interaction. Further, we noted that the search time while using the large gain was influenced by the types of search area, whereas the search time while using the unit gain was not influenced by them. Participants typically adopted a search strategy that involved making long horizontal or vertical sweeping motions. While using the large gain, searching a large area easily made the participants perform fewer sweeping motions. In contrast, searching multiple smaller areas made the participants perform numerous shorter sweeping motions, potentially leading to longer search time. In the case of the unit gain, the participants always performed numerous shorter sweeping motions for searching a large area or small areas, so there was no statistically significant difference in search time between two types of search area.

Figure 6.2. (A) shows the experiment environment. (B) shows the area types.
For the search accuracy, using the large CD gain led the participants to miss more lumps than using the unit CD gain, according to our results. There were two possible reasons for that: First, while using the large gain, the participants might cover less search area than using the unit gain and thus had a higher probability of missing the lumps. Second, the lumps were fixed at the same depth inside the tissue. To find the lumps effectively, participants had to maintain a constant depth of the HIP that could touch the lumps while performing the sweeping motions. A more stable HIP depth presented a higher probability of finding the lumps. Using the large gain might lead to uneven hand stability in the search depth. The results of the kinesthetic search pattern gathered from the data of the HIP movement (along x-, y-, and z- axes) supported these two hypotheses. Thus, we could conclude that using a large CD gain could negatively influence user control and thus task accuracy in kinesthetic interaction. On the other hand, this result indicated the significance of using the unit CD gain for accurate kinesthetic interaction.

In addition, although we did not find differences between the two CD gains in terms of naturalness, pleasantness and the perceived hand fatigue, using the large gain negatively affected the user confidence in finding all lumps, especially in searching a large area.

6.2 STUDY II: GAZE AUGMENTED HAND-BASED KINESTHETIC INTERACTION

Reference

Objective and method
Because of the mismatch between the hand motion and the HIP motion, the technique of CD gain used to increase the size of the workspace for force-feedback devices could negatively affect kinesthetic interaction. Furthermore, hand fatigue is another issue for current kinesthetic interfaces (Ott et al., 2005; Hamam and El Saddik, 2015). It could affect user performance, such as spatial positioning and haptic manipulation (Allen and Proske, 2006; Cortes et al., 2014). Study II contributed to this line of research by developing gaze-based kinesthetic interfaces to address the issue of limited workspace for force-feedback devices as well as the issue of hand fatigue from prolonged operation of devices.

We naturally look at the point of interest on the object before we move our hand to touch it (Land et al., 1999; Bowman et al., 2009). Unlike touch behaviors in the real world, which require physically moving the hand to reach and touch the objects, it is possible to use the user’s gaze as an input
modality for touch-based interaction in HCI. A similar principle has been demonstrated as feasible for tactile interaction using a touchscreen (e.g., Pfeuffer et al., 2014).

This study extended this concept to kinesthetic interaction (see Figure 6.3). The method was to use eye gaze to directly substitute for the components of hand motions as the kinesthetic input. Two new multimodal kinesthetic interfaces, HandGazeTouch and GazeTouch, have been developed.

*HandGazeTouch* employed the user’s eye gaze to replace the reaching behavior of hand motions during kinesthetic interaction. This means that the HIP would follow the user’s gaze point on the target and the user could move his/her hand along the viewing direction (i.e., the z-axis) for touching. *GazeTouch* employed the user’s eye gaze to replace both the reaching and touching behaviors of hand motions in kinesthetic interaction. The user could move the HIP by moving the eyes and then stare at the point of interest to trigger touching. For both multimodal interfaces, the user received kinesthetic feedback about the object by holding the mechanical arm of the force-feedback device. To evaluate the two interfaces, we compared them with the traditional hand-based kinesthetic interface (i.e., *HandTouch*) as the baseline in an experiment involving softness discrimination.

The study focused on both interaction efficiency and kinesthetic perception, Fitts’s Law is commonly adopted to measure pointing efficiency (e.g., Langolf et al., 1976). However, accurate kinesthetic perception may require participants to touch the same object or compare the two models repeatedly. Another experimental setup has been used, inspired by the Fitts’ Law. The experimental task asked participants to touch two soft objects and identify which one was softer. The difficulty of the experimental task depended on two factors: difficulty in reaching the
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*Figure 6.3. Gaze-based kinesthetic interaction.*
targets and difficulty in perceiving the difference in softness. We varied the difficulty levels for reaching and perception as independent variables in the experiment (easy and difficult). Twenty-four participants were recruited from the local university community. We collected both objective and subjective results for evaluation. Objective data included the task completion time and the accuracy of softness detection. Subjective data included naturalness and pleasantness as well as the perceived physical and mental difficulties. We gathered the participants’ comments about the two gaze-based interfaces after the experiment.

Results and discussion
The results of the study demonstrated the feasibility and usability of the multimodal kinesthetic interfaces. First, based on task completion time, HandGazeTouch was faster than HandTouch and GazeTouch. There was no statistically significant difference between HandTouch and GazeTouch. The analysis of task completion time with the difficulty levels of reaching showed that the task completion times while using both gaze-based interfaces were not influenced by the difficulty levels of reaching, whereas using HandTouch led to longer task completion times when the reaching difficulty was high. This result revealed that HandGazeTouch performed better because of the greater speed of saccadic eye moment (Jacob, 1995) to move the HIP. In the case of GazeTouch, reaching the target using eye gaze was as fast as HandGazeTouch. However, the additional dwell time to trigger kinesthetic cues likely slowed the interaction. Furthermore, the analysis of the difficulty levels of perception revealed that the task completion times of all three user interfaces were influenced by the difficulty levels of perception. The participants generally took more time to complete the tasks when the task perception difficulty was high. However, the increase in task completion times was less for HandTouch but substantially higher for the gaze-based interfaces. This situation was likely related to the different accuracy of kinesthetic perception while using three user interfaces.

To evaluate the accuracy of kinesthetic perception, we investigated the number of errors the participants made in discriminating softness. A higher number of errors indicated that the kinesthetic cues from using the interface were harder to interpret by our somatosensory system, and vice versa. The results showed that using GazeTouch led to more errors than using HandTouch. There were two possible explanations for this. First, the physical motion of the hand to provide haptic cues plays a decisive role in our cognitive process (Lederman and Klatzky, 1987). GazeTouch employed eye gaze to fully replace hand behaviors and thus broke the link between hand motions and our somatosensory system. This negatively affected the softness perception. Furthermore, we are better at touch perception using active touch rather than passive touch (Lamotte, 2000). GazeTouch triggered the haptic cues by eye gaze, so it belonged to passive touch. This
situation further decreased the users’ ability to perceive softness while using GazeTouch. In contrast, HandGazeTouch adopted a compromise design that used eye gaze only for reaching the targets. It continued to use hand motions for the touching behavior. This design method led to the competitive performance of HandGazeTouch compared with HandTouch in terms of the accuracy of kinesthetic perception.

For user experience, the subjective results showed that using both gaze-based kinesthetic interfaces led to less hand fatigue, but they potentially caused more fatigue on the eyes and increased mental effort. Generally, HandGazeTouch was reported to be as natural and pleasant as the traditional kinesthetic interface HandTouch.

6.3 STUDY III: GAZE-BASED KINESTHETIC INTERACTION FOR VIRTUAL REALITY

Reference

Objective and method
Our previous study developed two gaze-based kinesthetic interfaces by using eye gaze as a kinesthetic input modality to replace hand motions. The approaches successfully addressed the issue of limited workspace for force-feedback devices as well as the issue of hand fatigue. The results of the softness perception experiment showed that using HandGazeTouch could maintain a high level of kinesthetic perception accuracy and achieve more efficient interactions compared with the traditional hand-based kinesthetic interface.

However, the previous gaze-based kinesthetic interfaces had several limitations. First, for other kinesthetic tasks, such as identifying the texture and shape of an object, the required touch behaviors were difficult to perform using eye gaze. Second, the two gaze-based interfaces required a consistent use of gaze as the input during kinesthetic exploration. This method limited the user’s freedom to allocate visual attention to other objects, and it also led to more eye strain.

This study developed another gaze-based kinesthetic interface, Gaze-Switching Workspace (GSW). Its design method was inspired by the work of Stellmach and Dachselt (2012). The GSW interface adopted the user’s gaze as a mechanism to switch the workspace of the force-feedback device (see Figure 6.4), so that the HIP will coarsely reach the target. The accurate reaching and touching behaviors were done by the user’s hand motions.
The process is that, when the user moved the mechanical arm backwards to make the HIP away from all objects and then gazed at a target for a predefined amount of time (500 ms), the device workspace would be moved to the target. The gaze dwell time helped avoid the *Midas Touch* issue (Jacob, 1991). The user would notice the relocation of workspace by observing the changed position of the HIP. Once the workspace locked on the target, the user could employ hand motions to control the HIP for reaching and touching objects. The user had to repeat this switch process to relocate the device workspace. This new gaze-based kinesthetic interface allowed robust and free relocation of the device workspace to any object in the virtual space. Thus, it acquired a large workspace for exploring the virtual environment. Moreover, it maintained hand motions for kinesthetic explorations and used eye gaze only for relocating the device workspace. This likely reduced the intentional use of the eyes.

The GSW interface is developed to address the kinesthetic interaction that requires an interaction space larger than the physical workspace of the force-feedback device. In other words, if the default size of the device workspace is enough for the interaction, the GSW interface works exactly as the traditional hand-based kinesthetic interface. Therefore, to examine the usability of the GSW interface, we compared the GSW interface with the traditional kinesthetic interface in a kinesthetic task that required a large interaction space. In this case, the technique of CD gain was used to increase the device workspace for the traditional kinesthetic interface. The kinesthetic task involved both softness and smoothness discrimination. There were thirty-two participants recruited from the local university community. Like the previous study, the difficulty levels for reaching and perception were used as independent variables (easy and difficult), and objective and subjective data were collected to evaluate the GSW interface.

**Results and discussion**

This study showed the strengths of the GSW interface when it is used to interact with a large VR environment. First, in both softness and
smoothness tasks, using the GSW interface led to statistically significantly shorter task completion times than using the traditional interface. The analysis of the softness task with the reaching difficulty revealed that the better performance of the GSW interface was because of the faster saccadic eye movement (Jacob, 1995) to relocate the device workspace. When the target objects became more difficult to reach, using the traditional interface made the participants spend more time to do the softness task, but using the GSW interface did not.

The faster saccadic eye movement was also the reason of the greater interaction speed of the GSW interface in the task of discriminating smoothness. However, because of the complex hand behaviors needed to perceive the smoothness of an object (i.e., moving back and forth along the object’s surface), the time required to reach the objects was likely only a small part of the overall completion time for the smoothness task. Therefore, the analysis with the reaching difficulty did not show a significant result for the smoothness task. In addition, the analysis of the smoothness task with the perception difficulty showed that, while using the GSW interface, the participants spent less time to complete the tasks when the perception difficulty was low. However, while using the traditional interface, there was no statistically significant difference in the task completion times between the levels of task perception difficulty. This result implied that the reduced user control caused by the CD gain, in the case of the traditional interface, might negatively affect kinesthetic perception. Thus, the participants spent much time to do the smoothness tasks even with the low perception difficulty.

For the accuracy of kinesthetic perception, the analysis with the reaching difficulty provided experimental evidences that the reduced user control negatively influenced kinesthetic perception. For both the softness and smoothness tasks, when the objects became more difficult to reach, the participants made statistically significantly more errors in identifying the softness and smoothness while using the traditional interface. While using the GSW interface, there was no statistically significant difference in the number of errors regarding the reaching difficulty levels. Because of the reduced user control caused by the CD gain in the case of the traditional interface, the participants had to move their hand to carefully control the HIP while detecting the softness and smoothness. The strenuous hand motions could have interfered with the hand’s ability to perceive material properties, a phenomenon known as tactile suppression (Chapman and Tremblay, 2015; Juravle et al., 2017). This situation became worse when the objects became difficult to reach, so the participants committed more errors. While using the GSW interface, the device workspace was relocated to the target object by the user’s eye gaze. Regardless of the reaching difficulty, the participants could easily control the HIP and focus
on the discrimination tasks. Therefore, the GSW interface could provide more accurate interactions in terms of kinesthetic perception.

In addition, for the smoothness task, the analysis of task errors with the perception difficulty showed that, compared with using the GSW interface, the participants using the traditional interface made a substantially higher number of errors when the perception difficulty was high. Because, besides the reduced user control of the HIP, the hand motions required to detect smoothness (i.e., sliding motions along the surface) was also limited by the used CD gain, this might further lead the participants to make more errors especially in the tasks that required fine-level kinesthetic explorations.

In user experience, the results showed that the GSW interface was perceived to cause less mental effort and hand fatigue, and it was reported to be more natural and pleasant to use than the traditional interface. More importantly, the GSW interface used eye gaze as an input modality, but the users reported that it did not increase eye strain.

6.4 STUDY IV: THE USABILITY OF HAPTIC VIRTUAL REALITY USER INTERFACES IN THE FIELD OF MEDICAL DIAGNOSIS AND PLANNING

Reference
https://doi.org/10.1016/j.ijhcs.2020.102561

Objective and method
3D visualization has become a valuable technique in computer-aided medical diagnosis and planning. Volumetric images of human anatomic structures can be created based on computed tomography and magnetic resonance imaging scans (Sutton, 1993). These medical images have been widely used to assist diagnoses (Satava and Robb, 1997) and help surgeons simulate and plan surgical operations (Gross, 1998). For example, medical marking is a fundamental 3D manipulation task performed on volumetric medical images for diagnosis and planning. Medical practitioners manipulate the 3D model (i.e., rotate, pan and zoom) and mark critical points on the model for such things as later inspection, measurement and analysis of skeletal relationships (Kula and Ghoneima, 2018) and planning treatment (Harrell, 2007). The accuracy of the markers directly influences the following medical analyses and thus the overall quality of diagnosis and planning (Lindner et al., 2016).
To interact with these 3D models, current user interfaces in medical systems still rely on 2D interaction technique based on a mouse and a 2D display. However, several studies have argued that using a mouse-based interface for 3D manipulation can be difficult (e.g., Bowman et al., 2004). Researchers have begun to explore other interaction methods for 3D manipulation tasks (e.g., Hinckley et al., 1997; Yu et al., 2010; Besançon et al., 2017). However, these methods either could not outperform the mouse-based interface (e.g., the touchscreen-based interface (Yu et al., 2010)), or they had a limited application area compared with the mouse (e.g., the tangible interface (Hinckley et al., 1997; Besançon et al., 2017)).

In Study IV, we combined a head-mounted VR display with a VR controller and a force-feedback device to create two haptic VR interfaces (i.e., the vibrotactile VR interface using the VR controller and the kinesthetic VR interface using the force-feedback device, shown in Figure 6.5). These interfaces provided the user with a flexible viewing perspective, natural hand-based input and haptic feedback together. Because two interfaces could enable intuitive and realistic 3D interactions, they are promising for the tasks involving 3D manipulation (Bowman et al., 2004), such as the medical diagnosis and planning tasks. To explore their practical usability in this medical field, we compared them with the traditional mouse-based interface as the baseline in an experiment involving medical marking. Such an experiment could help understand the suitability of the interaction methods of two VR interfaces for 3D manipulation and reveal the effects of different types of haptic feedback for this medical task. More importantly, the comparison with the dominant 2D interaction technique could explore the potential of the two haptic VR interfaces to improve current medical diagnosis and planning work.

The experimental task asked the participants to manipulate and mark three medical models using three user interfaces. The marking positions for each model were predefined before the experiment. The two VR interfaces allowed the participants to use hand motions to manipulate the

Figure 6.5. Vibrotactile (left) and kinesthetic (right) VR interfaces.
medical models and required them to reach and touch the models for marking. The mouse-based interface required the participants to employ a mouse-based rotate-pan-zoom technique to manipulate the models (i.e., rotation was implemented by using ArcBall technique (Shoemake, 1992) and initiated by pressing the mouse left button, and panning and zooming were done by using the mouse right button and the mouse wheel). It required them to use the mouse pointing for marking, based on the ray-casting technique (Gallo et al., 2010).

We varied the marking positions as an independent variable for the experiment (i.e., the task marking difficulty: easy-to-mark and difficult-to-mark). For the difficult-to-mark tasks, the user needed to manipulate the models carefully to search the marking positions and find an appropriate angle to mark them. For the easy-to-mark tasks, the user could easily find and mark the marking positions. Twenty-four participants were recruited from the local university community. We collected both objective data (task completion time and marking accuracy) and subjective data (the perceived mental effort, hand fatigue, naturalness, immersiveness and user preference) to evaluate the two VR interfaces.

Results and discussion
The study showed the strengths and weaknesses of the two haptic VR interfaces in terms of interaction efficiency, marking accuracy and user experience. In the analysis of task completion time, the comparison between the two VR interfaces showed that using the kinesthetic VR interface led to statistically significantly longer task completion times than using the vibrotactile VR interface, regardless of the task marking difficulty. Because two interfaces used the same HMD as the visual output channel, this result demonstrated the strength of the VR controller for 3D manipulation tasks.

In addition, according to data analysis, the two haptic VR interfaces yielded competitive performances in terms of task completion time compared with the mouse-based interface. A closer analysis of task completion time with the marking difficulty levels showed that using the vibrotactile VR interface led to statistically significantly shorter task completion times than using the mouse-based interface in the difficult-to-mark tasks. However, using the kinesthetic VR interface led to statistically significantly longer task completion times than using the mouse-based interface in the easy-to-mark tasks.

The haptic VR interfaces and the mouse-based interface have their own strengths and weaknesses for medical marking. For the easy-to-mark tasks that did not require complex 3D manipulation, the mouse-based interface performed well in terms of task completion time likely because of the fast pointing capability of the mouse (Kim and Choi, 2019). Two VR interfaces required the participants to reach and touch the target object for marking.
It has been known that reaching an object in the 3D environment is difficult, influenced by the size and position of the target (Berthier et al., 1996). This likely made the haptic VR interfaces, particularly the kinesthetic VR interface, perform less well in terms of task completion time.

For the difficult-to-mark tasks that required complex 3D manipulation, the participants could rotate, pan and zoom the model simultaneously when using the two haptic VR interfaces. In contrast, the mouse-based interface needed the participants to separately use three mouse buttons for each manipulation function. It might have slowed the interaction. Furthermore, using the VR headset likely facilitated the visual search of marking positions. These might bring advantages to the VR interfaces in the difficult-to-mark tasks.

In marking accuracy, the comparison between the kinesthetic VR interface and the vibrotactile VR interface showed the strengths of kinesthetic feedback for accurate medical marking. Regardless of the marking difficulty levels of the tasks, using the kinesthetic VR interface was statistically significantly better than using the vibrotactile VR interface in terms of marking accuracy. There were three possible reasons for this. First, the participants could find and mark the marking positions accurately relying on the kinesthetic feedback. Such an advantage was not available from using the vibrotactile VR interface. Second, the participants could not commit a depth error in the marking in the case of the kinesthetic VR interface, because they were difficult to penetrate the surface of the 3D model due to the kinesthetic feedback. However, the participants easily made depth errors in the marking when using the vibrotactile VR interface. Third, kinesthetic feedback could help maintain hand stability during the touch process and thus improved marking accuracy. In contrast, the issue of hand stability in mid-air negatively affected the marking accuracy of the VR controller.

Moreover, the comparison between the two VR interfaces and the mouse-based interface showed that, for the easy-to-mark tasks, the mouse-based interface and the kinesthetic VR interface performed well in marking accuracy, and using the vibrotactile VR interface led to a statistically significantly lower marking accuracy. For the difficult-to-mark tasks, the mouse-based interface provided the worst performance in marking accuracy among the three interfaces. These results indicated that the marking accuracy using the traditional mouse-based interface was more affected by the marking positions, whereas the two haptic VR interfaces that used natural hand motions with haptic feedback to touch the object for marking could provide more stable marking accuracy regarding the marking positions.
For user experience, the mouse-based interface caused the least hand tiredness. However, the two VR interfaces permitted changes in the head-based viewing perspective, and they allowed hand motions to manipulate objects with haptic feedback. These behaviors were close to our daily behaviors in the physical world, so the participants found them easy to use. It also contributed to that the perceptions of naturalness and immersiveness were better while using the two VR interfaces. Furthermore, compared with the vibrotactile VR interface, the kinesthetic VR interface provided more realistic feelings of touch and benefited the marking process. This made it the most preferred interface for the medical marking task.
7 Discussion

The studies reported in this dissertation constitute a complete set of research in the context of hand-based kinesthetic interaction in VR, including problem understanding, development and application. In this chapter, the main contributions of the studies are discussed in connection with the research questions, and future research directions for kinesthetic VR interaction are proposed.

7.1 RQ1: How does a large CD gain (>1) affect task measures such as task completion time, task accuracy and user experience in kinesthetic tasks?

Study 1 examined the effects of a large gain (=3.25) and the unit gain (=1) based on a kinesthetic search task. For task completion time, we noted that the large CD gain not only increased the HIP movement but also modulated the users’ searching behaviors (i.e., the large gain likely made the user perform fewer sweeping motions). Both effects helped reduce task completion times. As for search accuracy, the results for hand stability in search depth directly demonstrated that the large CD could negatively influence user control of the HIP and thus affect the search accuracy. For user experience, the study found out that applying a large gain made the users lose confidence about completing the task accurately.

This study examined two commonly used CD gains. Technically, the CD gain values between them may not be used because of the unsuitable size of workspace. Our results demonstrated that the high gain negatively affected the HIP depth stability while searching the lumps, even though kinesthetic feedback could help maintain the hand stability while touching. This result indicated that, following the increase of the value of CD gain,
this technique could further decrease the stability of the HIP and thus negatively affect user control. From the perspective of this dissertation, this finding is important because it experimentally confirmed the claims made by previous studies (e.g., Conti and Khatib, 2005; Dominjon et al., 2005a) and motivated the following studies of this dissertation.

Moreover, the research provided a preliminary exploration about the effects of CD gain on kinesthetic interaction. Our study employed a kinesthetic search task as the experimental task. The effect of CD gain on task completion time (i.e., a large gain caused shorter task completion time) was consistent with the common effect of CD gain on pointing tasks (Frees and Kessler, 2005; Casiez et al., 2008; König et al., 2009). However, different kinesthetic tasks or a very large gain (i.e., the resulted device workspace is much larger than the required virtual space) may lead to different user performances (e.g., increase the task completion time, like the work by Kwon et al. (2011)). Furthermore, the technique of CD gain could influence subjective measures such as ease of use and preference in some HCI applications (e.g., Kwon et al., 2011). Our results did not show differences in most user factors between the large gain and the unit gain. For the decreased user confidence, the participants likely found that using the large gain gave them less control over the movement of the HIP, so it negatively affected their confidence about successfully completing the task. These indicated that the effects of CD gain in terms of task performance and user experience may depend on the specific context and the selected gain values. The effects of CD gain on kinesthetic interaction should be studied further.

In addition, future studies could explore the effects of other types of CD gain on kinesthetic interaction, such as dynamic gains. Dynamic gains have been used with pointing devices to improve interaction (e.g., Wobbrock et al., 2009; Argelaguet and Andújar, 2013). However, to the best of this researcher’s knowledge, the effects of dynamic CD gains on kinesthetic interaction have not been examined. Moreover, besides efficiency, accuracy and user experience, using CD gain could have other effects on kinesthetic interaction. For example, the visual feedback provided by different CD gains can influence the users’ weight perception (Dominjon et al., 2005b; Samad et al., 2019). Future studies could investigate other effects of CD gain on kinesthetic interaction.

7.2 RQ2: How do the multimodal kinesthetic interfaces that use eye gaze as an input modality affect user performance in terms of task efficiency, kinesthetic perception accuracy and user experience?

To avoid the reduction of user control from using the CD gain technique, Studies II and III used eye gaze as an input modality to implement kinesthetic VR interaction. The methods of using gaze in the two studies
were inspired by previous gaze-based methods. Study II was inspired by the method of using eye gaze to point targets without using the hand motion (e.g., Pfeuffer et al., 2014). Two gaze-based kinesthetic interfaces were developed: HandGazeTouch and GazeTouch. HandGazeTouch used the user’s gaze to replace the reaching behavior of hand motions in kinesthetic interaction, and GazeTouch replaced both the reaching and touching behaviors of hand motions with eye gaze. Both gaze-based kinesthetic interfaces could acquire a large workspace because of the free movement of eye gaze in the virtual world. Study III was inspired by the method of using the eye gaze to coarsely point the target and then using hand motions to accurately point (e.g., Stellmach and Dachselt, 2012). The resulting gaze-based interface, GSW, employed eye gaze to relocate the workspace of the force-feedback device. In this way, it moved the HIP close to the target object. The fine control of the HIP for kinesthetic exploration was implemented by using hand motions.

In terms of task completion time, compared with the traditional hand-based kinesthetic interface, the HandGazeTouch had a better performance because it used eye gaze to determine the position of the HIP. This method could quickly move the HIP to any position in the virtual space, so it provided greater interaction speed. Similarly, using the GSW interface could lead to shorter task completion times because it used fast eye movements to relocate the device workspace. This method eliminated the need for explicit hand motions to reach the targets. However, using the GazeTouch did not yield shorter task completion times. This was mainly because this gaze-based interface required additional gaze dwell time to trigger the touch behavior. This likely slowed the interaction. Overall, this research demonstrated that using eye gaze as a kinesthetic input modality is feasible and promising, which could largely increase the interaction speed.

As for the accuracy of kinesthetic perception, the research demonstrated that kinesthetic perception in the virtual environment is significantly affected by the kinesthetic interface used. Two design points for kinesthetic interface have been highlighted. First, we noted that our kinesthetic perception relies on the kinesthetic cues and more importantly the hand motions used (Lederman and Klatzky, 1987). This indicated that, to maintain the accuracy of kinesthetic perception, kinesthetic interfaces should allow the user to employ various active hand motions during the touching process. GazeTouch did not allow any hand motion and thus performed less well in kinesthetic perception, whereas HandGazeTouch still permitted active hand motions for touching and thus maintained a high accuracy of kinesthetic perception. Second, we noted that our somatosensory system has low kinesthetic perception while we are focusing on hand motions (Chapman and Tremblay, 2015). It demonstrated that a good user control of the HIP is critical to achieve
better kinesthetic perception. This was the main reason that the GSW interface performed better than the traditional interface in kinesthetic perception.

For user experience, one on hand, both HandGazeTouch and GazeTouch reduced hand fatigue, but they increased eye fatigue and demanded more mental effort. Since our eyes are primarily perceptual organs, the fine control of the eyes for pointing was difficult while using HandGazeTouch, so it increased the eye fatigue and mental effort. GazeTouch provided the worst user experience because it required eye gaze for both pointing at the target and triggering kinesthetic cues. However, these negative user experience from using eye gaze may relieve with long-term usage and more practice. For example, Majaranta et al. (2009) reported that novice users suffered from eye fatigue while using gaze-based interfaces because eye movements were felt unnatural, such as long-term fixation of the eyes. But Chitty (2013) showed that experienced users did not report any eye fatigue during the gaze-based interaction.

On the other hand, the GSW interface was overall better than the traditional kinesthetic interface in terms of user experience. The GSW interface enabled robust kinesthetic exploration with fine control of the HIP. In contrast, using the traditional interface led to less user control of the HIP because of the CD gain used. Because of this, the users found it difficult to interact with the objects in a large VR environment, which negatively affected the user experience.

Compared with GazeTouch and HandGazeTouch, the main advantages of the GSW interface are that it did not fatigue the user’s eyes and it did not increase mental effort. Although all three interfaces used the principle of hand-eye coordination, the different ways they used eye gaze played a critical role in their different user experience. We look at the object we want to manipulate or the point of interest we want to touch before we move our hand to reach for it (Bowman et al., 2009). Based on this natural hand-eye coordination, GazeTouch and HandGazeTouch used the point of eye gaze as the interaction point. However, two interfaces required an intentional and consistent use of the user’s eyes, and this easily fatigued the eyes. Moreover, the users had to combine eye pointing and hand motions (HandGazeTouch) or staring at the target (GazeTouch) to trigger the kinesthetic cues, which increased the mental effort required. In contrast, the design of the GSW interface more closely followed natural hand-eye behaviors by using eye gaze only to relocate the workspace and then using hand motions for reaching and touching. In this case, the intentional use of eye gaze was reduced, so there was little eye fatigue. In addition, kinesthetic interaction with objects was done only by hand motions, which reduced the user’s mental workload.
Besides eye fatigue and mental effort, using the gaze point as the touch point, in the cases of GazeTouch and HandGazeTouch, would lead to the difficulty of performing certain touch behaviors, such as detecting textures and shapes (i.e., movements along the x-and y-axes that require fine control of eye gaze). Also, it caused the difficulty of touching the places that the user could not see (e.g., the sides and back of an object). In contrast, the GSW interface switched the device workspace to cover the target object. Thus, it allowed the user to easily perform various touch behaviors with hand motions, and it also could touch different faces of the object. In addition, the GSW interface permitted users to allocate visual attention to other objects while kinesthetically interacting with an object. Both GazeTouch and HandGazeTouch required eye gaze to consistently control the HIP, so eye free movements were limited. To address this issue, it may require the HIP to stop following the user’s eye gaze during the interaction process. Further development for GazeTouch and HandGazeTouch interfaces is needed.

On the other hand, GazeTouch and HandGazeTouch had an advantage that both interfaces could lead to a simplified mechanical structure for the force-feedback device. For these two interfaces, the physical motion of the mechanical arm and the generated kinesthetic feedback were required only along the z-axis. In addition, GazeTouch did not require any active hand motion for reaching and touching behaviors. This might make it suitable for specific disabled users, such as the people who lose the ability of active hand movement or cannot do prolonged hand motions.

There is a major limitation to these three gaze-based kinesthetic interfaces, that is, the quality of eye tracking. Both GazeTouch and HandGazeTouch determined the interaction point by the user’s gaze point, which relied heavily on the accuracy and precision of eye tracking. In the experiment, we used the research-quality eye trackers to track the user’s gaze, and we calibrated the eye tracker for each participant. TraQuMe (Akkil et al., 2014) was used to ensure a high-quality gaze data (the measured mean gaze offset value for the participants was only 0.62 cm). However, we found that some participants still had difficulties in interacting with objects while using GazeTouch and HandGazeTouch.

The GSW interface did not show the issue with eye tracking in the experiment. The objects were large and unblocked in terms of visibility, so the quality of gaze data from the used eye tracker was sufficient to accurately switch the device workspace. However, when objects are small or densely distributed in a virtual space, switching the workspace to these objects would also be highly dependent on the accuracy and precision of eye tracking. Fortunately, researchers have started to develop technical solutions for this issue, such as the work by Mardanbegi et al. (2019). They have proposed using depth estimation to solve the issue of partial
occlusion of the targets while using eye gaze for pointing and selection. The development of gaze-based tracking technology will make gaze selection more robust in complex VR environments.

To sum up, the development of the three gaze-based kinesthetic interfaces largely explored the design space of using eye gaze as an input modality for kinesthetic interaction. These multimodal interfaces can be compelling choices for future kinesthetic VR interaction. However, this is by no means a complete exploration of the design space of combining gaze and hand motions for kinesthetic interaction. For example, another way to enhance kinesthetic interaction with gaze is to use the gaze to select and move the target object to the workspace of the force-feedback device. Furthermore, interacting with moving objects using the traditional kinesthetic interface could be particularly difficult. Using the eye gaze as the kinesthetic input might be suitable for such interaction tasks because the HIP can remain at the object that has current visual attention. Future studies can explore new gaze-based kinesthetic interfaces and investigate their usability in different scenarios and use cases.

7.3 RQ3: How does the kinesthetic VR interface affect user performance in medical 3D manipulation tasks in terms of task efficiency, accuracy and user experience?

In professional fields such as medical diagnosis and planning, interacting with 3D models requires user interfaces with high levels of accuracy and efficiency. However, researchers have noticed that using traditional mouse-based interfaces to interact with 3D models can be difficult and using a multidimensional interaction method could acquire better task performance (Hinckley et al., 1997; Bowman et al., 2004). To contribute to this line of research, Study IV developed two haptic VR interfaces and compared them with the state-of-the-art 2D interface in a medical diagnosis and planning task. The results demonstrated that, the kinesthetic VR interface performed the best in terms of marking accuracy, and its interaction speed was competitive compared with the mouse-based interface. In addition, although the vibrotactile VR interface performed less well in terms of marking accuracy, it performed the best in task completion time among the three user interfaces. Overall, the participants preferred to use the kinesthetic VR interface for this medical task.

Study IV made three major contributions. First, the study experimentally compared two haptic VR interfaces associated with current popular VR equipment and haptic devices. The two VR interfaces used the same HMD but separately employed a VR controller and a force-feedback device as the input tool. Both devices allowed natural hand motions to manipulate 3D objects. However, compared with the free hand motions using the handheld VR controller, the mechanical arm of the force-feedback device,
held by the user, not only limited the interaction space but also limited the flexibility of the hand motions that could be used. This likely influenced the manipulation of 3D objects. Thus, using the force-feedback device had longer task completion times than using the VR controller, as seen in the study results.

Second, the study demonstrated the strength of kinesthetic feedback for high-standard medical diagnosis and planning tasks. In previous studies, kinesthetic feedback has been used to enrich interaction channels in surgical simulation and training (Webster et al., 2004; Steinberg et al., 2007; Coles et al., 2011) and to improve surgeons' performance in robot-assisted surgery (Okamura, 2004; Ortmaier et al., 2007). For medical diagnosis and planning, kinesthetic feedback has also been proposed to use in cephalometric marking (Medellin-Castro et al., 2016). However, it was unclear whether kinesthetic feedback was necessary for this medical 3D manipulation task. Our study directly demonstrated the significance of kinesthetic feedback for accurate medical marking by comparing kinesthetic feedback with vibrotactile feedback. The results showed that using kinesthetic feedback, which allowed users to realistically feel the model, could lead to more accurate marking than using vibrotactile feedback, which provided a simple tactile signal as confirmation of surface contact.

Third, by comparing two haptic VR interfaces with the traditional mouse-based interface, the study demonstrated the practical usability of two haptic VR interfaces for 3D manipulation tasks. Previous studies developed the tangible interfaces (e.g., Hinckley et al., 1997; Besançon et al., 2017) and the touchscreen-based interfaces (e.g., Yu et al., 2010) for 3D manipulation tasks. Tangible interfaces could lead to more efficient interaction than the mouse-based interface (Hinckley et al., 1997; Besançon et al., 2017). However, to manipulate 3D models with different shapes, multiple tangible interfaces must be created. Furthermore, other operations on the 3D model, such as measuring and highlighting an area, might require additional input devices. Thus, the application area of tangible interfaces has been limited. The touchscreen-based interface could be used to perform various operations on 3D models. However, its performance such as interaction speed often could not exceed the performance of the mouse (e.g., Yu et al., 2010).

In contrast, the two haptic VR interfaces proposed in this study could have a wide application area. Further, the vibrotactile VR interface could achieve faster interaction speed than the mouse-based interface in the difficult-to-mark tasks. Surprisingly, the kinesthetic VR interface did not exceed the performance of the mouse-based interfaces in terms of task completion time. Previous studies have demonstrated that kinesthetic interface that used the force-feedback device as the input tool could
achieve faster interaction speed than the mouse-based interface in 3D alignment tasks (Scali et al., 2003; Gauldie et al., 2004). However, the medical marking task in our study required the users to manipulate the virtual medical models (i.e., rotate, pan and zoom) and then required them to reach and touch the models for marking. Compared with the mouse-based interface that used the mouse to point for marking, the reaching and touching the model for marking might slow the interaction. However, the competitive performance of the kinesthetic VR interface in terms of task completion time still demonstrated its strength for medical 3D manipulation tasks.

In addition, the analysis of marking accuracy with the two levels of marking difficulty showed the weakness of the traditional mouse-based interface for accurate medical marking. This mouse-based interface commonly uses a ray-casting technique to estimate the point of marking (Gallo et al., 2010). If the surface of the marking point was rotated parallel to the plane of the 2D screen, the mouse-based interface performed well in marking accuracy. However, if the surface of the marking point was not rotated parallel to the screen plane, the angle between the marking surface and the screen plane would make a small displacement error of the mouse pointer on the 2D screen become a large displacement error of the marker on the 3D model. This was the reason that the marking accuracy of the mouse-based interface was more affected by the marking positions, as shown in our results.

Study IV had a few limitations. For example, the medical marking task involved a series of sub-tasks such as rotation, panning and zooming. It is possible that the different experimental conditions we studied provide different levels of cost and benefits for each of the sub-tasks involved. These data were difficult to collect through the medical marking task, because the participants often rotated, panned and zoomed the model simultaneously when using the VR controller and the force-feedback device. More focused future studies are required to answer how the different sub-tasks affect user performance with different interfaces. In addition, the VR headset with a head movement-based viewing perspective had contributed to the experimental tasks, especially the difficult-to-mark tasks, but it was not fully explored in this study. To further explore the VR headset, a different comparative study would be needed. It would have to make the type of display (2D display and VR headset) an independent variable and employ the same input device as the manipulation tool. Future studies could explore this area.

To sum up, this study has demonstrated that the haptic VR interfaces, particularly the kinesthetic VR interface, have the potential to replace the traditional 2D interface for the high-standard medical marking task. Future studies can investigate their usability in other medical diagnosis
and planning scenarios. Furthermore, the study also provided empirical data that can be useful for developing efficient, accurate and user-friendly haptic VR systems. Haptics will become more important in VR technology, and we hope our promising results will encourage future work in this research area.

7.4 OPEN QUESTIONS IN KINESTHETIC VR INTERACTION

Kinesthetic interaction is an important part of VR. However, current kinesthetic VR interaction has been limited by the interaction devices. In the studies of this dissertation, a grounded force-feedback device (i.e., Touch X) was selected as the kinesthetic interface because of its reliable kinesthetic input and output. Multiple gaze-based kinesthetic interfaces were developed mainly to address the issue of limited workspace for force-feedback devices when they are used to interact with a large virtual space. The resulting interfaces could have a large workspace and allow the user to reach any object in a large virtual environment.

However, kinesthetic force-feedback devices have other limitations. First, the mechanical structure of the device arm also limits the flexibility of the user’s hand motions. This negatively affects the interaction speed (demonstrated in Study IV). Second, the device supports only single-point haptic interactions but our everyday interactions in the real world are commonly multiple-point interactions. Furthermore, most current haptic rendering systems used with force-feedback devices to generate kinesthetic feedback still rely on the linear spring law. Realistic touch sensation for virtual objects with complex physical properties is thus difficult to implement. These issues negatively influence the application of kinesthetic devices in VR. This requires further development of kinesthetic techniques in both software and hardware.

In addition, kinesthetic interfaces using grounded devices are suitable for desktop-based VR applications. Using these devices for VR applications that need the user to move physically is a challenge. Current ungrounded kinesthetic devices such as wearable haptic gloves require users to wear bulky and heavy equipment. The low quality of kinesthetic output, the heavy weight and the discomfort while wearing them restrict their applications. Ungrounded kinesthetic devices may still need long-term development. Moreover, ungrounded kinesthetic devices also suffer the issue of a small workspace while using them in a large VR environment because of the length of our arms and the limited room space. Fortunately, gaze-based multimodal interfaces presented in this dissertation could also be suitable for addressing this issue with ungrounded kinesthetic devices. Future studies could investigate this area.
Besides the technical issues of kinesthetic devices, there are other factors that limit the spread and application of kinesthetic VR interaction. First, the required hardware, particularly the kinesthetic device, is expensive for typical computer users. It makes kinesthetic VR interaction still a niche technology used in the laboratory. Second, hand fatigue is an issue for current kinesthetic interfaces. Although the gaze-based interfaces presented in this dissertation can help reduce hand fatigue, we noted that, compared with 2D interaction while using a mouse, 3D manipulation while holding the arm of the kinesthetic device could easily fatigue the user’s hand (Study IV). This may require extra arm-rest equipment to relieve the fatigue induced by prolonged operation. Third, kinesthetic interfaces are suitable for some specific use cases, such as medical training and 3D manipulation. For the common computer tasks such as simple dragging and selection, 2D interfaces using the mouse are still the most powerful user interfaces. Further, various software products have been developed to assist the mouse-based interfaces for different computer tasks. Advanced kinesthetic interfaces and the relevant software are required to address this issue.

Kinesthetic VR interfaces provide users with a head movement-based viewing perspective and allow them to employ hand motions to manipulate objects with force feedback. This interaction method is as natural and realistic as our everyday interactions in the physical world. Following the advances of kinesthetic techniques in both hardware and software, kinesthetic VR interfaces have great potential to become popular and powerful interfaces between humans and computers.
8 Conclusion

This dissertation had the goal of exploring hand-based kinesthetic interaction for virtual reality using grounded force-feedback devices. The research was divided into four individual studies. The first study experimentally investigated the issues of the current core technique for implementing kinesthetic interaction in VR. The second and third studies explored using eye gaze as an input modality for designing kinesthetic interfaces. The fourth study explored and highlighted the significance of kinesthetic VR interaction in the field of medicine. The following conclusions can be made for each of these studies:

• CD gain, the technical method currently used with force-feedback devices to implement kinesthetic VR interaction, could negatively influence user control over the HIP and thus reduce task accuracy (Study I).

• Substituting the user’s eye gaze for hand motions as the input modality for kinesthetic VR interaction is feasible and promising. The resulting multimodal kinesthetic interfaces successfully address the issue of limited workspace for force-feedback devices. The multimodal interface that uses eye gaze for reaching and hand motions for touching could provide more efficient kinesthetic interaction compared with the traditional hand-based kinesthetic interface. Another multimodal interface that uses eye gaze for both reaching and touching objects performed less well in terms of task performance and user experience, but it could be a promising kinesthetic interface for specific disabled users (Study II).

• Combining the user’s eye gaze and hand motions as the input modalities for kinesthetic VR interaction is also feasible and promising.
The resulting multimodal kinesthetic interface that employs eye gaze to relocate the workspace of the force-feedback device successfully addresses the issue of limited workspace for force-feedback devices. Overall, this gaze-based interface was better than the traditional hand-based kinesthetic interface in terms of interaction efficiency, kinesthetic perception accuracy and user experience (Study III).

- Haptic VR interfaces implemented by combining a head-mounted VR display with a force-feedback device and a VR controller are promising for computer-aided medical diagnosis and planning. By comparing with the traditional 2D interface that uses a mouse and a 2D display in a medical marking task, the study showed that using the vibrotactile VR interface could lead to the best performance in terms of interaction speed, and using the kinesthetic VR interface led to the best performance in terms of task accuracy. In addition, the kinesthetic VR interface was perceived as being the most suitable user interface for the medical task. This study demonstrated the potential of two haptic VR interfaces to replace the traditional 2D interface for medical diagnosis and planning (Study IV).

Kinesthetic interaction is an essential part of VR technology, and it can support a realistic sense of touch in virtual environments. The studies of this dissertation contributed to this research area by implementing efficient and accurate kinesthetic VR interaction and exploring its application. Future research could focus on the development of kinesthetic techniques in both hardware and software to create robust and user-friendly kinesthetic VR interfaces for HCI.
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The Impact of Control-Display Gain in Kinesthetic Search

Zhenxing Li(✉), Deepak Akkil, and Roope Raisamo

Faculty of Information Technology and Communication Sciences,
Tampere University, Tampere, Finland
Zhenxing.li@tuni.fi

Abstract. Kinesthetic interaction typically employs force-feedback devices for providing the kinesthetic input and feedback. However, the length of the mechanical arm limits the space that users can interact with. To overcome this challenge, a large control-display (CD) gain (>1) is often used to transfer a small movement of the arm to a large movement of the onscreen interaction point. Although a large gain is commonly used, its effects on task performance (e.g., task completion time and accuracy) and user experience in kinesthetic interaction remain unclear. In this study, we compared a large CD gain with the unit CD gain as the baseline in a task involving kinesthetic search. Our results showed that the large gain reduced task completion time at the cost of task accuracy. Two gains did not differ in their effects on perceived hand fatigue, naturalness, and pleasantness, but the large gain negatively influenced user confidence of successful task completion.

Keywords: Control-display gain · Force-feedback device · Kinesthetic search

1 Introduction

Kinesthetic interaction as a form of human-computer interaction (HCI) is based on applying force feedback to provide motion sensations in muscles, tendons, and joints [1]. There is an increasing number of kinesthetic applications in different fields, such as education [2], medical training and simulation [3].

Providing realistic force feedback requires dedicated devices such as haptic gloves [4], kinesthetic pens [5] or grounded force-feedback devices (e.g., Geomagic Touch [6]). Among them, force-feedback devices provide a reliable desktop interface with high-resolution forces (up to 1 kHz) [7]. A major limitation of force-feedback devices is that the length of the mechanical arm limits the interaction space [7]. A common solution is to scale a small motion of the mechanical arm to a larger motion of the onscreen haptic interaction point (HIP), i.e., employing a large control-display (CD) gain [8].

The concept of CD gain has been previously studied in the context of pointing devices such as the mouse, touchpad and handheld VR controllers. The results suggest that applying a high CD gain can help reduce task completion time [9, 10]. In the context of kinesthetic interactions, some studies suggested that the visual feedback provided by different CD gains can influence kinesthetic perception and sometimes
even override the perception available through force feedback [11–13]. Further, while using a force-feedback device, applying a large CD gain leads to a mismatch between hand motions and HIP motions, which thus could potentially influence the user’s control of the HIP.

Previous studies have used different techniques to enable kinesthetic interactions in large virtual environments without directly using a large CD gain. Dominjon et al. [14] used the bubble technique which adjusts the HIP speed based on the relative positions of the HIP and its bubble to reach objects. Li et al. [15, 16] employed gaze modality to move the HIP for reaching remote targets. Both methods maintained the unit CD gain while touching objects.

Overall, there is an agreement that applying a large gain may influence kinesthetic interactions [14–16]. However, it is still not clear how different CD gains affect task measures such as task completion time, accuracy of interaction and user experience in real-world kinesthetic tasks. In order to fill this gap, we conducted an experiment involving kinesthetic search on a soft tissue. Kinesthetic search is a typical kinesthetic task we perform in the physical world. It requires the users to touch the object and move their fingers along the surface to detect textural and material abnormalities on or under the surface. In a computer-based kinesthetic search task, the user needs to move the HIP while applying appropriate inward force to detect anomalies and the precise control of the HIP is crucial for efficient and accurate interactions.

We evaluated two commonly used CD gains in kinesthetic search: a large CD gain (=3.25) determined by the ratio between the tissue size and the device workspace (i.e., 52/16). Thus, a 1 cm arm movement lead to a 3.25 cm HIP movement and the workspace was increased to 52 × 39 × 39 cm which could cover the dimension of the virtual tissue.

The study compared two CD gains (high and default). The high gain was 3.25, determined by the ratio between the tissue size and the device workspace (i.e., 52/16). Thus, a 1 cm arm movement lead to a 3.25 cm HIP movement and the workspace was increased to 52 × 39 × 39 cm which could cover the dimension of the virtual tissue.

2 Experiment

2.1 Selection of CD Gains

The explored soft tissue was a cuboid model (52 × 32 × 32 cm along the x-, y- and z-axes). The model was placed at the center of the virtual space and fully filled the screen of the display. The physical workspace of the force-feedback device used in the experiment was 16 × 12 × 12 cm [6].

We collected objective data (the search time, the number of lumps that the participants missed and the search pattern gathered from the movement data of the HIP) and subjective data (the perceived hand fatigue, naturalness, pleasantness and user confidence in finding all the lumps) to evaluate the two CD gains. The study focused on the below research questions in the context of kinesthetic search:

- Are there differences in the task efficiency and search accuracy using two gains?
- Are there differences in user experience using two gains?

The paper first introduces the experiment, following by the results and discussion.
The \textit{default} gain was 1 and thus the workspace was $16 \times 12 \times 12$ cm. To explore the virtual space beyond this workspace, we employed gaze as the section mechanism to relocate the device workspace \cite{16}. The user had to pull the mechanical arm backward to a reset position and gaze at the target area for 500 ms. The workspace would then lock to that area until the user repeated this process. Such a method allowed robust switching of the workspace and ensured that there were no accidental switches during the task. This selected mechanism is not relevant from the perspective of the experiment. All analyses (e.g., search time) pertained only to the period when the user touched the virtual tissue, avoiding any potential influence of this mechanism.

2.2 Experiment Design

A within-subject experiment was designed in a controlled laboratory setting. The task for the participants was to identify the number of lumps underneath a soft tissue.

We manipulated the types of the search area as an independent variable with two levels: four small areas or one large area (Fig. 1(B)). For the large area, the tissue ($52 \times 32$ cm, along the x- and y-axes) was divided into four areas with the size $26 \times 16$ cm each. The trial of searching the large area included only one area (size = $26 \times 16 = 416$ cm$^2$), and four trials as a task group covered the area of the whole tissue. For the small areas, the tissue was divided into 16 small areas with the size $13 \times 8$ cm each. To make the search size of all trials consistent, one trial of searching the small areas consisted of four randomly selected areas out of the 16 possible options (size = $13 \times 8 \times 4 = 416$ cm$^2$), and four trials as another task group covered the whole tissue.

The sizes of these areas were selected based on the required search time to avoid a very long experiment. Simultaneously, they were used to examine the effects of the two CD gains in practical applications. The size of each small area was selected so that it could be covered by both workspaces of the two gains. In contrast, the large area could be covered by the workspace using the \textit{high} gain but was beyond the workspace using the \textit{default} gain. The user needed to relocate the workspace four times to fully search the large area (see Fig. 1(A) as an example).

![Fig. 1. (A) shows the experiment environment. The display shows an example of using the \textit{default} CD gain to search a large area. The device workspace with the white boundary switches to the bottom right part of the large area where the user gazes at. (B) shows the area types.](image-url)
The lump number for each trial was randomly selected from 1 to 4. For each task group with four trials, the total number were 10 \((1 + 2 + 3 + 4 = 10)\). The lumps were sphere models. Since we are interested in examining user control by collecting the movement data of the HIP, all lumps were set as the same radius (0.3 cm) for simplicity. The lumps were randomly distributed (along the x- and y-axes) within the search areas, but placed at the fixed depth (1.5 cm) and were invisible to the participants.

Each participant needed to complete four task groups (2 gains \times 2 types of the areas = 4 task groups) with 16 trials (4 task groups \times 4 trials per group = 16 trials) and 40 lumps (4 task groups \times 10 lumps per group = 40 lumps).

The haptics were developed using H3DAPI with OpenHaptics rendering system [17]. The stiffness of tissue and lumps were implemented by the linear spring law with different stiffness coefficients (tissue: 0.06 and lumps: 0.1) and the friction was implemented by the kinetic friction with the same friction coefficient (both: 0.01). The visual deformation was implemented by the Gauss function, linearly increased following the HIP depth. HIP was visualized as a sphere with 0.3 cm radius.

The participants were asked to input the number of lumps they found using a keyboard after each trial. The system checked and recorded the missing number and the search time. In addition, the system also logged HIP movement data along x-, y- and z-axes during the task. A 7-point Likert scale questionnaire was used to record the subjective data. User confidence were collected after each trial and other subjective data (hand fatigue, naturalness and pleasantness) were collected after each task group.

The participants signed an informed consent form and were asked to complete the tasks as accurately and quickly as possible. They were free to adopt their own strategy (e.g., horizontal and vertical searching) with a maximum of two full searches for each trial. In addition, no extra hand-rest equipment was provided. The order of the CD gains and the area types were counterbalanced among the participants.

### 2.3 Participants and Apparatus

24 participants were recruited from the local university community (16 women and 8 men), aged between 20 to 35 years \((M = 26.17, SD = 4.26)\). Six participants had used a similar force-feedback device (1–2 times). An MSI GS63VR 7RF laptop was used as the host computer. We used a Samsung 245B monitor as the display, an EyeX [18] to track the gaze, a Touch X device [6] as the kinesthetic interface and a keyboard to input the participants’ answer, shown in Fig. 1(A). We employed H3DAPI [17] for haptics and Tobii SDK [18] for accessing the eye tracker.

### 3 Results

#### 3.1 Objective Data

We first conducted the Shapiro–Wilk Normality test that all data were not normally distributed (all \(p < .001\)). Thus, we used the \(2 \times 2\) (gains \times area types) aligned rank transform (ART) repeated-measures non-parametric ANOVA [19] for the analysis. The Wilcoxon signed-rank test was used for the post hoc analysis. Table 1 shows the overall ART ANOVA results. We focus our analysis on the main effect of CD gains and its significant interaction effect with the area types.
Search Time: We calculated the mean search time of four trials in each task group. The results showed that the high gain (M = 144.27, SD = 49.48) led to a shorter task completion time than the default gain (M = 209.93, SD = 63.86; Z = -4.200, p < .001). Figure 2(A) illustrates the interaction effect. In searching the large area, using the high gain (M = 112.48, SD = 44.59) led to approximately 47.7% shorter time than using the default gain (M = 215.26, SD = 74.22; Z = -4.286, p < .001). In searching small areas, using the high gain (M = 176.06, SD = 65.26) caused approximately 14.0% shorter time than using the default gain (M = 204.60, SD = 67.57; Z = -2.257, p = .025).

Missed Lumps: We calculated the sum of the missed lumps for each task group. Figure 2(B) shows that the participants using the high gain (M = 1.98, SD = 1.19) missed more lumps than using the default gain (M = 0.90, SD = 0.77; Z = -3.426, p = .001).

Covered Area: we calculated the proportion of the searched area based on the movement and the radius of HIP. Using the high gain (M = 83.29, SD = 4.96) caused searching a smaller area than using the default gain (M = 88.39, SD = 4.68; Z = -4.229, p < .001). Figure 2(C) shows that using the high gain (M = 78.02, SD = 7.37) led to searching a smaller area than using the default gain (M = 88.17, SD = 4.91; Z = -4.286, p < .001) in searching the large area. There was no difference in searching small areas. A participant’s pattern for searching a large area is shown in Fig. 2(E) as an example.

Table 1. Tests of within-subject effects on the objective data (significant values are in bold).

<table>
<thead>
<tr>
<th>Sources</th>
<th>CD gains</th>
<th>Area types</th>
<th>Interaction effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DF F Sig</td>
<td>DF F Sig</td>
<td>DF F Sig</td>
</tr>
<tr>
<td>Search time</td>
<td>1.23 42.07 &lt;.001 1.23 5.68 .026</td>
<td>1.23 32.53 &lt;.001</td>
<td></td>
</tr>
<tr>
<td>Missed lumps</td>
<td>1.23 16.33 .001 1.23 0.49 .491</td>
<td>1.23 1.89 .183</td>
<td></td>
</tr>
<tr>
<td>Covered area</td>
<td>1.23 62.83 &lt;.001 1.23 66.58 &lt;.001</td>
<td>1.23 78.83 &lt;.001</td>
<td></td>
</tr>
<tr>
<td>Search depth</td>
<td>1.23 18.95 &lt;.001 1.23 0.06 .803</td>
<td>1.23 0.25 .621</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. (A) shows the search times based on the gains and the area types (i.e., large and small); (B) shows the number of the missed lumps based on two gains; (C) shows the area proportion the participants searched based on the gains and the area types; (D) shows the average absolute deviation of the HIP depth based on two gains; (E) shows a participant’s pattern for searching a large area. The line in the boxplot is the median value and the cross mark is the mean value.
Search Depth: The HIP stability in the search depth may directly affect the search accuracy. To evaluate the stability, we calculated the average absolute deviation value of the HIP data (along z-axis) at the lump depth (1.5 cm) for both gains. Figure 2(D) shows that the high gain (M = 0.46, SD = 0.11) caused a lower stability of the HIP than the default gain (M = 0.39, SD = 0.07; Z = −3.857, p < .001) in the search depth.

3.2 Subjective Data

The data were analyzed with the Wilcoxon signed-rank test (Fig. 3). There were no statistically significant differences between two gains, in terms of perceived hand fatigue, naturalness, pleasantness, as well as user confidence in searching small areas. For the large area, using the high gain (M = 4.64, SD = 1.13) led to less confidence than using the default gain (M = 5.41, SD = 0.76; Z = −3.312, p = .001).

4 Discussion

We experimentally examined the effect of CD gains on kinesthetic search. The results show that CD gains and the area types have significant effects on task performance.

4.1 Differences in Task Completion Time and Search Accuracy

This study focused on the comparison of two different CD gains, where the movement of the device arm led to the different amount of HIP movement (1× and 3.25× respectively). Although the kinesthetic interaction involves complex hand behaviors and interaction feedback, our results show that a large gain increases the movement speed of HIP and thus reduces the task completion time, consistent with the common effect of the CD gain in the pointing tasks using the mouse [9].

However, the search time while using the high gain was influenced by the area types (Fig. 2(A)). It can be understood if we consider the search strategy used by our participants. Participants typically adopted a strategy that involved horizontal or vertical sweeping motions (Fig. 2(E)). Searching a large area easily enabled the participants to perform fewer sweeping motions. Searching multiple smaller areas made them perform numerous sweeping motions, potentially leading to longer task times.
While using the default gain, irrespective of the area types, participants performed more sweeping motions and thus caused more search time than using the high gain.

The results on the search accuracy presents a different picture. Regardless of the area types, using the high gain made participants miss more lumps than using the default gain (see Fig. 2(B)). There may be two explanations for this phenomenon. First, while using the high gain, the participants searched less area than using the default gain (Fig. 2(C)). Thus, the participants had a higher probability of missing the lumps using the high gain. Second, the lumps were fixed at the same depth inside the tissue. To find the lumps effectively, the participants had to maintain a constant depth of the HIP that could optimally touch the lumps while performing the sweeping motions. A more stable HIP depth presents better probability to find the lumps. Our result (Fig. 2(D)) demonstrated that using the high gain causes an increased variability in the HIP depth than using the default gain. Previous studies show that hand stability degrades under the stress of the force [20] and fatigue [21]. For the high gain, the stability issues may be amplified due to the scaling motion, and thus resulted in lower search accuracy.

4.2 Difference in User Experience

CD gain can potentially affect user experience, such as ease of use and pleasantness, in some HCI applications (e.g., [10]). Surprisingly, we did not find any difference between the two gain conditions in kinesthetic search, in terms of naturalness, pleasantness and hand fatigue. User confidence was influenced by two gains. Participants were generally less confident in finding all lumps while using the high gain, specifically while searching a large area. They likely had perceived the limited control over the HIP movement and were aware that they missed many areas. Using the default gain made participants more accurate in finding all lumps and subjectively more confident.

4.3 Limitations and Future Studies

This study has a few limitations. First, we examined two commonly used CD gains. Technically, the CD gain values that lie between them are rarely used due to the unsuitable workspace. Two levels (high and low) could sufficiently examine the general effect of the CD gain. However, a very large gain (i.e., the resulted workspace is much larger than the required space size) may cause different user performances (e.g., increase the task completion time, like [10]). Future work may examine this aspect.

Second, we used constant gains along x-, y- and z-axes. Dynamic gains were proposed for the pointing tasks (e.g., [8, 22]). However, their feasibilities for kinesthetic interaction are unknown. Dynamic gains (e.g., velocity-based) may lead to dynamic kinesthetic feedback and affect touch perception. Further, different CD gains could be potentially applied along the different axes. These should be studied further.

Third, the experiment involved a simple cuboid model with a flat surface. Practical applications may include models with irregular shapes and uneven surfaces (e.g., a heart model). The flat surface was a simple model that we could use to examine the effects of CD gains. Future work should test how results differ for complex models.
Fourth, we focused on kinesthetic search, a specific type of kinesthetic interaction. The CD gains may have different effects on different kinesthetic tasks, such as weight perception [11, 13]. Future work could examine CD gains in other kinesthetic tasks.

Fifth, this study included a short-term evaluation with new users. A prolonged usage or recruiting users such as medical professionals who are familiar with kinesthetic search may lead to different results. We propose these for the future research.

5 Conclusion

This study investigated the effects of CD gains on kinesthetic search. The experiment shows that a large gain improves task efficiency at the cost of user control and thus search accuracy. Our result experimentally demonstrates the significance to maintain the unit CD gain for accurate kinesthetic interaction. In addition, the findings of the study increase theoretical understanding of the CD gain effects on the task performance and user experience, which provide an experimental basis for designing new interaction techniques based on the CD gain for efficient and accurate kinesthetic interaction.
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Gaze Augmented Hand-Based Kinesthetic Interaction: What You See Is What You Feel

Zhenxing Li, Deepak Akkil, and Roope Raisamo

Abstract—Kinesthetic interaction between the user and the computer mainly utilizes the hand-based input with force-feedback devices. There are two major shortcomings in hand-based kinesthetic interaction: physical fatigue associated with continuous hand movements and the limited workspace of current-force-feedback devices for accurately exploring a large environment. To address these shortcomings, we developed two interaction techniques that use eye gaze as an additional input modality: HandGazeTouch and GazeTouch. HandGazeTouch combines eye gaze and hand motion as the input for kinesthetic interaction, i.e., it uses eye gaze to point and hand motion to touch. GazeTouch replaces all hand motions in touch behavior with eye gaze, i.e., it uses eye gaze to point and gaze dwell time to trigger the touch. In both interaction techniques, the user feels the haptic feedback through the force-feedback device. The gaze-based techniques were evaluated in a softness discrimination experiment by comparing them to the traditional kinesthetic interface, HandTouch, which only uses the hand-based input. The results indicate that the HandGazeTouch technique is not only as accurate, natural, and pleasant as the traditional interface but also more efficient.

Index Terms—Kinesthetic interaction, gaze tracking, hand-eye coordination, force-feedback device, workspace, fatigue.

1 INTRODUCTION

Our everyday interactions in the physical world are inherently multimodal [1]. Touch is one of our most important interaction senses, and it normally utilizes the visual sense in parallel [2]. Humans normally look at their target before a touch-based operation [3], [4] and typical touch manipulation involves close hand-eye coordination. Using the two senses simultaneously to interact can help estimate many important properties. For example, visual cues can be used to know the shape and color of the object and, more importantly, to determine where to touch. Likewise, haptic cues can be employed to identify texture and hardness, for example.

In our typical everyday object manipulation tasks, we tend to look at the object, specifically at the landmark points on the object we will touch, as we initiate our hand movements for reaching. Further, we maintain our gaze on the location as our hands contact the target for touching. The visual feedback provided by our eyes helps guide our hands toward the target and monitor task progress [3], [4], [5]. In this process, the reaching and touching operations are necessary and interlinked because touch is a proximal sense that detects haptic cues from objects close to or in contact with us.

Providing kinesthetic cues in Human-Computer Interaction (HCI) follows a similar model to our everyday physical interactions. Virtual objects are modelled by the computer and displayed on the screen, and kinesthetic cues are produced by various force-feedback devices, such as SensAble Phantom [6] and Novint Falcon [7]. These hand-based devices have a mechanical arm that can be moved along three degrees of freedom within the physical workspace [8], and they allow natural hand-based reaching and touching behaviors. For example, a user can control the mechanical arm of the device along the x-y plane to indirectly control the onscreen Haptic Interaction Point (HIP) and then push the arm along the z-axis to touch the virtual object and feel the haptic response.

Two major issues limit the usability of current-generation force-feedback devices. First, force-feedback devices have a limited workspace, which practically limits the area of the onscreen objects that can be interacted with. Second, prolonged use of the device is associated with physical fatigue of the hand due to the frequent hand movements required to perform the touch interaction.

Unlike in real-world physical interactions, in HCI it is possible to decouple and replace the reaching and touching operations of hand-based interaction with other input modalities. We naturally look at the object that we are going to physically touch [2]. It is hence possible to use the gaze of the user as a pointing and triggering mechanism to augment traditional kinesthetic interaction.

We developed two interaction techniques that use the gaze of the user as an input. HandGazeTouch is an interaction technique that employs gaze input to substitute for the reaching operation. The user simply looks at the point of interest and moves the mechanical arm of the device along the z-axis for touching. GazeTouch uses the user’s gaze to substitute for both reaching and touching operations. The user looks at a point of interest and holds at it to progressively touch the point. In both techniques, force feedback is felt using the mechanical arm that the user is holding (see Figure 1 for an indicative diagram of the user interaction).

There are multiple motivations for studying gaze in the context of kinesthetic interaction. First, human eyes can move very quickly in comparison to limbs [9]. Using eye movements to substitute for the reaching operation can potentially enable faster kinesthetic interaction, and more importantly it can reduce hand fatigue and the potential for injuries associated with the prolonged operation of force-feedback devices [10], [11].
Second, using the eyes as a complementary input modality to control the position of the HIP can help achieve an infinite workspace. Reaching and even touching the target object can be done using the gaze instead of hand movements with the mechanical arm, which overcomes the limited workspace of current kinesthetic interface and has the potential to reduce the build complexity of traditional tabletop force-feedback devices. Third, thanks to technological advancements and a drop in price, eye tracking is no longer a niche technology used in the laboratory; it is widely available in the market [12]. The growing popularity and availability of eye tracking devices makes this a feasible input modality.

Gaze modality has been widely studied in non-haptic applications as a mean to improve user performance for target pointing and selection using a normal 2D display [9], [13], [14], [15] or a Virtual Reality (VR) head-mounted display [16], [17], [18]. In haptic applications involving tactile input devices such as touch screens, eye gaze has been used to improve object acquisition and manipulation, by completely replacing the hand motion [19], [20] or integrating with the hand input [21] to reach targets. Other studies in tactile interaction have investigated user performance while combining gaze input with tactile output [22], [23]. In kinesthetic interaction, gaze modality has been developed as an auxiliary function for solving technical and safety issues in tasks such as robotic surgery [24], [25], [26].

Replacing the reaching component of manual input with eye gaze to improve interaction has been studied for tactile interaction using the touch screen [19], [20]. However, no study extended this concept to kinesthetic interaction and used eye gaze to directly substitute for hand motions of kinesthetic input. Thus, the effects and performance of gaze in this research area have remained unexplored. Our study focused on the following research questions:

- **RQ1**: Is gaze a feasible input to substitute for hand-based reaching and touching operations in kinesthetic interaction?
- **RQ2**: How does the combination of gaze and hand modalities influence task performance in terms of efficiency?
- **RQ3**: Is there an effect on the accuracy of touch feeling, or are there other “side effects” to human perception?

We conducted an experimental study to evaluate two gaze-based interaction techniques, with the conventional hand-based technique (HandTouch) as the baseline. We compared the three interaction techniques in a softness discrimination test and focused on objective results, such as the efficiency of task completion and the accuracy of softness detection. In addition, we also recorded the participants’ subjective responses, such as naturalness, pleasantness, and physical and mental difficulties, through a questionnaire and interviews.

Our research has the following key novelties:

- The study explored the design space of combining eye gaze and hand motions as the input modality in kinesthetic interaction by developing two gaze-based interaction techniques (HandGazeTouch and GazeTouch).
- We experimentally compared HandGazeTouch and GazeTouch to the conventional kinesthetic interface that only uses hand-based input (HandTouch).
- Our study provides further theoretical understanding of human kinesthetic perception in identifying softness, and it extends a previous physical study [27] to a virtual environment using a force-feedback device.

The organization of the article is as follows: we first introduce the relevant previous studies in this research area, and then describe the two new interaction techniques (GazeTouch and HandGazeTouch) in greater detail. This is followed by the details of the experiment and the results. We finish with the discussion and practical implications of our results.

## 2 Background

### 2.1 Hand-eye Coordination

In terms of hand-eye coordination, the eyes serve two distinct functions: locating the relevant task objects and guiding the appropriate motor actions [3]. The eyes and hands work in close synchrony in our everyday physical tasks. Foulsham [28] has noted that our eye movements are modulated by task characteristics, and the eyes fixate on the relevant objects at critical time points during the task. Bowman et al. [3] have observed that in tasks that require object manipulation, we look at the specific location of touch points before the contact happens. Land et al. [2] have found that human eyes fixate on the target object roughly half a second before its manipulation using the hand.

Similarly, previous studies have noted the systematic coordination between the hand and eyes when using indirect pointing devices such as a mouse [29]. However, few previous studies have leveraged natural hand-eye coordination to improve the kinesthetic interaction, and this is the focus of the current work.

### 2.2 The Limitations of Current Kinesthetic Interaction

As mentioned before, the mechanical arm of a force-feedback device not only allows the user to freely navigate a 3D environment, but also transfers force and torque to simulate the feeling of touch. However, the workspace of current force-feedback devices is limited by the length of the mechanical arm. Massie and Salisbury [8] have noted that a desktop force-feedback device such as Phantom only has a small wrist-centered workspace. Reaching and even touching the target object can be achieved by developing the concept of the HIP and using eye gaze to directly substitute for hand motions of kinesthetic input.
workspace and the forearm is allowed only limited movement. Several studies \[30\], \[31\] have argued that for tasks requiring accurate positioning in a large environment, reaching the target is physically challenging using the current kinesthetic interface. To overcome the problems caused by the limited workspace of force-feedback devices, Conti and Khatib \[30\] have proposed the *Workspace Drift Controller*, which progressively centers the physical workspace of the device during the interaction. Dominon et al. \[31\] have proposed *Bubble*, which utilizes a spherical area around the HIP with a hybrid position and rate control for accurate and efficient haptic exploration in a large virtual environment.

Physical fatigue is another important issue in interactions that involve repetitive physical actions. Previous studies have shown that multiple factors cause fatigue in the use of force-feedback devices. For example, Ott et al. \[10\] have found that muscular fatigue could be caused by uncomfortable postures when using force-feedback devices. Hamam and Saddik \[11\] have demonstrated that repetitive kinesthetic tasks with a larger force or higher distance result in greater user fatigue.

Physical fatigue not only influences the user’s experience but also negatively affects performance during interaction. Allen and Proske \[32\] have shown that muscle fatigue disturbs our sense of position and makes users commit more errors in estimating spatial positions. Cortes et al. \[33\] have demonstrated that the ability of users to perform a smooth and controlled physical action is influenced by physical fatigue. It is therefore important for designers of kinesthetic interfaces to strive to reduce user fatigue.

Another intuitive method to extend the workspace is to use gaze as an interaction modality. We normally look at the objects we are trying to touch \[2\]. We can practically achieve an infinite workspace by dynamically redefining the position of the HIP to the location of the gaze, and simultaneously hand fatigue may be reduced by replacing hand motions with eye gaze.

In addition, mental effort is not correlated with muscle movements, so most studies, such as \[10\], \[11\], had less concern for mental effort in haptic manipulation. Mental effort is considered in this study. We used both perceived physical and mental difficulty as measures to evaluate the development of the kinesthetic interaction techniques.

### 2.3 Tactile Interaction with Eye Gaze as An Input Modality

Tactile interaction focuses on applying cutaneous sensation to human-computer interactions \[34\]. The related studies with eye gaze can be categorized into two research areas: tactile output (e.g. vibration) and tactile input (e.g. touchscreen).

In the studies involving tactile output, some studies have addressed the value of eye gaze with vibrotactile feedback in a variety of devices, such as computers, mobile phones, and smartwatches \[35\]. Kangas et al. \[22\] have shown that gaze interaction with vibrotactile feedback increases the efficiency of interaction. Akkil et al. \[23\] have noted that vibrotactile feedback is a clearer and more noticeable modality for gaze events than visual feedback in small-screen devices such as smartwatches.

With tactile input devices, many have attempted to combine eye gaze with hand gestures onscreen as the input to improve the functions of object manipulation. Pfeuffer et al. \[19\] have developed *Gaze-touch*: an interaction technique that uses eye gaze for remote selection and touch gestures onscreen for object manipulation. This method decouples the reaching component from the hand-based input and replaces it with eye gaze, so users can remotely manipulate the objects without using their hands to reach for the target. In their following study \[20\], they developed *Gaze-shifting*: a generic mechanism for switching direct and indirect input modes in touch-based interaction based on the relative position of the gaze location and the touch operation. In addition, Stellmach and Dachselt \[21\] have developed *Look and Touch*, which integrates eye gaze with manual input instead of completely replacing it. Eye gaze is employed for coarse reaching, and the user selects the target by fine hand-based reaching, similar to the method used in Magic pointing \[9\].

Eye gaze as an input modality has been widely considered as a fast pointing and selection mechanism \[13\], \[14\], \[15\], and Pfeuffer et al.’s work \[19\] has demonstrated that using gaze to replace hand motions as the input is promising for tactile interaction. Our study extends this concept to kinesthetic interaction.

### 2.4 Kinesthetic Interaction with Eye Gaze as An Input Modality

Kinesthetic interaction is another important branch of haptic interaction, concentrating on motion sensations originating in the muscles, tendons, and joints \[34\]. Force-feedback devices (e.g. the Phantom device) are commonly used as haptic interfaces for kinesthetic interaction. Their mechanical arms often have three or six degrees of freedom \[8\], which is suitable for hand motions as the kinesthetic input, and they simultaneously transfer the haptic cues of virtual objects as kinesthetic output to the hand. Eye gaze has been considered an auxiliary input channel for kinesthetic interaction, e.g. to enhance safety in critical surgical tasks \[24\], \[25\], \[26\] or foster remote collaboration \[36\].

Previous studies \[24\], \[25\], \[26\] have employed a technique called *Gaze-Contingent Motor Channeling* (GCMC) for robotic surgery, which uses the gaze to set safety boundaries for the HIP in order to prevent the instrument from inadvertently penetrating the tissue during surgery. The safety boundaries were established by employing a spring force on the HIP toward the eye fixation point, with a magnitude based on the distance between the eye fixation point and the HIP.

Another study combining gaze and force-feedback devices was conducted by Leff et al. \[36\]. They developed a collaborative system that provides gaze awareness between remote partners during kinesthetic interaction. They used gaze as a channel to foster collaboration.

The focus of our study is to understand the utility of gaze in the reaching and touching operations of kinesthetic interaction. Can gaze be used to replace the reaching operation? Can gaze be used as a mechanism to initiate the touching operation? What are its effects on human kinesthetic perception? The objective of our study is to answer these questions.

### 3 Interaction Techniques and Research
HYPOTHESES

3.1 Interaction Techniques

The prototype system we developed supports three different interaction techniques: HandTouch (H), HandGazeTouch (HG), and GazeTouch (G). (The abbreviations are used in some of the figures and tables.) Figure 2 shows the three interaction techniques. In HandTouch, the user controls and manipulates the mechanical arm of the force-feedback device along all three degrees of freedom (x, y, z). In HandGazeTouch, the user controls the position of the interaction point along the x-y plane. The user controls the touch behavior by manipulating the mechanical arm of the device along the z-axis (see also Figure 1). In GazeTouch, the gaze controls the interaction point along the x-y plane and the duration of gaze fixation controls its movement along the z-axis. The details of the three interaction techniques are shown in Table 1.

3.2 Hypotheses

Based on our research questions, we focused on the analysis of the three interaction techniques from five aspects: efficiency, accuracy, naturalness, fatigue, and pleasantness. We formulated the following hypotheses:

H1: HandGazeTouch and GazeTouch will be faster than HandTouch.
   - The eyes are faster at reaching the target object than the hand [2]. GazeTouch and HandGazeTouch, which use eye gaze, may hence be faster than HandTouch.

H2: HandTouch will be better than both HandGazeTouch and GazeTouch in the terms of the accuracy of kinesthetic perception.
   - Since people are used to employing the hands to touch objects, haptic cues caused by eye gaze may be unfamiliar to users. Users may be worse at discriminating differences in softness using HandGazeTouch and GazeTouch.

H3: HandGazeTouch and GazeTouch will cause less tiredness of the hand than HandTouch. However, HandTouch will be considered more natural and pleasant than the alternatives.
   - In both the gaze-based conditions, hand activities are replaced by eye gaze. This may lead to less fatigue of the hand for HandGazeTouch and GazeTouch. However, since the eyes are naturally used for perception and not for intentional control, HandGazeTouch and GazeTouch...
may be considered less natural, less pleasant, and more cognitively demanding by the users.

4 Experiment

4.1 Method

To test our hypothesis, we designed a controlled lab experiment that followed a within-subject design. Three interaction techniques were examined as the experimental conditions in a softness discrimination task. Softness discrimination was selected as the experimental test because softness is one of the important properties of physical objects and perceiving a change in softness could be an appropriate method to examine the effect of different interaction techniques in kinesthetic perception. In addition, common force-feedback devices such as Phantom only support single-point interaction, which is adequate for accurate softness discrimination [27]. Each experimental condition involved 36 repetitions of the softness discrimination task, and every task involved discriminating the softness between two onscreen square-shaped skin models presented as 2.5D models without considering the thickness. The participant had to touch the two skin models and identify the harder of the two, then communicate the answer using the appropriate arrow key on the keyboard.

Since we are interested in both interaction efficiency and kinesthetic perception, a Fitt’s Law [37] type of experiment only measuring single-pointing efficiency was not suitable for this study. Accurate kinesthetic perception may require participants to touch the same object repeatedly or compare the two models multiple times. Another experimental setup was motivated by the Fitt’s Law study setup. The difficulty of touch behavior in softness discrimination relies on two factors: difficulty in reaching the target and difficulty in perceiving the difference in softness. Therefore, we designed the tasks to include two difficulty levels for reach (difficult and easy) and two difficulty levels for perception (difficult and easy).

The difficulty for reach was manipulated by controlling two variables of the skin models: the size of the skin models and the distance between two models displaced on the screen. The two skin models had the same size set at three possible levels: 2.8 cm, 4.8 cm, or 6.8 cm. The distance between the two models had three possible values: 8.1 cm, 16.2 cm, or 24.3 cm (measured from center to center). Each condition involved four occurrences of every combination of the size and distance levels (3 x 3 x 4 = 36 tasks). We used the Index of Difficulty (ID) of Fitt’s Law as the tool to categorize the nine unique combinations of size and distance into the two distinct levels of difficulty. The grouping threshold was set at 1.75, with Fitt’s ID calculated by the medium size (i.e. 4.8 cm) of the skin models and the small distance (i.e. 8.1 cm) between the models. The combinations with a higher ID belonged to the difficult level for reach, and the combinations with a lower or equal ID belonged to the easy level for reach.

The difficulty for perception was implemented by controlling the softness difference between the two skin models. The softness of each skin model is controlled by manipulating the stiffness coefficient (k) of the Spring Model used to implement the skin models, which is a variable with a range (i.e. 0.065–0.145) used in the software. The difference in values (Δk) of the stiffness coefficient for both the onscreen skin models (k1, k2) was manipulated to result in six different levels with varying difficulties for identifying the softness difference between the two skin models. The lowest value of the difference level was identified such that it is barely perceivable and requires close inspection to identify the harder model (i.e. k1 = 0.09, k2 = 0.12: Δk = 0.03). The highest value of difference level was chosen such that the difference is easy to perceive (i.e. k1 = 0.065, k2 = 0.145: Δk = 0.08). The six difference levels (i.e. 0.03–0.08) occurred six times in each condition (6 x 6 = 36 tasks). The six levels of difference were then categorized into two levels of perception difficulty (i.e. difficult: 0.03–0.05 and easy: 0.06–0.08) for ease of analysis.

For each task, the difficulties for reach and perception were independent of each other and randomly chosen from the list of possible combinations.

In the gaze-based conditions, the position of the HIP was dependent on the point of the user’s gaze. Using raw gaze points caused the HIP to be jittery. We hence used a simple recursion-based filter to smoothen the gaze point, before displaying it onscreen, as also used in a previous study [38].

\[
y(i) = W \ast x(i) + (1 - W) \ast y(i - 1). \quad (1)
\]

where \(y(i)\) is the \(i\)th smoothened gaze position and \(x(i)\) is the \(i\)th actual gaze position produced by the eye tracker. The percentage weight for the actual gaze position \(W\) was selected as 0.1 in the study.

In the GazeTouch condition, the position of the HIP along the x- and y-axes was controlled by the gaze position onscreen, and the fixation duration was translated to the z-axis movement of the HIP. The user had to fixate for 1 second to initiate touch behavior and another second to reach the maximum touch force. During this process, the output force was linearly increased with time and continuously transferred to the mechanical arm. After 2 seconds of dwelling, the output force saturated and further dwelling did not lead to any changes. In addition, a large gaze movement (i.e. >1.4 cm) can reset the touch operation in GazeTouch, allowing the user to touch the same place again or a different place.

For the HandTouch and HandGazeTouch conditions, the position of the HIP along the x-y plane was respectively controlled by the hand and eye gaze. The distance to initiate touch in the z-axis for both conditions was set at a maximum of 6 cm, which is variable (normally < 6 cm) depending on how and where the user initially held the mechanical arm.

The study used both objective and subjective measures to understand the strengths and weaknesses of each interaction technique. The objective measures were the task completion time and the number of errors made in softness discrimination. The subjective measures were captured using a custom questionnaire. Table 2 shows the four questions with a 7-point Likert scale based on the subjective assessment questions used in NASA-TLX [39]. In addition, we used a post-test questionnaire in which the participants ranked the three interaction techniques based on the tiredness of their eyes and hand. Furthermore, the participants selected the preferred technique(s) from the three interaction techniques.
4.2 Apparatus and Environment
The experiment was conducted on a Dell T3600 Windows 7 desktop computer with an Intel E5-1600 processor, NVIDIA Quadro 4000 graphics, and 8GB 1600MHz of memory. The experiment environment is shown in Figure 3. We used a Phantom Desktop [6] as the force-feedback device and a Tobii T60 [12] as both the display and the eye tracker. The software development kits were the open-source H3DAPi [40] for haptics and Tobii SDK for eye tracking. We also utilized TraQuMe [41], a tool to measure gaze data quality. A keyboard was used to select and record the answer for each task and move to the next task, and headphones were utilized to block out noise.

4.3 Pilot Study
A pilot study was conducted at first, employing six participants (three female and three male) aged between 24 and 42 years (Mean (M) = 31.8, Standard Deviation (SD) = 6.46) who had experience of using eye trackers and/or force-feedback devices. Based on the pilot tests, we further calibrated the system.
- In all conditions, six softness difference levels for the skin model (Δk: 0.03–0.08) were chosen, such that all were perceivable by the participants considering the sensitivity of the force-feedback device and human kinesthetic perception.
- In the HandTouch and HandGazeTouch conditions, the movement of the mechanical arm was transferred to the movement of the onscreen HIP without any scaling, e.g. in the HandTouch condition, a 1 cm lateral movement of the mechanical arm resulted in a 1 cm lateral movement of the HIP onscreen.
- In the HandGazeTouch and GazeTouch conditions, the weight of the current gaze position in the recursion filter used to smoothen the gaze position was chosen to be 0.1 based on the good balance between jitteriness and the responsiveness of the gaze point.
- In the GazeTouch condition, the parameters for translating fixation duration to the z-axis movement of the HIP were selected. The values (1s initiation and 1s dwelling) were selected such that they overcome the Midas Touch problem [42] and at the same time do not require staring for too long for touching.

4.4 Procedure
The participants were first introduced to the study and the equipment used. The force-feedback device was placed in position based on the user’s dominant hand. All participants signed an informed consent form and then filled in the background questionnaire. Each question in the questionnaire was explained to clarify its meaning, such as the difference between mental difficulty and physical difficulty, before proceeding to the experiment.

Before each of the gaze-based conditions, the eye tracker was calibrated using nine-point onscreen calibration. The quality of eye tracking was measured using a nine-point TraQuMe evaluation [41]. We defined an objective criterion for recalibration. If any of the nine points showed more than 2 cm eye tracker offset, the participants were asked to recalibrate. The 2 cm threshold was defined considering the smallest size of the skin model used (i.e. 2.8 cm). If any of the tracking offset values were still beyond this threshold after multiple recalibration, the test was discontinued, and the data were not included in the analysis.

The participants were asked to finish each experimental task as accurately and efficiently as they could. Participants pressed the appropriate arrow key to record their answer for each softness comparison task, after which the system presented the next discrimination task. We did not present the participants with the feedback regarding the accuracy of their discrimination during the experiment.

There were three experimental conditions with 36 tasks in each condition. Before each condition, the participants had up to five minutes to familiarize themselves with the operation of each interaction technique. The order of the experimental conditions was counter-balanced. In the experiment, no hand-rest or elbow-rest equipment was used, and the height of chair/table was adjusted for the participants to make them face the screen and hold the mechanical arm of the force-feedback device horizontally. In addition, the participants were asked to wear headphones to block out the noise generated by the force-feedback device, because the noise level may indicate the magnitude of force and, thus, the softness of the onscreen skin models.

<table>
<thead>
<tr>
<th>No.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>This interaction technique is mentally difficult.</td>
</tr>
<tr>
<td>Q2</td>
<td>This interaction technique is physically difficult.</td>
</tr>
<tr>
<td>Q3</td>
<td>With this interaction technique, it is natural to touch.</td>
</tr>
<tr>
<td>Q4</td>
<td>This interaction technique is pleasant.</td>
</tr>
</tbody>
</table>

TABLE 2.
STATEMENTS IN THE QUESTIONNAIRE.
4.5 Participants
We recruited 24 participants from our university community (13 female and 11 male) aged between 19 and 42 years (M=26.5, SD=6.13). All participants had normal touch sensitivity. Seven participants had corrected vision and the remainder had normal vision. Only two participants used the left hand as their dominant hand; the remainder were right-dominant. Seven participants had used a similar eye tracker before (≤ two times), and one participant had used the force-feedback device before (one time). Since their experience was limited, we included their data in this study.

The data for one of participants had to be replaced because of issues in gaze tracking. The participant could not pass the gaze tracking accuracy check using the TraQuMe tool, and thus could not complete the test. Another participant was invited to replace the original participant.

The mean gaze tracking accuracy for the 24 participants was 0.56 degrees (SD=0.17 degrees), which translated to 0.62 cm in screen distance (SD=0.19 cm).

5 RESULTS
5.1 Test Completion Time
For each condition with 36 tasks, we calculated the mean value of the task completion time for the different levels of reach difficulty and perception difficulty. The Shapiro–Wilk Normality test was conducted first. Since the data were not normally distributed (p < .001), we analyzed the data using a 3x2x2 Aligned Rank Transform (ART) repeated measures non-parametric ANOVA [43], and the post-hoc analysis was done using the Wilcoxon Signed-Rank test with Holm-modified Bonferroni correction [44] to control for family-wise type-1 error. All the p-values presented are after Holm-modified Bonferroni correction.

Table 3 shows the overall p-values for the completion times based on the conditions (HandTouch, HandGazeTouch, and GazeTouch), difficulty of reach (difficult and easy), and difficulty of perception (difficult and easy) through the repeated measure.

The ART ANOVA test results showed statistically significant main effects for all three factors: condition, reach, and perception. In addition, the ART ANOVA showed a statistically significant interaction effect for condition and reach as well as condition and perception. Other effects were not statistically significant.

Figure 4 shows the boxplot for overall completion time for the three interaction techniques. The mean value of task completion time, visualized as the y-axis in the boxplot, for HandGazeTouch (M = 5.92, SD = 2.21) was approximately 15% lower than for HandTouch (M = 6.82, SD = 2.92) and 29% lower than for GazeTouch (M = 7.61, SD = 1.86).

The Wilcoxon Signed-Rank test showed that HandGazeTouch was statistically significantly faster than both HandTouch (Z = -2.200, p = .048) and GazeTouch (Z = -3.743, p < .001). HandTouch and GazeTouch were not statistically significantly different from each other (Z = -1.914, p = .056), but the difference approached significance.

Unsurprisingly, reach and perception difficulty had a significant effect on the result. When the skin models were further apart or smaller in size, users took more time in movement (Z = -3.514, p < .001). Similarly, when the difference in softness between the two skin models was low, participants took more time in perception (Z = -4.200, p < .001). However, we are more interested in the interaction effect of these factors on the conditions to understand if the task completion times for the conditions were differentially affected by the perception and reach difficulty levels. Next, we analyze the interaction effects in detail.

Condition & Reach: Post-hoc analysis
Figure 5 demonstrates the completion time based on the condition and reach. Table 4 shows the mean completion time for the three interaction techniques based on the difficulty levels in the reach operations.

We analyzed the simple effect of reach difficulty for the three techniques using the Wilcoxon Signed-Rank test.

- HandTouch was significantly faster when the reach difficulty was low compared to when the reach difficulty was high (Z = -4.143, p < .001).
- The simple effect of reach difficulty was not statistically significant for the gaze-based conditions HandGazeTouch (Z = -1.057, p = .58) and GazeTouch (Z = -2.092, p = .097).

Condition & perception: Post-hoc analysis
The completion time based on condition and perception is shown...
in Figure 6. Table 5 gives the mean completion time for each technique based on the perception difficulty levels.

We further analyzed the simple effect of perception difficulty levels for the three interaction techniques using the Wilcoxon Signed-Rank test.

- **HandTouch** was significantly faster when the perception difficulty was low than when the perception difficulty was high ($Z = -2.371$, $p = .018$): the mean value of task completion for HandTouch with a low perception difficulty was 6.63 seconds. This increased to 7.13 seconds, (a 7.5% increase) when the perception difficulty was high.

- The simple effect of perception difficulty was statistically significant for HandGazeTouch ($Z = -3.600$, $p < .001$): the mean value of the task completion time increased by 19%, from 5.58 seconds for low perception difficulty to 6.65 seconds for high perception difficulty.

- Similarly, the simple effect of perception difficulty was statistically significant for GazeTouch as well ($Z = -3.943$, $p < .001$): the mean value of the task completion time increased 20%, from 7.04 seconds for low perception difficulty to 8.45 seconds for high perception difficulty.

### 5.2 Error Analysis

Errors occurred when participants selected the wrong option after comparing the softness of the two skin models. Overall, there were a total of 109 errors, which is an average of 4.54 errors per participant, from a total of 108 tasks per participant (36 tasks per condition x 3 conditions). Of the total 109 errors, 85 errors occurred in tasks with the high perception difficulty. Since the number of errors were so few and most of them occurred in tasks with the high perception difficulty, we concentrated on the analysis of the three conditions with the perception difficulty.

The ART repeated measure 3x2 factorial ANOVA for error analysis showed a significant main effect of interaction techniques on error ($F (2, 46) = 8.15$, $p = .001$). The effect of perception difficulty was also statistically significant ($F (1, 23) = 47.16$, $p < .001$). There was no significant interaction effect between the perception difficulty and the conditions on the error rates ($F (2, 46) = 2.26$, $p = .116$).

Figure 7 provides the error distribution based on each technique. HandTouch had the least number of errors (median value below 1), followed by HandGazeTouch (median = 1), and GazeTouch (median = 2). The Wilcoxon Signed-Rank test showed that the difference between HandTouch and GazeTouch approached significance ($Z = -2.251$, $p = .061$). In addition, HandGazeTouch was not different from both HandTouch ($Z = -1.452$, $p = .292$) and GazeTouch ($Z = -1.204$, $p = .229$).

### 5.3 Results of Subjective Data

Subjective data from the questionnaire was evaluated to explore the results, including perceived mental and physical difficulties,
naturalness, and pleasantness. Figure 8 shows the subjective results of the questionnaire; the data was analyzed with the Wilcoxon Signed-Rank test.

Mental difficulty: HandTouch was better in terms of mental difficulty than HandGazeTouch (Z = -3.241, p = .003) and GazeTouch (Z = -3.002, p = .006). There was no difference between HandGazeTouch and GazeTouch (Z = -.049, p = .961).

Physical difficulty: There were no differences in terms of physical difficulty among three interaction techniques (HandTouch-HandGazeTouch: Z = -1.677, p = .188; HandTouch-GazeTouch: Z = -5.79, p = .563; HandGazeTouch-GazeTouch: Z = -1.064, p = .574).

Naturalness: Both HandTouch (Z = -2.485, p = .026) and HandGazeTouch (Z = -2.912, p = .012) were considered more natural than GazeTouch. There was no difference between HandTouch and HandGazeTouch (Z = -1.010, p = .313).

Pleasantness: HandTouch was considered more pleasant than GazeTouch (Z = -2.535, p = .033). However, HandGazeTouch was not statistically significantly different from the others (HandGazeTouch-HandTouch: Z = -1.311, p = .190; HandGazeTouch-GazeTouch: Z = -1.849, p = .130).

5.4 Overall Evaluation of the Interaction Techniques

At the end of the study, all 24 participants ranked the techniques based on the tiredness of the hand and eyes while using the techniques. Overall, GazeTouch was ranked as the least tiring for the hand (21 votes), followed by HandGazeTouch (19 votes). HandTouch was considered the most tiring for the hand (21 votes).

In terms of eye tiredness, HandTouch was voted the least tiring for the eyes (22 votes), followed by HandGazeTouch (19 votes). GazeTouch was considered the most tiring for the eyes (18 votes).

For overall preference, the participants could select more than one choice if they liked more than one condition equally. Overall, 15 of the 24 participants preferred HandTouch, and an almost equal number of participants (14) preferred HandGazeTouch. GazeTouch was the least preferred interaction technique; it was preferred by only 4 participants.

The users’ preferences and the reasons behind them were revealed in the free-form comments provided by the participants: P1: “I can sense the differences in softness better with it [HandTouch]. I make a circular motion on the tissue to better understand the softness.” (User preferred HandTouch.)

P11: “[I prefer GazeTouch] because I did not have to make much physical effort. The HandTouch method made my hands ache. The HandGazeTouch method felt too complicated because there was too much to do at the same time.”

P18: “HandGazeTouch was the fastest and most pleasant to use, with a little practice.” (User preferred HandGazeTouch.)

P20: “[I prefer HandTouch] because it is the closest to real life when we touch real objects.”

P24: “The HandGazeTouch method felt reasonably natural and really fascinating.” (User preferred HandGazeTouch.)

6 DISCUSSION

This study investigated the use of eye gaze in kinesthetic interaction. It demonstrates that eye gaze is a feasible and beneficial input modality in this context. We will now discuss the findings of the study in relation to our initial research hypotheses and state of the art.

6.1 H1: HandGazeTouch and GazeTouch will be faster than HandTouch

Our study partly supports this hypothesis. With the multimodal input shown in the results, HandGazeTouch was significantly faster than both HandTouch and GazeTouch, which only involved a single input modality.

HandGazeTouch leverages the natural hand-eye coordination, and it uses eye gaze to replace the hand-reaching component in kinesthetic interaction. Similarly, the GazeTouch technique uses the gaze to replace both the reaching and touching components. However, this condition had the largest task completion time.

Our task required the user to touch two soft skin models placed apart horizontally. Often, when the difference in softness was small, participants had to touch each model multiple times to evaluate the difference. In HandGazeTouch, reaching the soft model was fast and intuitive, as the participants simply had to gaze at the target. The performance improvement in HandGazeTouch thus could be because of its improved efficiency in the reach operation. In GazeTouch, even though reaching the target was fast, the additional dwell time to cause haptic cues and overcome the Midas Touch problem likely slowed down the interaction.

The improved performance of HandGazeTouch in the reach operation is evident from our analysis of task completion times for reach difficulty. Our result (Figure 5) shows that the distance between the touch objects and their sizes influenced the task completion times in HandTouch. However, these variables did not have a noticeable effect in the gaze-based conditions.
HandGazeTouch and GazeTouch). Saccadic eye movements, which are responsible for bringing an object of interest to our foveal vision, typically last 30–120 milliseconds, and the effect of the distance of the object on the time it takes for our eyes to focus on it (though almost linearly related) is minimal [45]. This, however, was not the case for the HandTouch technique. When the target was further away, using the hand took significantly more time to reach the targets.

Our analysis of task completion times for different perception difficulties shows an interesting result. Overall, participants took more time to complete the task in all conditions when the task perception difficulty was high. This suggests that when it was difficult to perceive the difference in softness, participants using all three techniques had to touch the same tissue multiple times or repeatedly alternate between the two models to clearly gauge the difference in softness. However, the increase in task completion times was less for HandTouch (only 7.5%) and substantially higher for the gaze-based conditions (19% and 20% for HandGazeTouch and GazeTouch respectively). A potential explanation is that even though gaze-based techniques have the advantage in the reach operation due to the saccadic eye movements, participants using HandGazeTouch and GazeTouch had to repeat the touch activity more times to accurately estimate the difference in softness between the two models. Previous research in touch perception has argued that purposeful hand operations modulate haptic perception [46]. Our results extend this finding to computer-mediated kinesthetic interaction. In tasks that require estimating subtle differences in softness, using gaze as a mechanism to substitute for the reaching or touching operations may lead to an increased amount of time in identifying softness compared to using HandTouch.

6.2 H2: HandTouch will be better than HandGazeTouch and GazeTouch in terms of the accuracy of kinesthetic perception.

Our study partially supports this hypothesis. The results give a preliminary indication that HandTouch may be better than GazeTouch in the accuracy of kinesthetic perception, but HandGazeTouch was not statistically significantly different from HandTouch.

The experimental task focused on softness discrimination between two skin models. Our participants committed a different number of errors in judging the softness difference based on the three interaction techniques (shown in Figure 7). The difference in the number of errors is interesting because it indicates that the kinesthetic interaction techniques may mediate our kinesthetic perception. Fewer errors in softness discrimination indicates that the generated kinesthetic cues were easier to interpret by the somatosensory system. Similarly, a higher number of errors indicates that the kinesthetic cues were harder to interpret by the somatosensory system.

In GazeTouch, participants made noticeably more errors than in HandTouch. While the difference only approached statistical significance, we believe our results present preliminary evidence that active haptic interaction using hand motions may be more accurate than passively feeling the kinesthetic cues. Our results are consistent with our understanding of haptic perception in real-world interaction with physical objects. Lederman and Klatzky [47] have argued that to accurately perceive haptic cues provided by an object, both haptic cues generated by the object and the physical motion of the hand made to gain the haptic cues play a decisive role in our cognitive process. GazeTouch, which only uses gaze as the input without any hand motion, breaks the link between the human somatosensory system and hand movements, and it might result in lower accuracy in kinesthetic perception compared to HandTouch. This is also evident from the performances and comments of the participants. Most participants used specific strategies to sense softness when using HandTouch (e.g. moving the hand in a circular motion on the surface of the model or touching it multiple times). Such strategies were difficult to employ with the GazeTouch technique. Furthermore, the haptic cues generated from the models using a hand to touch are active haptic information (including both action and reaction forces), but the force feedback using gaze to touch is passive haptic information (including only reaction force). Lamotte [27] has demonstrated that softness discrimination is more accurate for active touch than passive touch.

HandGazeTouch, on the other hand, used gaze to reach but still required hand motion to touch, which could be considered a good compromise for both the fast and accurate exploration of haptic cues. It allowed the participants to easily touch the models multiple times and adjust the gaze position to, e.g. the left or right of the current contact point to simulate the sliding motion of the HIP, thus including both active and passive haptic information. For example, touching objects with a left-right or up-down movement was done by slightly moving the eye gaze, and thus the force feedback is passive; multiple touches on the same part of the model were done using hand movement, and thus the force feedback is active haptic information. This may explain why HandGazeTouch had a lower error rate than GazeTouch and had a higher error rate than HandTouch, but overall had a comparable performance to the other techniques in terms of the interaction accuracy of kinesthetic perception.

6.3 H3: HandGazeTouch and GazeTouch will cause less tiredness of the hand than HandTouch. However, HandTouch will be considered more natural and pleasant than the alternatives.

Our results partially support this hypothesis based on the subjective data and overall evaluation of the interaction techniques. Both gaze-based techniques lead to less hand fatigue. However, HandGazeTouch was still considered as natural and pleasant as HandTouch.

Based on the questionnaire data (Figure 8), there was no difference in overall physical difficulty among the three interaction techniques. However, gaze-based techniques caused less fatigue on the hand than the HandTouch technique, as is evident from the overall ranking of the conditions. Repetitive hand-based force-feedback interaction can lead to fatigue of the hand [11]. Our results suggest that using the gaze to replace the hand motion can largely reduce the subjective perception of hand fatigue during the kinesthetic interaction. On the contrary, the use of the eyes as an input modality in gaze-based techniques led to increased fatigue of the eyes. HandGazeTouch led to less eye fatigue than GazeTouch. This may be because the eyes were used
only as a “pointer” in HandGazeTouch, while the eyes were used both as a pointer and a mechanism for activation to cause haptic cues in GazeTouch. HandTouch, obviously, caused the least eye fatigue.

The same reason may also explain the mental difficulty of GazeTouch. In GazeTouch, the dual use of eye gaze to point and touch might also have induced a greater cognitive load. In HandGazeTouch, users needed to combine two senses (eye gaze and hand motion) as the kinesthetic input, which might incur additional cognitive load.

Furthermore, for the naturalness and pleasantness of gaze-based techniques, GazeTouch replaced both the reaching and touching operation with eye movements, which is very different from the way we interact with physical objects in the real world. On the other hand, humans are used to looking at an object prior to hand motions in physical tasks [2]. HandGazeTouch utilized our natural hand-eye coordination, and it is thus closer to real-world interaction than GazeTouch. This may explain our results in terms of the method’s naturalness and pleasantness.

6.4 Limitations and Future Research

Our study has several limitations.

- We used a research-quality eye tracker and TraQuMe to ensure high-quality gaze data. We recalibrated the eye tracker when the offset in tracking in any screen area was above the threshold of 2 cm. While most of our participants did not have any problems in tracking accuracy (mean gaze offset value 0.62 cm), we noticed that despite of our best efforts, some of our participants still faced difficulties in interaction using the gaze-based techniques due to the accuracy of tracking. Overall, we think our eye tracking quality was good and may not be representative of the expected quality that could be anticipated in an everyday gaze-tracking scenario outside the lab (e.g. cheaper tracking hardware, frequent movement of the user, fewer user calibrations). Reduced gaze tracking accuracy will introduce additional complexities in the use of both the gaze-based techniques. For example, it would make gaze-based pointing more difficult, especially when the objects are small. Further research is required to better understand how the accuracy of tracking influences the use of the two gaze-based interaction techniques.

- Our experimental task only focused on softness discrimination. Other object properties, such as textural properties, were not part of this study. The performance of the three interaction techniques may turn out to be different in tasks that require discriminating the roughness or smoothness of object surfaces [48]. We propose to examine this in future research.

- Most of our participants had no experience in using gaze-tracking and force-feedback devices to interact with virtual objects. Our study involved a short-term evaluation, and therefore it provides little insight into the long-term use of the three interaction techniques. It is likely that our results on the mental and physical difficulty of the gaze-based interaction techniques may be influenced by the participant selection. Previous work [49] on gaze-based human-computer interaction has shown that novice users suffer from eye fatigue associated with unnatural eye movements (such as staring). However, experienced users do not report any eye fatigue [50]. In addition, it is also likely that the effect of learning was differential for the three interaction techniques and related to the mental difficulty. A longitudinal study is needed to understand how users learn to use these techniques and how the user’s opinion of the technique may change with extended use.

- The size of the display we used in the experiment was relatively small. We used a Tobii T60 as both the display and the eye tracker in the study. The width of the T60 screen is only 39.5 cm, which limited the maximum distance between the two skin models used in the experiment. A key question for future research is how the three interaction techniques will fare when the distance between the touch points are larger. Further work using large 2D displays or a VR head-mounted display is required to answer this question.

- The experiment involved predominantly young participants. Ruff and Parker [51] have shown that participants in different age groups have different performances in motor speed and hand-eye coordination. Older users are significantly slower than younger groups. Therefore, further research is required to understand the effect of participant selection in terms of the age-related aspects in our results.

- We studied two gaze-based interaction techniques that replaced different phases of the kinesthetic interaction with eye gaze input. This is by no means a complete exploration of the design space of combining gaze and hand-based input for kinesthetic interaction. For example, another way to augment kinesthetic interaction with gaze would be to use eye gaze for the large movement of the HIP, while allowing fine exploration using hand motions to provide better haptic cues from the object. Future studies should investigate other novel ways of augmenting kinesthetic interaction with gaze input.

We believe a key application area for gaze-augmented kinesthetic interaction would be in the VR environment. VR displays can provide an immersive and large 3D environment. Previous studies [16], [17], [18] have demonstrated the potential benefits of using gaze modality on target pointing and selection in such environments. For kinesthetic interaction, the 3D nature of the VR environment may introduce additional opportunities and challenges for gaze-based input, especially those associated with the depth of objects in space. In our study, the depth of the objects was fixed to one level. When there are multiple close objects of different depths, interacting with the objects becomes more complex, requiring the use of both conventional hand-based kinesthetic interaction and the gaze-augmented kinesthetic interaction that we presented in this paper. Previous research on 3D gaze estimation suggests that it is feasible to estimate the depth of visual focus based on the convergence of the individual’s eyes [52]. Thus, gaze-augmented kinesthetic interaction for a 3D environment could potentially utilize the depth of focus as a method to control the position of the HIP along the z-axis. In HandGazeTouch, such an approach may enable a more robust and consistent interaction at different object depths. Future work could investigate this aspect.

7 Conclusion and Practical Implications

This study explored the use of the eyes in kinesthetic interaction. We developed two kinesthetic interaction techniques based on
the combination of gaze and hand-based input. Further, we conducted a comprehensive experimental study involving a softness discrimination task and analyzed the multi-faceted effect of the new interaction techniques on the efficiency of the interaction, the accuracy of kinesthetic perception, and the user’s experience. Our results suggest that eye gaze as an input channel has both strengths and limitations in improving kinesthetic interaction. Below, we summarize our key findings and the practical implications of our results.

- Gaze-augmented kinesthetic interaction can help overcome two key limitations of conventional kinesthetic interaction: it reduces the fatigue of the hands and infinitely expands the workspace of the current haptic interface. Thus, gaze-augmented methods could be considered in kinesthetic interactions that involve a large interaction environment or involve sustained and repetitive actions.

- Utilizing gaze input as a mechanism to reach objects (HandGazeTouch) is better than using it for reaching and touching (GazeTouch) in gaze-augmented kinesthetic interaction. HandGazeTouch is not only faster than GazeTouch, but also more natural and noticeably more accurate in perceiving subtle differences in softness. Despite the limitations, GazeTouch is a feasible interaction technique, and may be suitable for specific disabled users.

- HandGazeTouch is comparable to conventional hand-only kinesthetic interaction (HandTouch) in terms of the accuracy, naturalness, and pleasantness of interaction. In addition, HandGazeTouch is more efficient than HandTouch, and it may thus be specifically suited to tasks that are time sensitive.

- HandTouch is a solid kinesthetic interaction technique that is considered natural, pleasant, and less cognitively demanding. HandTouch may be specifically suitable for interactions that are less frequent, non-repetitive, and involve a small haptic interaction space that is easy to navigate using hand motions.

- The suitability of the specific interaction techniques depends on the context of use. For example, for time-sensitive tasks, efficiency may be the key metric and, thus, HandGazeTouch may be the most suited of the three techniques. Similarly, for precision tasks, accuracy may be more important, making HandTouch the best method in such contexts. On the other hand, for tasks that involve frequent and prolonged usage, the naturalness and pleasantness provided by both HandTouch and HandGazeTouch may be key. Our results suggest that it may be best to provide users with the flexibility to choose the interaction technique depending on the specific context of use.
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Kinaesthetic interaction using force-feedback devices is promising in virtual reality. However, the devices are currently not suitable for interactions within large virtual spaces because of their limited workspace. We developed a novel gaze-based kinaesthetic interface that employs the user’s gaze to relocate the device workspace. The workspace switches to a new location when the user pulls the mechanical arm of the device to its reset position and gazes at the new target. This design enables the robust relocating of device workspace, thus achieving an infinite interaction space, and simultaneously maintains a flexible hand-based kinaesthetic exploration. We compared the new interface with the scaling-based traditional interface in an experiment involving softness and smoothness discrimination. Our results showed that the gaze-based interface performs better than the traditional interface, in terms of efficiency and kinaesthetic perception. It improves the user experience for kinaesthetic interaction in virtual reality without increasing eye strain.
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• The study proposed a new gaze-enhanced kinaesthetic interface which employs the user’s gaze as an input to relocate the workspace of the force-feedback device, for kinaesthetic interaction within a large virtual reality environment.
• The new interface addressed the limitations associated with using the force-feedback device and avoided the issues on usability and applicability existed in the previous gaze-based kinaesthetic interface.
• The study compared the proposed interface with the scaling-based traditional interface in an experiment involving softness and smoothness discrimination and demonstrated its better performances in terms of interaction efficiency, kinaesthetic perception accuracy and user experience.
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1. INTRODUCTION

Virtual reality (VR) is becoming increasingly popular in applications such as entertainment (Bates, 1992), professional training (Aggarwal et al., 2006), telepresence, product design, manufacturing (Mujber et al., 2004) and e-commerce. The existing interactions in VR primarily rely on our visual and auditory senses. One of the fundamental ways in which we perceive our physical world is by touch. However, the ability to touch virtual objects, to perceive their geometry, texture and softness, is still difficult in the virtual world.

Kinaesthetic interaction as a form of human–computer interaction (HCI) enables realistic bidirectional touch behaviours. It enables natural hand motions as the kinaesthetic input and simultaneously allows users to perceive touch feeling (Saddik et al., 2011). Multiple existing devices can be used for implementing kinaesthetic interaction in the virtual world, namely ungrounded kinaesthetic pens (Kamuro et al., 2011), wearable haptic gloves (HaptX, 2019; CyberGlove, 2019) and grounded force-feedback devices such as Geomagic Touch (3D Systems, 2019) and Novint Falcon (NOVINT, 2019).

Using grounded force-feedback devices is a promising kinaesthetic interaction setup, because these devices can enable a realistic touch interaction without the need for complex body augmentation. Force-feedback devices (e.g. Geomagic Touch)
typically have a mechanical arm with three or six degrees of freedom (Massie and Salisbury, 1994). By holding the arm, the user can use hand motions as the kinaesthetic input for haptic exploration. Further, the device transfers the generated force as the kinaesthetic output to the hand for simulating the feeling of touch.

Using grounded force-feedback devices in VR has two challenges. First, the length of the mechanical arm in these devices limits the interaction space, making it difficult to explore a large VR environment. The common method to avoid this challenge is to use scaling of movement, also called control-display gain (Argelaguet and Andújar, 2013), where a small movement of the mechanical arm results in a large movement of the touch point in the virtual space. This solution helps to explore a large virtual space at the cost of reduced user control (Conti and Khatib, 2005; Dominjon et al., 2005). Second, prolonged interaction can lead to hand fatigue (Hamam and Saddik, 2015). Hand fatigue negatively affects user performance and experience for kinaesthetic interaction (Allen and Proske, 2006; Cortes et al., 2013).

Eye tracking is an emerging hands-free input mechanism for HCI. Numerous studies have demonstrated the feasibility of gaze as an input in various HCI scenarios. For example, gaze can enable easy object pointing and selection (Zhai et al., 1999; Pfeuffer et al., 2017; Nukarinen et al., 2018). Further, the gaze input can assist the interaction with a desktop computer (Kumar et al., 2007), mobile devices (Rantala et al., 2017) and wearables, such as smart glasses (Akkil et al., 2016) and smartwatches (Akkil et al., 2015). Currently, gaze tracking is gaining mainstream significance, and numerous augmented reality and VR devices, such as HTC Vive Pro Eye (HTC Vive, 2019), Microsoft HoloLens 2 (Microsoft, 2019) and Magic Leap (MagicLeap, 2019), include built-in sensors that can track the user’s gaze.

Using the gaze as a complementary input mechanism has been proposed to improve the current kinaesthetic interfaces. Tracking the user’s gaze has been shown to be a reliable way to determine the touch position in a virtual environment (Cheng et al., 2017). Li et al. (2019) directly used the gaze point to determine the point of interaction, and the touch operation was performed by moving the mechanical arm of the force-feedback device along the z-axis. The proposed interface, HandGazeTouch, enables fast point-and-touch interactions on a 2D computer screen.

The approach of directly using the gaze point as the point of interaction has several limitations. First, many of our everyday kinaesthetic explorations involve various hand motions other than the simple point-and-touch interactions. For example, when we want to identify the texture and geometry of an object, we commonly slide our fingers back and forth on the surface or along the edges of the object. These behaviours are difficult to perform using the HandGazeTouch. Second, this interface requires a consistent use of gaze as the input during kinaesthetic exploration, thus limiting the user’s freedom of allocation of visual attention when interacting with an object. Third, as this interaction technique requires an explicit intentional use of gaze for pointing, prolonged interactions can lead to eye strain (Li et al., 2019).

In this study, we present gaze-switching workspace (GSW), a new kinaesthetic interface combining the eye gaze with hand motions as the input to address the challenges of using force-feedback devices for VR interactions. The GSW interface uses gaze as a complementary modality to switch the device workspace. When the user pulls the mechanical arm of the device to its reset position (i.e. no longer in contact with any virtual object) and gazes at a new target for a predefined period of time, the device workspace is relocated and locked to the target object. The user can then employ hand motions along the x-, y- and z-axes to control the haptic interaction point (HIP) within the workspace to explore the target.

This gaze-based design infinitely increases the interaction space using the force-feedback devices, potentially relieves hand fatigue, reduces the intentional use of eye gaze and enables natural hand motions for complex kinaesthetic tasks (e.g. for perceiving the shape, texture and material of the virtual object). Figure 1 shows the GSW interaction and an example application.

To evaluate the usability of the GSW interface, we conducted an experimental study comparing the new interface with the traditional interface that employs scaling of hand motions as the baseline. The focus of the study was to understand how the GSW interface compares against the traditional kinaesthetic interface in two different types of kinaesthetic tasks (softness and smoothness discrimination) that inherently involve distinct hand movement patterns. We evaluated the two interfaces based on interaction efficiency, accuracy of kinaesthetic perception and user experience.

This study is novel in the following ways. We present a new gaze-enhanced kinaesthetic interface that addresses the problems of using the force-feedback device without the limitations existed in the previous work (Li et al., 2019). To our knowledge, this study is the first on the gaze-based kinaesthetic interaction for VR. Moreover, the evaluation is based on an experiment involving both softness and smoothness perception. Softness and smoothness are two important material properties that highly affect our daily kinaesthetic tasks.

The rest of the paper is organized as follows. We first present the relevant previous works. We then describe the design of the gaze-based kinaesthetic interface and the experimental method, followed by the results and discussion.

2. BACKGROUND

2.1. Existing kinaesthetic interfaces for HCI

To provide kinaesthetic feedback to the user, different kinaesthetic hardware have been developed in the past few decades. The kinaesthetic pen (Kamuro et al., 2011) is an ungrounded...
device that can provide sensations on the user’s fingers for simulating the touch feeling with 3D models. However, the force feedback generated by the built-in springs and motors is limited. Haptic gloves use an exoskeleton to provide kinesthetic feedback on the palmar surface of the hand based on, for example, hydraulic systems (Zubrycki and Granosić, 2017; HaptX, 2019) or electro-mechanical systems (Hinchet et al., 2018; CyberGlove, 2019). They normally provide a limited force or require complex and often bulky hardware.

One of the most popular kinesthetic interfaces is the grounded force-feedback devices. These devices enable natural hand motions as the kinesthetic input and thus provide a flexible desktop-based kinesthetic user interface for different application scenarios. More importantly, they can generate realistic forces with a high resolution (up to 1 kHz) (Massie and Salisbury, 1994). This study employed a force-feedback device as the kinesthetic interface and augmented it with eye gaze to interact with virtual objects.

### 2.2 Limitations of grounded force-feedback devices

Kinaesthetically exploring a large virtual environment using the current force-feedback devices is challenging because of the small device workspace (Fischer and Vance, 2003; Conti and Khatib, 2005; Dominjon et al., 2005). A manual clutching technique (Johnsen and Corliss, 1971) was first proposed to address this issue. The user employs the device button on the mechanical arm to declutch the HIP and manually moves the mechanical arm back to the centre position of the device workspace when the workspace limit has been reached. However, this manual method is not practical for kinesthetic interaction within a large virtual space because of the multiple re-clutching process required to reach a distant target.

Currently, the common solution is to use scaling: to translate a small movement of the mechanical arm to cause a large movement of the HIP in the virtual space (Fischer and Vance, 2003; Argelaguet and Andújar, 2013).

For example, Conti and Khatib (2005) proposed the Workspace Drift Controller, which adopts a similar principle of clutching. The technique progressively centres the device workspace during the interaction and uses the scaling method in the movement across the large virtual space. The Bubble, proposed by Dominjon et al. (2005), utilizes a sphere around the HIP and adjusts the movement speed by scaling based on the relative positions of the HIP and the sphere.

Although scaling the hand motions is practical and easy to implement, it introduces new limitations. First, using the scaling method leads to the mismatch between hand motions and HIP movements, which may negatively affect the user control of the HIP and thus the kinesthetic task performance. Another limitation of the current kinesthetic interfaces is hand fatigue. Previous studies have noted that using the current-generation force-feedback device is usually uncomfortable and could cause hand fatigue, because of the repeated hand movements involved (Ott et al., 2005; Hamam and Saddik, 2015). Hand fatigue not only affects the user experience but also negatively affects user performance in spatial positioning and haptic manipulation (Allen and Proske, 2006; Cortes et al., 2013). Therefore, reducing user fatigue is necessary in the design of kinesthetic interfaces.

In this study, we present a novel approach to extend the interaction space by using eye gaze to select the location of the workspace instead of relying on scaling hand motions. The new interface has the potential to reduce the hand fatigue associated with kinesthetic interaction.

### 2.3 Gaze interaction in HCI

Gaze modality has been used previously as an input channel in numerous HCI scenarios. For example, Zhai et al. (1999) combined gaze with the mouse input to improve the efficiency
of pointing and to reduce physical effort and fatigue. Majaranta and Räihä (2002) proposed the use of eye gaze to type words on the screen instead of using a physical keyboard. Kumar et al. (2007) developed EyePoint, an interaction technique that uses the eyes to point and keypress to select for everyday computer usage.

The VR environment provides a large and even infinite interaction space, and gaze has been considered as an efficient input for selecting objects (Tanriverdi and Jacob, 2000; Pfeuffer et al., 2017; Nukarinen et al., 2018). Tanriverdi and Jacob (2000) examined the use of eye gaze to point at objects in a VR environment. Their results showed the strengths of gaze-based selection in terms of interaction efficiency, especially for distant objects. Pfeuffer et al. (2017) developed Gaze + pinch, an interaction method for manipulating objects in a VR environment, by using gaze to select the object and hand gestures to manipulate it. Nukarinen et al. (2018) investigated the combination of gaze and button press from a handheld controller to select objects in VR. The participants perceived the interaction technique as fast, natural and hands-free.

Previous studies have demonstrated the feasibility and value of eye gaze as an input mechanism in VR. In this study, we extend the use of gaze input to the context of VR kinaesthetic interaction.

2.4. Haptic interaction with gaze as the input modality

Haptic interaction in HCI can be categorized into tactile interaction and kinaesthetic interaction (Saddik et al., 2011). Tactile interaction focuses on cutaneous sensation, whereas kinaesthetic interaction focuses on movement-based sensations originating from the muscles, tendons and joints.

For tactile interaction with tactile input devices, Stellmach and Dachselt (2012) proposed Look and Touch, which combines gaze with hand motions on the touchscreen as the input. Eye gaze was used for coarse pointing at the target, and fine selection was done by hand touching. The Gaze-touch developed by Pfeuffer et al. (2014) adopts gaze to control the movement of the cursor and combines it with hand motions on touchscreen for object manipulation. Their subsequent work, Gaze-shifting (Pfeuffer et al., 2015), achieved a natural switching mechanism for the functions of gaze for Gaze-touch. In terms of tactile output, studies have noted that vibrotactile feedback is feasible and beneficial for gaze-based interaction (e.g. Rantala et al., 2017).

In kinaesthetic interaction using the grounded force-feedback devices, previous studies have explored the use of gaze to augment kinaesthetic interaction, for example, to enhance safety in robotic surgery (Mylonas et al., 2010) or foster a remote haptic collaboration (Leff et al., 2015). Li et al. (2019) designed a gaze-based kinaesthetic interface to address the limited workspace. In their design, the HIP movement is controlled simultaneously by eye gaze (along the x- and y-axes) and hand movement (along the z-axis). The proposed interface supports fast point (using the gaze) and touch (using the hand-based input) interactions for softness detection. Other touch behaviours, such as feeling the texture and shape of an object, requires a complex HIP movement along the x- and y-axes and thus the accurate control of eye gaze. However, the human eye is primarily a perceptual organ. The fine control of eye movement is physiologically difficult and even impossible to perform.

The present work can be considered an extension of Li et al.’s (2019) study. We propose a new design for gaze-based kinaesthetic interaction that uses eye gaze for switching the device workspace and maintains the hand motions as the input for flexible kinaesthetic explorations.

3. METHOD

3.1. Design of the prototype system

In the development of the prototype system for the GSW kinaesthetic interface, an eye tracker is used to detect the user’s current point of gaze. When the user needs to touch a distant object, he simply pulls the mechanical arm backward to its reset position and gaze at the target area for 500 ms (i.e. as the time interval between two continuous gaze points is fixed, the 500 ms dwell duration was implemented by judging whether there is enough number of gaze points continuously located on the model with an accumulated time of 500 ms). The centre of the workspace then switches to the centre of the target object and remains locked at the target until the user repeats this process. This two-step approach allows for the fast relocating of the device workspace and ensures that no accidental switches will occur during the kinaesthetic exploration due to wandering eyes. Thus, the user has visual freedom to gaze at other objects while interacting with an object.

When the workspace switches to a new object, the position of the user’s viewpoint and the size of the workspace, 16 cm × 12 cm × 12 cm (3D Systems, 2019), remain unchanged. The user notices the workspace switch by observing that the HIP has moved to the object. Then, the user can control the HIP along the x-, y- and z-axes by hand motions to explore the object.

The implementation of the traditional kinaesthetic interface adopts the scaling method to increase the size of the workspace. The selected scaling factor is 4, that is, a 1-cm physical movement of the mechanical arm results in a 4-cm movement of the HIP along the x-, y- and z-axes, thus increasing the size of the device workspace in the virtual environment by 4 times (i.e. 64 cm × 48 cm × 48 cm). The scaling function is available in the haptic plugin of Unity, the development software used in the study. The interaction processes using two kinaesthetic interfaces are shown in Fig. 2.

For both interfaces, the VR headset is used as the visual display, and the kinaesthetic feedback is transferred to the hand through the mechanical arm of the force-feedback device.
3.2. Design of the experiment

We designed a within-subject experiment in a controlled laboratory setting to compare the two kinaesthetic interfaces. The experimental task for the participant was to touch and compare two square models with different softness or smoothness characteristics. The widths of the models were the same (8 cm × 8 cm, without considering the thickness). After comparing the material properties, the participants were required to decide which one was harder or rougher and to communicate the answer by pressing the corresponding key on the keyboard (left model: A; right model: D). The participants had no visual feedback for the interaction (i.e. no visual deformation occurred when touching and the same material image was used for all models), because the different visual feedback could influence users’ kinaesthetic perception (Samad et al., 2019) and therefore their task performance.

To complete the tasks, the participants had to move the HIP from its resting position to reach the target and to alternately touch the two models to estimate the difference in the material properties. The difficulty to reach the objects was based on the spatial positions of the models. Targets that were far from each other (i.e. their positions along the x- and y-axes) and at a greater depth (i.e. their positions along the z-axis) were likely to be more difficult to reach than those that were close together and at a lower depth. Further, when the difference in material properties was not evident, the participants had to alternate between the targets multiple times to gauge which object was harder or rougher.

The difficulty in reaching the target and in perceiving the difference in the material properties could influence the task performance. Thus, we manipulated the difficulty of reach and the difficulty of perception as the experimental variables.

The difficulty of reaching had two levels: easy and difficult (Fig. 3). The targets that were close to each other (distance: 9 and 24 cm distance measured from centre to centre) and close to the viewpoint (depth: 18 and 27 cm) were classified as easy to reach. The targets that were farther away from each other (distance: 39 and 54 cm) and farther away from the viewpoint
(depth: 36 and 45 cm) were classified as difficult to reach. Thus, based on the distance and depth values as well as the size of the models, the required size of the experimental space was at least 62 cm × 45 cm × 45 cm.

Similarly, the difficulty of perception had two levels: easy and difficult. For the easy level, the softness or smoothness differences between the two models were large and were thus relatively easy for the participants to identify. By contrast, for the difficult level, the differences were small, and identifying the harder or rougher model was more difficult.

The softness and smoothness of each model were implemented separately by the linear spring law ($F = kx$), where $k$ is the stiffness coefficient and $x$ is the penetration depth of the HIP, and by the kinetic friction ($F' = \mu F_n$), where $\mu$ is the friction coefficient and $F_n = mg$, the normal force value. Two haptic features were integrated in the haptic plugin of Unity.

We manipulated the softness and smoothness degrees by changing the stiffness coefficient ($k$) within the range of (0.11–0.18) and the friction coefficient ($\mu$) within the range of (0.11–0.18). The difference in the stiffness coefficient ($\Delta k$) and the difference in the friction coefficient ($\Delta \mu$) between two models had six possible values ($\Delta k: 0.01–0.06$ in steps of 0.01; $\Delta \mu: 0.02–0.07$ in steps of 0.01). Table 1 presents the details of the difficulty levels of perception.

There were 24 trials for each task using each kinaesthetic interface. The reaching levels were repeated six times in the experiment (4 levels × 6 times = 24 trials), and the perception difficulty levels were repeated four times (6 levels × 4 times = 24 trials). For each trial, the reaching and perception levels were independent and randomly selected from a list of possible values (the selected values were removed from the lists after each selection). Each participant was asked to perform the softness and smoothness tasks using the two interfaces. Thus, each participant completed four rounds of the task (2 tasks × 2 interfaces = 4 task groups), resulting in a total of 96 trials in the experiment.

### Table 1. Difficulty of perception for the softness and smoothness tasks.

<table>
<thead>
<tr>
<th>Softness task</th>
<th>Smoothness task</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difficult to perceive</td>
<td>$\Delta k: 0.01$</td>
</tr>
<tr>
<td>$k_1$: 0.20</td>
<td>$\mu_1$: 0.135</td>
</tr>
<tr>
<td>$k_2$: 0.21</td>
<td>$\mu_2$: 0.155</td>
</tr>
<tr>
<td>$\Delta k: 0.02$</td>
<td>$\Delta \mu: 0.03$</td>
</tr>
<tr>
<td>$k_1$: 0.195</td>
<td>$\mu_1$: 0.13</td>
</tr>
<tr>
<td>$k_2$: 0.215</td>
<td>$\mu_2$: 0.16</td>
</tr>
<tr>
<td>$\Delta k: 0.03$</td>
<td>$\Delta \mu: 0.04$</td>
</tr>
<tr>
<td>$k_1$: 0.19</td>
<td>$\mu_1$: 0.125</td>
</tr>
<tr>
<td>$k_2$: 0.22</td>
<td>$\mu_2$: 0.165</td>
</tr>
<tr>
<td>Easy to perceive</td>
<td>$\Delta k: 0.04$</td>
</tr>
<tr>
<td>$k_1$: 0.185</td>
<td>$\mu_1$: 0.12</td>
</tr>
<tr>
<td>$k_2$: 0.225</td>
<td>$\mu_2$: 0.17</td>
</tr>
<tr>
<td>$\Delta k: 0.05$</td>
<td>$\Delta \mu: 0.06$</td>
</tr>
<tr>
<td>$k_1$: 0.18</td>
<td>$\mu_1$: 0.115</td>
</tr>
<tr>
<td>$k_2$: 0.23</td>
<td>$\mu_2$: 0.175</td>
</tr>
<tr>
<td>$\Delta k: 0.06$</td>
<td>$\Delta \mu: 0.07$</td>
</tr>
<tr>
<td>$k_1$: 0.175</td>
<td>$\mu_1$: 0.11</td>
</tr>
<tr>
<td>$k_2$: 0.235</td>
<td>$\mu_2$: 0.18</td>
</tr>
</tbody>
</table>

### Table 2. Statements in the questionnaire.

<table>
<thead>
<tr>
<th>Statements</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>This interaction technique is mentally easy to use.</td>
</tr>
<tr>
<td>S2</td>
<td>This interaction technique does not make my hand tired.</td>
</tr>
<tr>
<td>S3</td>
<td>This interaction technique does not make my eyes tired.</td>
</tr>
<tr>
<td>S4</td>
<td>This interaction technique is natural to use.</td>
</tr>
<tr>
<td>S5</td>
<td>This interaction technique is pleasant.</td>
</tr>
</tbody>
</table>

The prototype system recorded the task completion time and the users’ answer for each trial as the objective data. Further, we used a seven-point Likert scale questionnaire to record the perceived mental effort, the hand and eye fatigue, and the naturalness and pleasantness of using the interfaces as the subjective data. The questionnaire was motivated by the NASA task load index questions (Hart and Staveland, 1988) to assess the users’ subjective feelings. Table 2 presents the statements in the questionnaire.

### 3.3. Pilot study

Before the experiment, a pilot study was conducted with four participants who had previous experience in gaze or haptic interaction. The purpose of the pilot study was to identify the suitable parameters for the system.

- The size of the models (8 cm × 8 cm) was chosen, so that the users could smoothly perform the touch activities. The selected size was also large enough for the robust model selection by gaze, without the accuracy and precision of gaze tracking affecting the interaction, especially for the tasks in which the model was at a large depth.
- The distance and depth values for the two levels of the reaching difficulty were also chosen. As the spatial positions of objects could be various, we simply placed...
the two models at the same depth and manipulated their depth and the distance between them to design the variable of the reaching difficulty. Two levels (easy and difficult) could sufficiently represent the increasing difficulty in reaching distant objects.

- The values for the softness and smoothness differences between the models were selected based on human touch perception and the sensitivity of the force-feedback device. The high difficulty levels were selected to make them perceivable by the participants but with a more focused comparison.
- The scaling factor (4) for the traditional interface was chosen based on the original workspace size of the force-feedback device and the required virtual space size for the experimental tasks. Thus, the device workspace of the traditional interface (64 cm × 48 cm × 48 cm) could cover the experimental virtual space (62 cm × 45 cm × 45 cm), allowing the users to reach any spatial points required by the experimental tasks.
- We used the raw gaze data returned by the tracker without any additional filtering. Further, the dwell time for the workspace switching was selected as 500 ms. As the interaction involved two steps (i.e. moving the mechanical arm to its reset position and then dwelling), it was robust against unintentional activation. Thus, a short dwell time was selected to increase the feeling of responsiveness of the system and to avoid unnatural long staring while still enabling user control of the gaze-based activations.

4. EXPERIMENT

4.1. Apparatus

We used an MSI GS63VR 7RF Stealth Pro Windows 10 laptop with an Intel i7-7700HQ processor, GeForce GTX 1060 graphics card, and 16 GB of RAM as the host computer. A Geomagic Touch X (3D Systems, 2019) was utilized as the force-feedback device, and an HTC Vive VR headset (HTC Vive, 2019) with an integrated Tobii eye tracker (Tobii, 2019) was used as the display. The headphones on the VR headset were utilized to block out noise, and a keyboard was employed for the participants to record their answers. The test environment is illustrated in Fig. 4.

The experimental development software was Unity with SteamVR, Tobii SDK and haptic plugin for Geomagic OpenHaptics. The haptic plugin was used to connect the force-feedback device with Unity and to control the haptic...
properties of the virtual objects. The Tobii SDK was used for eye tracking.

4.2. Participants
We recruited 32 participants (21 women and 11 men) from the local university community aged between 19 and 40 years ($M = 24.6$, $SD = 4.30$). Thirteen participants had normal vision, and the others had corrected vision. Four participants reported they were left-handed, and the others were right-handed. Nine participants had used a similar VR headset one to two times, but none had previous eye-tracking experience. Two participants had used a similar force-feedback device on a 2D display once as a part of coursework. According to the self-reports, all participants had normal touch sensitivity.

4.3. Procedure
We first introduced the study and the equipment to the participants. All the participants signed an informed consent form and filled out the background questionnaire.

Each participant was assigned four task groups, and the order of the task groups was counterbalanced. For each task group, the participants were informed about the task type and introduced to the kinaesthetic interface. They had up to 5 min to familiarize themselves with use of the interface.

Before the experiment started, the eye tracker was calibrated using a five-point calibration system integrated with the Tobii SDK. For both interfaces, the participants used their dominant hand to hold the mechanical arm of the force-feedback device. The mechanical arm was positioned at its maximum distance from the device at the beginning. The participants sat comfortably on the chair and could rest their arm on the table while holding the force-feedback device.

The participants were instructed to complete each experimental trial as accurately and quickly as they could. We did not provide any feedback regarding the task performance. During the experiment, the participants could alternate between touching the two models as many times as they wanted, to identify the difference in softness or smoothness. After the comparison, they moved the mechanical arm back to the start position and used their non-dominant hand to press the corresponding key on the keyboard to record their answer. The prototype system then automatically moved to the next trial. After completing one task group with 24 trials, the participants had a 5-min break before the start of the next task group.

As the level of sound produced by the force-feedback device could indicate the amplitude of the force, constant white noise (fuzzy sound) was played to the participants through the headphones of the VR headset.

5. RESULTS
For simplicity, the results of the softness and smoothness discrimination tasks were analysed separately. We first conducted the Shapiro–Wilk normality test for the data. In each experimental task, the result showed that the task completion times and the task errors were not normally distributed (all $P < .001$). Therefore, we analysed the completion times and task errors separately using a $2 \times 2 \times 2$ (interfaces $\times$ difficulty levels of reaching $\times$ difficulty levels of perception) aligned rank transform (ART) repeated-measures non-parametric analysis of variance (ANOVA) (Wobbrock et al., 2011) for the softness and smoothness tasks, respectively. The post hoc analysis relied on the Wilcoxon signed-rank test. We used the Holm-modified Bonferroni correction (Holm, 1979) to control the family-wise type 1 error for interaction effects.

In the experiment, each participant was given 24 trials in each task group. We used the mean time to evaluate the interaction efficiency and the total number of errors of each task group to analyse the perception accuracy.

5.1. Softness discrimination task
Table 3 shows the results of the ART ANOVA on the task completion times and the errors for the softness task. As expected, the reaching difficulty and the perception difficulty statistically significantly influenced the task completion times and errors. In the following sections, we focus only on the main effect of the interfaces and the more interesting interaction effects.

5.1.1. Interaction efficiency
For the main effect of interfaces, the post hoc analysis using the Wilcoxon signed-rank test showed that the task completion time when using the GSW interface ($M = 12.68$, $SD = 5.41$) was statistically significantly shorter than the time when using the traditional interface ($M = 14.5$, $SD = 5.05$; $Z = −2.749$, $P = .006$).

In addition, a statistically significant interaction effect was found between the interface and the reaching difficulty. Figure 5 shows the task completion time for the two interfaces based on the reaching difficulty.

For the traditional interface, the post hoc analysis showed that the participants spent less time completing the task when the reaching difficulty was low ($M = 13.64$, $SD = 5.89$) than when it was high ($M = 15.37$, $SD = 5.02$; $Z = −2.637$, $P = .016$). By contrast, for the GSW interface, the reach difficulty did not affect the task completion times ($M = 12.64$, $SD = 5.83$ for the low difficulty compared with $M = 12.93$, $SD = 5.34$ for the high difficulty; $Z = −1.272$; $P = .204$).

5.1.2. Kinaesthetic perception accuracy.
During the experiment, the participants committed different numbers of errors in judging the difference in softness while using the two kinaesthetic interfaces. Overall, 402 errors out of the 1536 trials (32 participants $\times$ 48 softness trials = 1536 trials), which yielded an overall error rate of 26.2%, were committed.
TABLE 3. Tests of within-subject effects for the softness task.

<table>
<thead>
<tr>
<th>Sources</th>
<th>Time</th>
<th>F</th>
<th>Sig.</th>
<th>Errors</th>
<th>df</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interfaces (I)</td>
<td>1, 31</td>
<td>10.595</td>
<td>0.003</td>
<td>1, 31</td>
<td>21.68</td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td>Reaching (R)</td>
<td>1, 31</td>
<td>13.44</td>
<td>0.001</td>
<td>1, 31</td>
<td>13.841</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>Perception (P)</td>
<td>1, 31</td>
<td>8.235</td>
<td>0.007</td>
<td>1, 31</td>
<td>60.662</td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td>I and R</td>
<td>1, 31</td>
<td>10.317</td>
<td>0.003</td>
<td>1, 31</td>
<td>12.339</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>I and P</td>
<td>1, 31</td>
<td>0.001</td>
<td>0.972</td>
<td>1, 31</td>
<td>0.818</td>
<td>0.373</td>
<td></td>
</tr>
<tr>
<td>R and P</td>
<td>1, 31</td>
<td>2.044</td>
<td>0.163</td>
<td>1, 31</td>
<td>0.067</td>
<td>0.797</td>
<td></td>
</tr>
<tr>
<td>I, R, and P</td>
<td>1, 31</td>
<td>1.530</td>
<td>0.225</td>
<td>1, 31</td>
<td>2.201</td>
<td>0.148</td>
<td></td>
</tr>
</tbody>
</table>

All significant $P$ values are in bold.

For the main effect of the interfaces, the post hoc analysis demonstrated that the participants using the GSW interface ($M = 5.16$, $SD = 3.02$) made statistically significantly fewer errors than those using the traditional interface ($M = 7.41$, $SD = 2.33$) for the softness task ($Z = -3.52$, $P < .001$).

The interaction effect between the interfaces and the reaching difficulty was statistically significant. The boxplot is shown in Fig. 6. The post hoc analysis demonstrated that the participants using the traditional interface committed fewer errors when the reaching difficulty was low ($M = 2.94$, $SD = 1.50$) than when it was high ($M = 4.47$, $SD = 1.67$; $Z = -3.325$, $P = .001$). However, when using the GSW interface, the difference in the errors based on the reaching difficulty was not statistically significant ($M = 2.5$, $SD = 1.8$ for the high reaching difficulty compared with $M = 2.66$, $SD = 1.66$ for the low reaching difficulty; $Z = -0.65$, $P = .516$).

5.2. Smoothness discrimination task

Table 4 shows all the $P$ values for the task completion times and the errors in the smoothness task based on the interfaces, the reaching and the perception difficulties. We focus on the main effect of the interfaces and the interaction effects in the following sections.

5.2.1. Interaction efficiency.

For the main effect of the interfaces, the post hoc analysis demonstrated that using the GSW interface ($M = 12.78$, $SD = 5.28$) led to a statistically significantly shorter task completion time than using the traditional interface ($M = 14.98$, $SD = 5.50$; $Z = -2.898$, $P = .004$).

Figure 7 shows the boxplot of the task completion times for the statistically significant interaction effect between the interfaces and the perception difficulty. For the traditional interface, no statistically significant difference was found in the task completion time when the smoothness discrimination was easy or difficult ($M = 14.73$, $SD = 5.36$ compared with $M = 15.69$, $SD = 6.43$; $Z = -1.589$, $P = .112$). By contrast, using the GSW interface led to a statistically significantly shorter task completion time when the perception difficulty was low ($M = 11.29$, $SD = 4.08$) than when it was high ($M = 14.63$, $SD = 6.07$; $Z = -4.394$, $P < .001$).
TABLE 4. Tests of within-subject effects for the smoothness task.

<table>
<thead>
<tr>
<th>Sources</th>
<th>Time</th>
<th>Errors</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>df</td>
<td>F</td>
<td>Sig.</td>
<td>df</td>
<td>F</td>
<td>Sig.</td>
</tr>
<tr>
<td>Interfaces (C)</td>
<td>1, 31</td>
<td>7.359</td>
<td>0.011</td>
<td>1, 31</td>
<td>62.309</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Reaching (R)</td>
<td>1, 31</td>
<td>27.597</td>
<td>&lt;.001</td>
<td>1, 31</td>
<td>34.586</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Perception (P)</td>
<td>1, 31</td>
<td>31.39</td>
<td>&lt;.001</td>
<td>1, 31</td>
<td>86.856</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>I and R</td>
<td>1, 31</td>
<td>0.3</td>
<td>0.588</td>
<td>1, 31</td>
<td>32.809</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>I and P</td>
<td>1, 31</td>
<td>7.466</td>
<td>0.01</td>
<td>1, 31</td>
<td>4.645</td>
<td>0.039</td>
</tr>
<tr>
<td>R and P</td>
<td>1, 31</td>
<td>0.978</td>
<td>0.33</td>
<td>1, 31</td>
<td>3.052</td>
<td>0.091</td>
</tr>
<tr>
<td>I, R, and P</td>
<td>1, 31</td>
<td>0.521</td>
<td>0.476</td>
<td>1, 31</td>
<td>1.341</td>
<td>0.256</td>
</tr>
</tbody>
</table>

5.2.2. Kinaesthetic perception accuracy.
In the smoothness task, 238 errors out of the 1536 trials, which yielded an overall error rate of 15.5%, were committed. For the main effect of the interfaces, the post hoc analysis demonstrated that the number of errors committed when the participants used the GSW interface ($M = 1.5, SD = 1.5$) was statistically significantly lower than the one committed when the participants used the traditional interface ($M = 5.94, SD = 3.24; Z = -4.743, P < .001$).

Figure 8 shows the boxplot of the task errors based on the interfaces and the reaching difficulty. Using the traditional interface caused fewer errors when the targets were easy to reach ($M = 2.06, SD = 2.11$) than when they were difficult to reach ($M = 4.25, SD = 2.54; Z = -3.895, P < .001$). However, when the participants used the GSW interface, no difference in the task errors was found based on the reaching difficulty (low difficulty: $M = 0.63, SD = 1.01$ compared with high difficulty: $M = 0.88, SD = 1.04; Z = -0.989, P = .323$).

Figure 9 illustrates the boxplot of the task errors based on the interfaces and the perception difficulty. For the traditional interface, the participants committed fewer errors when the perception difficulty was low ($M = 2.5, SD = 2.13$) than when it was high ($M = 3.81, SD = 2.21; Z = -3.347, P = .002$). The results for the GSW interface followed a similar pattern: the participants committed fewer errors when the perception difficulty was low ($M = 0.31, SD = 0.54$) than when it was high ($M = 1.19, SD = 1.33; Z = -3.182, P = .001$).
5.3. Subjective data

The subjective data collected from the questionnaire are shown in Fig. 10. We analysed the data using the Wilcoxon signed-rank test.

For the softness and smoothness tasks:

- Mental effort: the GSW interface was considered mentally easier to use than the traditional interface (softness: \(Z = -3.224, P = .001\) and smoothness: \(Z = -2.909, P = .004\)).
- Hand fatigue: the GSW interface caused less hand fatigue than the traditional interface (softness: \(Z = -3.137, P = .002\) and smoothness: \(Z = -3.166, P = .002\)).
- Eye fatigue: no difference was found between the two kinaesthetic interfaces (softness: \(Z = -0.33, P = .741\) and smoothness: \(Z = -0.502, P = .615\)).
- Naturalness: the GSW interface was considered more natural than the traditional interface for the softness task (softness: \(Z = -2.062, P = .039\), and no difference was found in terms of naturalness for the smoothness task, but the difference approached statistical significance (\(Z = -1.952, P = .051\)).
- Pleasantness: the GSW interface was considered more pleasant than the traditional interface (softness: \(Z = -3.256, P = .001\) and smoothness: \(Z = -3.095, P = .002\)).

6. DISCUSSION

This study explored the use of eye gaze as an input modality to relocate the workspace of the force-feedback device for VR kinaesthetic interaction. This new design enabled a flexible and robust kinaesthetic exploration within a large virtual space. There were two types of kinaesthetic interaction tasks in the experiment: softness and smoothness discrimination. Softness and smoothness discrimination inherently involve different patterns and complexities of the HIP movement. The study results showed that the GSW interface has benefits for both kinaesthetic tasks. In this section, we discuss our results related to the state of the art.

6.1. Softness discrimination task

The softness discrimination task was characterized by multiple point-and-tap interactions with the objects, by alternating between them several times. Our results showed that the GSW interface generally enabled a shorter task completion time and a better kinaesthetic perception compared with the traditional interface.

6.1.1. Interaction efficiency.

The interaction efficiency of two kinaesthetic interfaces was highly influenced by the efficiency to reach the targets because of the type of kinaesthetic interaction the participants performed for softness discrimination. For the traditional interface, the participants took more time to complete the task when the targets were further apart. This was not the case while using the GSW interface.

Using the traditional interface, the participants had to use their hand along the x-, y- and z-axes to reach the targets which required more time when the distances were larger (Sallnäs and Zhai, 2003). Further, researchers have noted that the visual size of an object affects the motor speed in reaching the object (Berthier et al., 1996). In VR interactions, the visual size of the target object (the size along the x- and y-axes from the viewpoint of the user) is directly related to its position along the z-axis. For example, when the reaching difficulty was high, the targets were further away from the viewpoint of the participant and thus, appeared smaller. The small visual size of the object could have negatively affected the reaching speed by the hand motions. Our results support the previous results of Sallnäs and Zhai (2003) and Berthier et al. (1996) regarding the effects of the distances to the objects and their visual sizes on the reaching speed, which led to the lower efficiency while using the traditional interface.

Conversely, using the GSW interface, participants traversed the virtual space by employing saccadic eye movements that typically last 30–120 ms (Jacob, 1995). This approach eliminated the need for explicit hand motions to reach targets. Eye gaze has been found to be a fast input mechanism for reaching an object in different HCI contexts (Zhai et al., 1999; Majaranta and Räihä, 2002; Kumar et al., 2007), including kinaesthetic
interaction (Li et al., 2019) which uses the gaze point as the touch point. In this study, we used the gaze to select the object for relocating the device workspace. Schuetz et al. (2019) noted that gaze as a selection method is less influenced by the distance between the targets and more influenced by the size of the targets. They suggested that a visual size of above 3 degrees for gaze-based selection could ensure a near-constant selection time, regardless of the distance between the targets. In our case, the smallest visual size of the target (real size: 8 cm) at the highest depth (45 cm) appeared approximately 10 degrees ($2 \times \arctan (8/(45 \times 2)) \approx 10$) in the visual angle. This likely explains why the reach difficulty had no influence on the task completion times and thus the increased interaction efficiency using the GSW interface.

6.1.2. Kinaesthetic perception accuracy.
In the experiment, the participants were asked to identify the harder model after comparing the two models. The difference in the number of errors committed by the participants indicates the difference in kinaesthetic perception by our somatosensory system enabled by the two interfaces. The results suggest that the kinaesthetic cues generated from the GSW interface are easier or clearer to interpret with the somatosensory system than those from the traditional interface.

Interestingly, the reaching difficulty differentially influenced the perception accuracy using two interfaces (Fig. 6). The reaching difficulty did not have a statistically significant effect on the number of errors for the GSW interface. However, for the traditional interface, the participants committed more errors when the objects were difficult to reach than when they were easy to reach.

This phenomenon while using the traditional interface has two potential explanations. First, when the objects were difficult to reach, participants had to perform a strenuous hand motion to control the HIP during the exploration (especially with the scaling on the hand motions). This strenuous hand motion could have interfered with hand ability to perceive subtle differences in the material properties, a phenomenon that is widely known as tactile suppression (Williams and Chapman, 2002; Chapman and Tremblay, 2015; Juravle et al., 2017). Tactile suppression indicates that our somatosensory system naturally suppresses haptic perceptual sensitivity under motor commands (Chapman and Tremblay, 2015). It could explain the higher number of errors committed using the traditional interface when the targets were difficult to reach. A second plausible, although unlikely, explanation could be the effect of haptic memory. When the material properties of two objects are sequentially compared, an increased amount of time between the comparisons could lead to the fading of the haptic representation of the first stimulus in the memory. Previous studies showed that the memory of the haptic representation of an object is short-lived, up to 2 s (Shih et al., 2009) or even 5 s (Metzger and Drewing, 2019). However, in the present case, the time to alternate between targets was much smaller (<1 s) and was unlikely to have had a significant effect.

In comparison, our results showed that the kinaesthetic perception accuracy was not affected by the reaching difficulty while using the GSW interface. Using the GSW interface enabled participants to quickly switch between the target objects without the need for strenuous hand motions, and to easily control the HIP for fine point-and-tap interactions. Similar to the HandGazeTouch (Li et al., 2019), the GSW interface maintained a high accuracy in softness perception.

In sum, our results indicate that the GSW interface is a better interaction technique than the traditional interface for VR applications involving perceiving softness in terms of both efficiency and accuracy of perception.

6.2. Smoothness discrimination task
The smoothness discrimination tasks required the participants to switch between the target objects and were characterized by long kinaesthetic interactions with the objects using complex gestures (e.g. sliding back and forth or making a circular motion with the HIP). These touch behaviours are physiologically difficult to perform by eye gaze using the HandGazeTouch (Li et al., 2019). However, our results showed that the GSW interface is suitable for the smoothness discrimination task. In the following, we discuss the results of the smoothness task using the GSW interface and the traditional interface.

6.2.1. Interaction efficiency.
For the smoothness discrimination task, the GSW interface was also faster than the traditional interface. However, this improved efficiency cannot be fully attributed to the faster reaching of the target enabled by gaze. In fact, the effect of the reaching difficulty did not differentially affect the task completion times for the two interfaces, shown in our results (i.e. no statistically significant interaction effect). Perceiving the smoothness of an object requires complex kinaesthetic interactions on the models, in contrast to the simple point-and-tap style interaction required to detect softness. Thus, the time required to reach the object is likely only a small part of the overall task completion time for the smoothness task.

Another possible reason for the improved overall efficiency of the GSW interface in the smoothness discrimination task could be the improved user control of the HIP. An important difference between the GSW interface and the traditional interface is the different scaling factor applied to the hand motions. As the GSW interface enables effortless relocation of the device workspace using the user’s gaze, it overcomes the need for applying scaling on the hand motion to reach distant objects. The HIP movement matches with the hand movement, that is, a 1-cm movement of the mechanical arm moved the HIP by the same amount. By contrast, in the case of the traditional interface, scaling of hand motions must be applied (gain = 4) because of its inherently limited workspace. Consequently, a
1-cm movement of the mechanical arm resulted in four times the amount of movement of the HIP.

The greater control of the HIP using the GSW interface, compared with the traditional interface, could have enabled a more flexible and finer kinaesthetic exploration. With such a kinaesthetic exploration, a better haptic perception could be achieved (Lederman and Klatzy, 1987). Using the GSW interface, the participants could perform flexible hand motions to efficiently detect smoothness. The benefit in the interaction efficiency was more evident in tasks that were easy to perceive (Fig. 7).

### 6.2.2. Kinaesthetic perception accuracy.

Similar to the softness discrimination task, the reaching difficulty modulated the accuracy of the task performance for the traditional interface in the smoothness discrimination task (Fig. 8). Again, this could be attributed to the phenomenon of tactile suppression (Chapman and Tremblay, 2015). Conversely, the perception accuracy in the smoothness task using the GSW interface was unaffected by the difficulty of reaching the target.

Another difference between the GSW interface and the traditional interface was evident in the tasks in which the smoothness differences were difficult to perceive. Using the traditional interface, the range of the hand motion to detect the smoothness kinaesthetic cues (i.e. by sliding motions along the x- and y-axes) was limited by the size of the object and, more importantly, by the scaling applied. Thus, the traditional interface was practically not conducive for fine-level kinaesthetic explorations that were required for smoothness discrimination. This could have further led to more errors while using the traditional interface for the smoothness task with the high perception difficulty (Fig. 9). By contrast, the number of errors committed using the GSW interface was only marginally higher when the perception difficulty was high than when the perception difficulty was low.

### 6.3. User experience

This study compared two kinaesthetic interfaces in terms of a subset of user experience factors, such as perceived mental effort, hand and eye fatigue, and the naturalness and pleasantness of the interaction. Overall, the GSW interface was perceived to cause less mental effort and hand fatigue and considered to be more natural and pleasant to use (Fig. 10).

Multiple factors could have contributed to the improved rating of the GSW interface compared with the traditional interface. The GSW interface reduced the extent of the hand motion required to move between the target objects and thus led to less strain on the hands. Further, the GSW interface enabled the better control of the HIP and allowed a more realistic, natural and fine-level kinaesthetic exploration.

The participants did not report increased eye strain while using the GSW interface. Typically, performing unnatural eye movements, for example, long unnatural staring at objects (Majaranta et al., 2009) or unnatural gaze gestures (Chitty, 2013), can cause eye strain for novice users. The design of the GSW interface leverages the natural hand-eye coordination that exists in everyday physical tasks without the need for explicit unnatural eye movements.

At a general level, it is interesting to compare HandGazeTouch (Li et al., 2019) with this current work. Table 5 summarizes the differences between the two interfaces. Clearly, both the interaction techniques have their own advantages. HandGazeTouch can lead to a simplified mechanical design of the force-feedback device because the physical motion of the mechanical arm is required only along the z-axis. However, the GSW interface is better suited for flexible and user-friendly kinaesthetic explorations.

### 6.4. Limitations and future work

This study has several limitations. First, the experimental scenario for examining the two kinaesthetic interfaces was simple. The models were large, flat in shape and unblocked in terms of visibility. The relatively large size enabled the easy selection with the eyes, and gaze data quality had little effect on our results. It is likely that when objects are small, placed very deeply or densely distributed, selecting them with the eyes would be highly susceptible to the gaze tracking accuracy and precision. Previous studies have started to address this issue. For example, Mordanbegi et al. (2019) used the depth estimation to resolve target ambiguity (e.g. due to partial occlusion) within a 3D environment and to make gaze selection more robust in complex VR scenarios. Future research is required to understand the use of the GSW interface in complex VR environments and study new methods to make gaze-based selection more robust in such environments.

Second, we examined the GSW interface with relatively small virtual objects compared with the size of the device.
workspace. For very large objects, the current implementation of the GSW interface may be hindered by the limits of the workspace because we always relocate the workspace to the centre of the object. Another possible approach for interacting with very large objects is to design multiple workspace relocation points on the same object based on eye gaze. We propose this idea for the future research.

Third, the study experiment focused on the comparison between the GSW interface and the traditional interface with the fundamental scaling technique that applies the scaling factor on the hand motions for reaching and manipulating objects. Future studies can compare the task performances using the GSW interface with those using the interfaces employing other techniques, such as Workspace Drift Controller (Conti and Khatib, 2005) and Bubble (Dominjon et al., 2005), which applied the scaling factor on the hand motion only for reaching, within the large virtual environment provided by the VR headset.

Fourth, the participants were predominantly young students. The GSW interface is a novel interaction technique that requires a higher level of hand and eye coordination. Older participants are known to have less hand and eye coordination (Ruff and Parker, 1993) and may perform differently while using the GSW interface. Therefore, further research is required to understand the usability of the GSW interface for different participant groups.

Fifth, the force-feedback device we used supported only single-point interactions. For the softness task, using this device is adequate for an accurate softness discrimination (Lamotte, 2000). For the smoothness task, the participants easily completed the experimental task using this interaction method without any practical problems. However, we normally use multi-point touch (e.g. the palmar surfaces of the fingers) to detect the smoothness difference in the physical world. Conceptually, the GSW interface can be applied to multi-point touch interactions. Future research using an advanced force-feedback device is required to examine the effects of a multi-point interaction on the smoothness task while using the GSW interface.

Sixth, this study mainly focused on the virtual space in front of the user. Conceptually, the GSW interface can be applied to kinaesthetic interactions within the 360 degrees of the virtual space presented by the VR headset. Using the GSW interface, the device workspace is locked at the gazing object, and the direction of kinaesthetic input can be adjusted along with the user’s view angle by orienting the workspace. This method makes the kinaesthetic interaction for the extended virtual space around the user possible. Future studies can investigate the performance of the GSW interface for this aspect.

Seventh, the study experiment involved only static objects. Typical VR scenes may have a multitude of moving stimuli (e.g. planets in motion). Interacting with moving objects using the traditional kinaesthetic interface may be particularly difficult. We believe the GSW interface to be well-suited for such interaction tasks because the workspace can remain locked to the object that has current visual attention. Previous research has shown that gaze is particularly suited for selecting moving targets (Shishkin et al., 2018). However, future research is required to understand the cost and benefits of the GSW interface in such scenarios.

7. CONCLUSION

In this study, we presented the GSW interface, a gaze-enhanced kinaesthetic interaction technique for VR. The design of the GSW interface addressed the limited workspace and hand fatigue associated with using a force-feedback device. Eye gaze was used for locating the device workspace while still maintaining hand motions for various kinaesthetic interactions. This design avoided the overuse of the eye gaze and enlarged the applicability of the gaze-based kinaesthetic interface. The results of the experiment showed that the GSW interface is better than the traditional interface in terms of interaction efficiency, perception accuracy and user experience. It could be a compelling choice of interaction technique for future VR kinaesthetic interactions.
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ABSTRACT

Three-dimensional (3D) visualization has been widely used in computer-aided medical diagnosis and planning. To interact with 3D models, current user interfaces in medical systems mainly rely on the traditional 2D interaction techniques by employing a mouse and a 2D display. There are promising haptic virtual reality (VR) interfaces which can enable intuitive and realistic 3D interaction by using VR equipment and haptic devices. However, the practical usability of the haptic VR interfaces in this medical field remains unexplored. In this study, we propose two haptic VR interfaces, a vibrotactile VR interface and a kinesthetic VR interface, for medical marking on 3D models. The vibrotactile VR interface used a head-mounted VR display as the visual output channel and a VR controller with vibrotactile feedback as the manipulation tool. Similarly, the kinesthetic VR interface used a head-mounted VR display as the visual output channel and a kinesthetic force-feedback device as the manipulation tool. We evaluated these two VR interfaces in an experiment involving medical marking on 3D models, by comparing them with the present state-of-the-art 2D interface as the baseline. The results showed that the kinesthetic VR interface performed the best in terms of marking accuracy, whereas the vibrotactile VR interface performed the best in terms of task completion time. Overall, the participants preferred to use the kinesthetic VR interface for the medical task.

1. Introduction

Three-dimensional (3D) visualization has been widely used in many professional fields, such as medicine (Preim and Bartz, 2007), architecture and industrial manufacturing (Bouchlaghem et al., 2005). In medicine, 3D visualizations of the human skeleton, organs and other anatomic structures are implemented based on radiological imaging, such as computed tomography (CT) and magnetic resonance imaging (MRI) scans (Sutton, 1993). 3D visualization technique offers numerous benefits. For example, volumetric medical images can enable medical students to better understand the spatial anatomy of body organs (Silén et al., 2008), improve the accuracy of medical diagnoses (Satava and Robb, 1997) and help surgeons plan and simulate surgical procedures (Gross, 1998).

Highlighting relevant points on volumetric medical images of CT and MRI scans is an important 3D manipulation task performed by medical practitioners in computer-aided medical diagnosis and planning. Medical practitioners manipulate the models (i.e., rotate, pan and zoom) and mark critical points for later inspection, measurement and analysis of skeletal relationships (Kula and Ghoneima, 2018), treatment planning (Harrell, 2007) and as a tool for discussing and developing treatment consensus (Reinschuessel et al., 2019). For example, during cephalometric tracing, medical practitioners select and mark a point on the skeleton model or surrounding soft tissue as a point of reference for operations related to positioning, measurement and orientation. The task difficulty depends on the marking locations and the structure complexity of the virtual models (Medellín-Castillo et al., 2016). The accuracy of the markers directly influences the results of the medical analyses, and thus, the overall quality of the medical services (Lindner et al., 2016).

Despite the recent advances in 3D visualization technology, the tools used to present and interact with these volumetric images have not changed in the field of medicine. A conventional 2D display is still the main visual channel to present volumetric data from CT and MRI scans, which provides the user with a fixed screen-based viewing perspective. Further, it is still a common practice to use a mouse with the rotate-pan-zoom technique to indirectly manipulate 3D models (Jankowski and Hachet, 2013). However, previous studies (Hinckley et al., 1997;...
Bowman et al., 2004) have argued that using the mouse-based interface for 3D manipulation is difficult. Some researchers have investigated the mouse-based rotation techniques to understand their issues for 3D manipulation (Bade et al., 2005). Other researchers have conducted comparative studies to examine the usability of other user interfaces such as the tangible interface (Besançon et al., 2017) and the touchscreen-based interface (Yu et al., 2010). However, these interaction methods either did not exceed the performance of the mouse (Yu et al., 2010) or had a limited application area (Besançon et al., 2017). Following the technical advances in virtual reality (VR), VR equipment (e.g., Oculus Rift (Oculus, 2020) and HTC Vive (VIVE, 2020)) has been developed. A combination of a VR headset and a handheld VR controller can provide the user with an intuitive and immersive interaction environment. In this VR interface, 3D models are presented to the user through the head-mounted display and the models can be manipulated by the user using the VR controller with six degrees of freedom (Oculus, 2020; VIVE, 2020). Compared with the traditional 2D interface, VR devices offer a flexible 3D view based on the position and orientation of the user’s head and allow using 3D hand gestures to manipulate the objects. In addition, the VR controller can provide vibrotactile feedback to the user’s hand and enable tactile interaction. Vibrotactile feedback as an augmentative sensory channel has many medical applications, such as, robot-assisted teleoperation (Peddamatham et al., 2008), minimally invasive surgery (Schoonmaker and Cao, 2006) and rehabilitation medicine (Shing et al., 2003). Because of the flexible viewing perspective and the natural hand-based input, the VR interface has been proposed to use in the field of medicine. For example, it has been employed to interact with skeleton and organ models for anatomy learning (Bahni et al., 2015) and treatment planning (Reinschlässel et al., 2019). Multiple companies have employed it to develop software for medical diagnosis services (e.g., Surgical Theater, 2020; Adesante, 2020). However, the potentially beneficial vibrotactile feedback generated from the VR controller was not used in their interactive VR systems.

Further, force-feedback devices, such as the Geomagic Touch (3D systems, 2020) and the Novint Falcon (Novint, 2020), have been proposed as another beneficial interaction device for medical services (Ribeiro et al., 2016). These devices can support bidirectional kinesthetic exploration. The mechanical arm of the devices not only allows hand-based motions with six degrees of freedom for object manipulation but also transfers the generated kinesthetic feedback to the hand, to simulate the feeling of touch (Massie and Salisbury, 1994). Force-feedback devices have been used with a 2D display for, for example, anatomy education (Kinnison et al., 2009), surgery training (Steinberg et al., 2007; Webster et al., 2004) and medical analysis (Medellin-Castillo et al., 2016). The only study that has combined the force-feedback device with the VR headset, to the best of our knowledge, is the work by Saad et al. (2018). They have technically investigated the feasibility to connect these devices.

We combined a VR headset with a VR controller and a force-feedback device to create haptic VR interfaces which provide the user with a flexible viewing perspective, a natural hand-based input and haptic feedback simultaneously. These VR interfaces can enable intuitive and realistic 3D interaction, thus promising for the tasks involving 3D manipulation (Bowman et al., 2004) such as medical diagnosis and planning tasks. However, the usability of the haptic VR interfaces for these medical tasks, covering effectiveness, efficiency and satisfaction (Issa and Isaias, 2015), has not been explored. Furthermore, these two VR interfaces are based on similar interaction models but employ different interaction devices with different types of haptic feedback. Their difference in usability remains unclear in the context of medical diagnosis and planning. A comparison of two VR interfaces can help better understand the suitability of their interaction methods for 3D manipulation and reveal the effects of different types of haptic feedback for these high-standard medical tasks. More importantly, 2D interaction method using a mouse and a 2D display is still a powerful user interface and dominant in the field of medicine. A comparative study with the 2D interaction technique is necessary to explore the potential of the haptic VR interfaces to improve current medical diagnosis and planning work.

In the present study, we examined the two haptic VR interfaces, the kinesthetic VR interface using a force-feedback device and the vibrotactile VR interface using a VR controller, in an experiment involving medical marking on 3D models. To examine their practical usability, we compared two VR interfaces with the traditional 2D interface that uses a mouse and a 2D display as the baseline. In the experiment, because the structural complexity of the models and the marking locations can influence users’ performance in the medical marking task, we employed three human anatomic structures as the experimental models with two different difficulty levels for the marking positions. To evaluate the three user interfaces, we collected both objective and subjective data. The objective data included task completion time and marking accuracy, and the subjective data included rating data for the perceived mental effort, hand fatigue, naturalness, immersiveness and user preference. The aim of the study was to answer the following questions in the context of medical marking:

- What are the differences between the kinesthetic VR interface and the vibrotactile VR interface, in terms of task completion time, marking accuracy and user experience? How do the marking locations affect users’ performance with the two VR interfaces?
- What are the differences between the two VR interfaces and the traditional 2D interface? How do the marking locations affect users’ performance with the traditional 2D interface?

This study makes the following contributions: We proposed two haptic VR interfaces to interact with volumetric medical images for computer-aided medical diagnosis and planning. The vibrotactile VR interface and the kinesthetic VR interface were evaluated based on a medical diagnosis and planning task on virtual models of the human skeleton and organ. The results revealed the strengths and weaknesses of two VR interfaces associated with current popular VR equipment and haptic device, which simultaneously provided empirical understanding for developing efficient and user-friendly interactive VR systems. In addition, through comparing with the 2D interaction technique, the better performances of two VR interfaces, in terms of marking accuracy (the kinesthetic VR interface) and task completion time (the vibrotactile VR interface), demonstrated their potential to replace the traditional 2D interface for these medical tasks.

The paper is organized as follows. Relevant previous studies are introduced, and then the prototype system and the experiment are described. The results are presented in detail, followed by the discussion of the main findings and the conclusion.

2. Background

2.1. 2D and 3D visualization in the field of medicine

In current medical imaging systems, the most common information visualization is based on 2D slices. Slice-by-slice views support accurate exploration and diagnosis of medical imaging data (Tietjen et al., 2006). At the same time, 3D volume-rendering visualization has become a valuable technique in the diagnosis and planning phases. It helps medical staff in understanding 3D spatial relations and an overview of the model structure, as well as facilitates diagnostic analysis (Tietjen et al., 2006). For example, cephalometry analysis is an important tool in orthodontics (Kula and Ghoneima, 2018). Traditional cephalometry analysis on 2D slices suffers from visual distortion of skull structures and inaccurate marking locations, due to the overlap of skull structures in the 2D view (Lindner et al., 2016; Bholshiti et al., 2009). Some studies (Olszewski et al., 2007; Katsumata et al., 2005; Troulis et al., 2002) showed that cephalometry analysis on 3D models can improve the precision of the diagnoses. However, other studies (Van Vliet et al.,
In the present study, we contributed to this line of research by introducing two haptic VR interfaces to address the issues of medical marking on 3D models. Because the 3D models and the marking locations in medical diagnosis vary depending on the specific medical purpose, the experiment of this study involved marking tasks using several models of different parts of the human body with multiple selected marking positions. The aim was to examine the general usability of the VR interfaces for high-standard medical diagnosis and planning.

2.2. The dominant 2D interactive system

In traditional human-computer interaction systems, a 2D display is commonly used as the visual output channel, while the input may be provided with devices such as mice, trackballs (Imagine Media, 1996), joysticks and touch pads. Among the interaction devices, a mouse with a 2D display constitutes the most popular interactive system used in the field of medicine. To visually present 3D models using a 2D screen, a 3D projection technique is needed. By transforming and mapping 3D objects onto a 2D plane, the projection provides the visual effect of 3D models on the 2D screen as realistic as the human visual view in the physical world (Foley et al., 1995). However, the viewing angle of interacting with the models is often fixed, due to the nature of the 2D screen.

To manipulate 3D models, the rotate-pan-zoom technique is commonly used with mouse-based interfaces (Jankowski and Hachet, 2013). For example, to rotate the models, rotation techniques, such as Virtual Sphere (Chen et al., 1988) and AreBall (Shoemake, 1992), are widely used. Both techniques adopt a virtual ball around the manipulating object and calculate the rotation axis and angle by utilizing the projection of the mouse location onto the sphere (Jankowski and Hachet, 2013). The panning operation is typically implemented by using the mouse to point at the object and dragging the mouse along the x-y plane while pressing a button of the mouse. The zooming function often adopts the method of rolling the mouse wheel with a discrete zooming step. The mouse-based user interface relies on these techniques to indirectly manipulate 3D models.

However, using 2D interaction devices such as the mouse to manipulate 3D models can be difficult (Bowman et al., 2004). For example, a previous study demonstrated that using a multidimensional interaction device could achieve more efficient interaction than using the mouse-based interface in a 3D manipulation task (Hinkley et al., 1997). Bade et al. (2005) have compared the existing mouse-based 3D rotation techniques and provided their design principles to address this issue. In addition, multiple studies have examined other interaction methods for 3D manipulation tasks. Yu et al. (2010) presented a touchscreen-based data exploration technique for 3D manipulation. The interaction method was easy to learn and use, but its task performance could not exceed the performance using the mouse-based interface. Besançon et al. (2017) compared a tangible interface and a touchscreen interface with a mouse-based interface. The results showed that using the tangible interface could lead to a shorter task completion time. However, it had a limited application area compared to the mouse. There are advanced 3D interactive systems implemented by using VR equipment and force-feedback devices. In this study, we experimentally compared these interactive VR systems with the mouse-based interface and investigated their strengths and weaknesses in medical marking.

2.3. The interactive VR system using a VR headset and a VR controller

VR equipment offers a new interactive experience with virtual objects in the field of medicine. Previous studies have used the CAVE environment for visualizing medical imaging data (Shen et al., 2008; Al-Khalilah et al., 2006). Currently the head-mounted VR display presents a more flexible and natural 3D view based on the position and orientation of the user’s head. Many studies have employed the VR headset to visually present 2D slices (Wirth et al., 2018; King et al., 2016) and volumetric imaging data (Venson et al., 2017; Sousa et al., 2017; Randall et al., 2016) for radiologists. Other studies proposed to use the VR headset for the medical purposes such as treating chronic pain (Jones et al., 2016), anxiety disorders and phobias (Maples-Keller et al., 2017).

The VR controller allows 3D hand gestures to manipulate objects with optional vibrotactile feedback which can enable tactile interaction (Oculus, 2020; Vive, 2020). Tactile interaction, as one branch of haptic interaction, concentrates on touch interaction that stimulates mechanoreceptors in the human skin (El Saddik et al., 2011). This technique has been widely used in many medical fields. For example, vibrotactile feedback was used to enrich interaction channels while using a surgical robot (Peddamatham et al., 2008), improve surgeons’ performance in minimally invasive surgery (Schoonmaker and Cao, 2006) and help users in using a hand rehabilitation system (Shing et al., 2003).

Because of the natural interaction method, the VR interface using a VR headset and a VR controller has been used in an anatomy learning system (Fahmi et al., 2019), Reinschuessel et al. (2019) have proposed to use it to interact with 3D organ models for treatment planning. Some products such as Precision VR by Surgical Theater (2020) and SurgeyVision by Adesante (2020) have employed the VR interface to manipulate 3D models of human anatomic structures for medical analysis and other services. However, the vibrotactile feedback generated from the controller was missing in their interactive VR systems.

While the VR interface has been widely used, it remains unclear how well it compares with the traditional 2D interface using a mouse and a 2D display. It is likely that the benefit and cost are dependent on the context of the interaction such as the type of the task and the complexity of the model. For example, a previous study in the field of 3D geographical modelling, comparing a VR controller with a mouse in manipulating an industrial software, showed that the controller was more difficult to use and caused more fatigue on the user’s hand (Kim and Choi, 2019). In the present study, we evaluated the efficiency and user experience of this VR interface with vibrotactile feedback to interact with 3D objects in the context of medical marking.

2.4. The interactive VR system using a VR headset and a force-feedback device

Using force-feedback devices enables kinesthetic interaction which is another type of haptic interaction (El Saddik et al., 2011). The kinesthetic technique focuses on movement sensations originating in the muscles, tendons and joints (El Saddik et al., 2011). It enables bidirectional touch exploration closely as realistically as in the physical world and has been used for many medical practices, such as medical education (Kinnison et al., 2009), surgery operation simulation and training (Alaraj et al., 2015; Steinberg et al., 2007; Webster et al., 2004; Bielser and Gross, 2000), robot-assisted surgery (Okamura, 2004) and medical analysis (Medellin-Castillo et al., 2016).

For medical education, a kinesthetic simulator (Kinnison et al., 2009) has been demonstrated to be an engaging and efficient method for teaching students the human anatomy, which addresses current challenges in teaching using real human tissues (e.g., anxiety and fear). Other studies have suggested that kinesthetic simulation is an efficient and repeatable method for surgery training without wasting real surgical samples. Kinesthetic simulators have previously been used, for instance, in dental (Steinberg et al., 2007) and eye (Webster et al., 2004) surgery simulations, basic cutting (Bielser and Gross, 2000) and aneurysm clipping simulation (Alaraj et al., 2015). In addition, the kinesthetic technique brings benefits in the context of robot-assisted surgery. For instance, a previous study (Okamura, 2004) has argued that offering
kinesthetic feedback contributes significantly to the safe performance of the surgical procedures. In medical analysis, kinesthetic feedback was used to enhance medical marking in 2D, 2.5D and 3D computer-aided cephalometry analysis (Medellín-Castillo et al., 2016). The results indicated that haptic-enabled 3D cephalometry marking is better than the haptic-enabled 2D or 2.5D cephalometry marking, in terms of task accuracy.

Combining a force-feedback device with a VR headset as a new VR interface to interact with 3D models is feasible (Saad et al., 2018). In the present study, we evaluated two haptic VR interfaces (i.e., using either a VR controller or a force-feedback device) and examined the different performances of vibrotactile and kinesthetic feedback in medical marking. To demonstrate the practical usability, we compared these two interfaces with the traditional 2D interface.

3. Method

3.1. Design of the prototype system

The experimental prototype system included three user interfaces: vibrotactile VR interface (V), kinesthetic VR interface (K) and traditional 2D interface (T). We use the abbreviations (V, K, T) for the three interfaces in figures.

The vibrotactile VR interface employed a VR headset as the visual output channel and a VR controller as the manipulation tool with vibrotactile feedback. The VR headset provided realistic visual feedback with a flexible head movement-based viewing perspective. While pressing the trigger button of the controller with the index finger (see Fig. 1A), the user could manipulate the model by rotating (rotation along the x-, y- and z-axes), panning (displacement along the x- and y-axes) and zooming (displacement along the z-axis), following the movement of the whole arm (i.e., rotation was done by rotating the wrist, and panning and zooming were done by moving the arm along the x-, y- and z-axes respectively). In addition, the user could feel vibrotactile feedback from the controller while the cursor touched the model. The cursor was visible as a yellow sphere in the virtual environment with a 0.2 cm radius hanging on the tip of the device, and the device was invisible in virtual environment), he or she could feel kinesthetic feedback based on the surface properties of the model. The kinesthetic feedback involved the stiffness implemented by the linear spring law \( F = kx \), where \( k \) is the stiffness coefficient and \( x \) is the penetration depth of the interaction point, as well as the friction \( F' = \mu F_n \), where \( \mu \) is the friction coefficient and \( F_n = mg \), the normal force value.

With both haptic VR interfaces, the user could move the cursor to reach and touch any position on the medical model as the selected marking point for the experimental task.

The traditional 2D interface employed a standard 2D display as the visual output channel and a mouse as the manipulation tool. The 2D display also provided realistic visual feedback with a screen-based viewing angle. To rotate 3D models, the user could move the mouse along the x- and y-axes on the screen while holding down the left mouse button (see Fig. 1C). The rotation was based on the ArcBall technique with a selected rotation speed parameter of 3.5. Panning of the model (along the x- and y-axes) was implemented by dragging the model using the mouse while pressing down the right mouse button. Zooming of the model was done by rolling the mouse wheel with a selected zooming speed factor of 6. Marking on the model was based on the ray-casting technique (Poupyrev et al., 1998). This technique utilized the pointer position of the mouse on the 2D screen as the starting point of a virtual beam that traversed the virtual space along the viewing direction of the 2D screen. When the beam intersected with the 3D model, the intersecting point would be the selected marking point (Gallo et al., 2010). In addition, the mouse-based interface had no haptic feedback.

For all three user interfaces, the space key on a keyboard was used to create markers (visible as green nodes with a 0.2 cm radius) on the medical model. To demonstrate the practical usability, we compared these two interfaces with the traditional 2D interface.

Table 1: Specification of three user interfaces.

<table>
<thead>
<tr>
<th>Interfaces</th>
<th>Equipment</th>
<th>Hand-based operation</th>
<th>Visual channel</th>
<th>Haptic feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vibrotactile VR interface (V)</td>
<td>VR headset and controller</td>
<td>3D gesture along the x-, y- and z-axes</td>
<td>Head movement-based view</td>
<td>Vibrotactile</td>
</tr>
<tr>
<td>Kinesthetic VR interface (K)</td>
<td>VR headset and force-feedback device</td>
<td>3D gesture along the x-, y- and z-axes</td>
<td>Head movement-based view</td>
<td>Kinesthetic</td>
</tr>
<tr>
<td>Traditional 2D interface (T)</td>
<td>2D display and mouse</td>
<td>2D gesture along the x- and y-axes</td>
<td>Screen-based view</td>
<td>None</td>
</tr>
</tbody>
</table>

Fig. 1. (A) The vibrotactile VR interface using a Vive controller and a Vive VR headset. A close-up image of the trigger button of the controller is shown at the bottom left corner. The additional Samsung LCD 2D display (not visible to the user) shows the brain model. (B) The kinesthetic VR interface using a Geomagic Touch X force-feedback device and a Vive VR headset. A close-up image of the device button is shown at the bottom left corner. The additional 2D display shows the hipbone model. (C) The traditional 2D interface using a standard mouse with the Samsung LCD 2D display. A close-up image of the mouse buttons is shown at the bottom left corner. The screen shows the sternum model. With all three user interfaces, the space key on a standard keyboard was used to create the markers on the marking positions.
selected marking points. The three interfaces with the device buttons are shown in Fig. 1 and the specification of the user interfaces are listed in Table 1.

3.2. Experiment design

A within-subject experiment was conducted in a controlled laboratory setting with three experimental conditions: the vibrotactile VR interface, the kinesthetic VR interface and the traditional 2D interface. The experimental task was medical marking on 3D models, and there were three models involved in the experiment: the sternum, hipbone and brain (see Fig. 1). All models were inside a 30 cm diameter sphere. This ensured that the models were of a similar size. The selected stiffness coefficients (sternum and hipbone: 1.0; brain: 0.4) and friction coefficient (all: 0.7) of the models were set for kinesthetic feedback.

The task-related marking positions (visible as red dots with a 0.1 cm radius) were predefined on the models before the experiment. To mark these positions, the participants employed the interaction tools to manipulate the model for visually searching the marking positions (through the visual display) and then reach (using the VR controller or force-feedback device) or point (using the mouse) at the positions on the model for determining the positions the participants wanted to mark. Markers were created on the positions by pressing the space key on the keyboard.

We varied the marking positions as an independent variable in the experiment. Because of the complex characteristic and structure of human anatomic models, we generally categorized the marking positions into two difficulty levels (easy and difficult). We placed the model away from the viewpoint (45 cm from the viewpoint to the centre of the model along z-axis) to make the model fully visible to the user and then determined the difficulty level of the marking position based on its visibility from the user’s view. If the marking position could be visually blocked by other parts of the model surrounding it while rotating the model (excluding the situation of rotating to other faces of the model which made the marking surface completely invisible), we categorized the position as difficult. In this case, the user had to manipulate the model carefully and find an appropriate angle to mark the position. In contrast, if the marking position could not be visually covered by other parts of the model surrounding it while rotating the model, the user was able to spend less effort manipulating the model and marking the position and thus we categorized the position as easy (Fig. 2 shows examples of two marking difficulty levels). We predefined 24 possible marking positions on the surface of each model (12 for easy to mark and 12 for difficult to mark) for the experiment task.

The participants performed six trials with each interface: three trials were easy to mark and three trials were difficult to mark. Each trial involved only one 3D model. The order of the three models (i.e., the sternum, hipbone and brain) was randomly assigned for each difficulty level, and thus, the models were used twice, once for each difficulty level. In each trial, the participants needed to mark 4 positions randomly selected from 12 possible positions based on the marking difficulty level of the trial. Therefore, for each participant, there were a total of 18 trials (3 interfaces × 6 trials = 18 trials) with 72 marking positions (18 trials × 4 positions = 72 positions).

The prototype system recorded the task completion times and the positions of the participants’ markers as objective data. In addition, a 7-point Likert scale questionnaire was used to record subjective data, including perceived mental effort, hand fatigue, naturalness and immersiveness (1: strongly disagree to 7: strongly agree). The questionnaire was inspired by the NASA Task Load Index (Hart and Staveland, 1988). The statements used in the questionnaire are shown in Table 2. Moreover, we used a post-test questionnaire in which the participants ranked the three user interfaces based on personal preference and gave comments.

3.3. Pilot study

We recruited four participants who had previous experience using the VR equipment and the force-feedback device to conduct a pilot study. The participants were asked to use the prototype system and comment which parameters were the most suitable.

- For the kinesthetic VR interface, we did not scale the movement (Fischer and Vance, 2003), that is, the movement of the hand holding the mechanical arm resulted in the same amount of movement of the cursor in the virtual space along the x-, y- and z-axes. This enabled more accurate control of the cursor (Li et al., 2020).
- For the traditional 2D interface, the parameter for the rotation (speed factor 3.5) was selected, so that users could quickly and accurately rotate the models. The zooming factor (6) was selected based on the distance between the viewpoint and the target model. With maximum zooming, the viewpoint could closely reach the model surface. By applying these parameters, users could smoothly use the mouse to manipulate the models for the medical task without any operational difficulty.
- For the vibrotactile VR interface, the duration of the vibrotactile feedback (80 ms) was selected. With this duration, the vibrotactile feedback could be easily perceived when the user touched the model, but it was not too disruptive to influence users’ hand posture and stability.
- The sizes of the three experimental models within the sphere (30 cm diameter) were chosen so that they were suitable for the size of the
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Fig. 2. (A) shows an example of the easy-to-mark task in which the marking position (red dot) was distinct on the model surface. (B) shows an example of the difficult-to-mark task in which the marking position was only visible from some viewing angles. (C) shows that the marking position could not be visible from some other viewing angles.

### Table 2

<table>
<thead>
<tr>
<th>Statements</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>This user interface is mentally easy to use.</td>
</tr>
<tr>
<td>S2</td>
<td>This user interface does not make the hand tired.</td>
</tr>
<tr>
<td>S3</td>
<td>This user interface is natural to use.</td>
</tr>
<tr>
<td>S4</td>
<td>This user interface is immersive.</td>
</tr>
</tbody>
</table>
workspace of the force-feedback device and the area of hand movement using the controller.
- The size of the interaction point (a sphere with a 0.2 cm radius) of two haptic interaction devices was chosen. It ensures that the interaction point was easy to control while simultaneously minimizing its influence on the marking accuracy. The size of the task-required marking positions (dots with a 0.1 cm radius) was selected so that it maintained a high-level requirement on the marking accuracy to examine the three user interfaces. At the same time, the size of the marking positions was big enough and thus clearly visible to the user.
- For the kinesthetic VR interface, stiffness coefficients (sternum and hipbone: 1.0 and brain: 0.4) and friction coefficient (all: 0.7) were chosen so that touching the virtual objects would resemble touching real objects as closely as possible.

The above parameter selections were made for the prototype system and the experiment, based on the users’ performance and comments. We next introduce the experiment apparatus, participants and procedure.

4. Experiment

4.1. Apparatus and environment

The host computer in the experiment was an MSI GS63VR 7RF Stealth Pro laptop with an Intel i7-7700HQ processor, a GeForce GTX 1060 graphics card and a 16GB RAM. We used a Vive VR headset (VIVE, 2020) and a Samsung 245B Plus 24" LCD display as the visual displays in the experiment. A standard computer mouse, a Vive controller and a Geomagic Touch X force-feedback device (3D Systems, 2020) were utilized as the manipulation tools for the three user interfaces. A standard keyboard was used for the participants to mark the positions. The experimental setup and environment are shown in Fig. 1. The experimental system was developed on Unity (2020), along with SteamVR (Steam, 2020) and Geomagic OpenHaptics plugin (Unity haptic plugin, 2020).

4.2. Participants

Twenty-four participants were recruited from the local university community (9 women and 15 men). Their ages varied between 21 and 45 years (M = 28.33, SD = 7.65). No participants had previous experience with using a mouse and a 2D display to do medical marking or similar tasks. Seven participants had used a similar VR headset and a controller one or two times. Two participants had used a similar force-feedback device with a 2D display once, but they had no use experience with a VR headset. All participants reported that they were right-handed.

4.3. Experiment procedure

The participants were first introduced to the experimental task and the apparatus used. They signed an informed consent form and filled in the background information in the questionnaire before the experiment. The order of the experimental conditions and the marking difficulty levels was counterbalanced among the participants. For each condition, the participants were introduced to the user interface and had up to 5 minutes to familiarize themselves with the use of the related devices. They sat comfortably on a chair and looked at the 2D display or wore the VR headset, and then used their dominant hand to hold the manipulation tool and their non-dominant hand to press the space key of keyboard to mark the positions. For the two VR interfaces, head movement to change their viewing perspective was allowed. We did not provide any extra wrist-rest or arm-rest equipment for any of the interfaces.

The total experiment time for each participant was approximately one hour. The participants were informed that they needed to finish the experimental task as accurately and quickly as possible and the accuracy was the top priority. When each trial started, the model was placed at 45 cm away from the viewpoint along z-axis and its orientation was semi-random. We predefined a list of orientation values which could respectively make one of the six faces of the model to face the user (i.e., by considering the model as a cube) and the system randomly selected one of them as the starting orientation value for the model. For each marking position, the participants had only one chance to mark the position. In other words, they could not remove the marker and place it again. After the participants marked the four marking positions, the system automatically recorded the data and proceeded to the next trial. After finishing the six trials of one condition, the participants were asked to fill out the questionnaire, after which the next condition was executed. After completing all conditions, the participants commented the three interfaces and ranked them based on personal preference.

5. Results

We collected two types of objective data from the experiment: task completion times and the positions of the participants’ markers. We used the task completion times to evaluate the interaction speed and calculated the error distances between the participants’ markers and the marking positions required by the tasks to evaluate the marking accuracy. The Shapiro–Wilk Normality test showed that the data were not normally distributed (all p < .001). Thus, we analyzed the data using the 3 × 2 (interfaces × marking difficulty levels) aligned rank transform (ART) repeated-measures non-parametric ANOVA (Wobbrock et al., 2011) separately for the task completion times and the error distances. We used the Wilcoxon signed-rank test for post-hoc analysis of objective and subjective data and performed the Helm-modified Bonferroni correction (Holm, 1979) to control the family-wise type-1 error.

5.1. Task completion time

To evaluate the interaction speed of the three interfaces, we calculated the mean value of the task completion times of the six trials for each interface. Table 3 shows the p values of the ART ANOVA result for the task completion times. There were statistically significant main effects for both the interfaces and the marking difficulty levels. In addition, there was a statistically significant interaction effect between the interfaces and the marking difficulty levels.

Fig. 3 shows a boxplot of the task completion times with the three interfaces. The Wilcoxon signed-rank test showed that participants spent statistically significantly less time to complete the task while using the vibrotactile VR interface (M = 103.52, SD = 27.82) than while using the kinesthetic VR interface (M = 131.01, SD = 37.00; Z = −3.514, p < .001). The task completion time using the traditional 2D interface (M = 120.62, SD = 38.08) was not statistically significantly different from that using the vibrotactile VR interface (Z = −1.771, p = .152) and that using the kinesthetic VR interface (Z = −1.657, p = .097).

Not surprisingly, the main effect of the marking difficulty was statistically significant. Completing difficult marking trials (M = 173.44, SD = 50.76) took statistically significantly more time than completing easy marking trials (M = 63.33, SD = 12.49; Z = −4.286, p < .001). The more interesting part from the perspective of this study is the interaction effect between the interfaces and the marking difficulty levels.

Fig. 4 illustrates the task completion times of the three user interfaces.

### Table 3

<table>
<thead>
<tr>
<th>Interfaces</th>
<th>df</th>
<th>F-value</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interfacs</td>
<td>2, 46</td>
<td>11.928</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Marking difficulty levels</td>
<td>1, 23</td>
<td>438.442</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Interfaces and marking difficulty levels</td>
<td>2, 46</td>
<td>8.963</td>
<td>0.001</td>
</tr>
</tbody>
</table>
Fig. 3. Overall task completion times for the three interfaces: the vibrotactile VR interface (V), the kinesthetic VR interface (K) and the traditional 2D interface (T). The cross mark shows the mean value and the line in the boxplot shows the median value (The same abbreviations and marks are used in the following figures).

Fig. 4. Task completion times using the three user interfaces, based on the marking difficulty levels.

Based on the marking difficulty levels. According to the Wilcoxon signed-rank test, when the positions were easy to mark, the participants spent statistically significantly longer time using the kinesthetic VR interface (M = 74.83, SD = 17.77) than using the vibrotactile VR interface (M = 58.81, SD = 13.45; Z = −3.200, p = .002) and using the traditional 2D interface (M = 56.35, SD = 18.61; Z = −3.400, p = .003).

There was no statistically significant difference in task completion times between the vibrotactile VR interface and the traditional 2D interface (Z = −0.800, p = .424). When the positions were difficult to mark, using the vibrotactile VR interface (M = 148.23, SD = 50.44) resulted in shorter task completion times than using the kinesthetic VR interface (M = 187.18, SD = 65.80; Z = −3.114, p = .006) and using the traditional 2D interface (M = 184.90, SD = 64.39; Z = −2.239, p = .029). There was no statistically significant difference in task completion times between the kinesthetic VR interface and the traditional 2D interface (Z = −0.514, p = .607).

5.2. Marking accuracy

To evaluate the marking accuracy of the three interfaces, we calculated the mean error distance for each trial consisting of four marking positions. Table 4 shows the results of the ART ANOVA for the distance data: the main effects of the interfaces and the marking difficulty levels, as well as their interaction effect, were statistically significant.

Table 4

Tests of within-subjects effects on distance data.

<table>
<thead>
<tr>
<th>Sources</th>
<th>df</th>
<th>F-value</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interfaces</td>
<td>2,46</td>
<td>38.893</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Marking difficulty levels</td>
<td>1,23</td>
<td>124.652</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Interfaces and marking difficulty levels</td>
<td>2,46</td>
<td>39.728</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

Fig. 5 shows a boxplot of the marking accuracy using the three interfaces. According to the Wilcoxon signed-rank test, the participants were statistically significantly more accurate in marking when using the kinesthetic VR interface (M = 0.13, SD = 0.04) than when using the vibrotactile VR interface (M = 0.35, SD = 0.20; Z = −4.286, p < .001) and the traditional 2D interface (M = 0.61, SD = 0.68; Z = −4.257, p < .001). There was no statistically significant difference in the marking accuracy between the vibrotactile VR interface and the traditional 2D interface (Z = 0.743, p = .458). For the main effect of the marking difficulty, the participants were more accurate in marking when the positions were easy to mark (M = 0.15, SD = 0.04) than when the positions were difficult to mark (M = 0.58, SD = 0.46; Z = −4.286, p < .001).

Fig. 6 shows the marking accuracy using the three interfaces based on the marking difficulty levels. The Wilcoxon signed-rank test showed that when the positions were easy to mark, using the vibrotactile VR interface (M = 0.25, SD = 0.06) was statistically significantly less accurate than using the kinesthetic VR interface (M = 0.1, SD = 0.03; Z = −4.286, p < .001) and using the traditional 2D interface (M = 0.09, SD = 0.06; Z = −4.257, p < .001). There was no statistically significant difference between the kinesthetic VR interface and the traditional 2D interface (Z = −1.029, p = .304). When positions were difficult to mark, participants were statistically significantly more accurate in marking when using the kinesthetic VR interface (M = 0.17, SD = 0.06) than when using the vibrotactile VR interface (M = 0.44, SD = 0.38; Z = −4.286, p < .001) and using the traditional 2D interface (M = 1.13, SD = 1.36; Z = −4.257, p < .001). Using the vibrotactile VR interface was statistically significantly more accurate than using the traditional 2D interface (Z = −2.057, p = .04).

5.3. Subjective data

Fig. 7 shows the subjective data for perceived mental effort, hand tiredness, naturalness and immersiveness.

Mental effort: There were no statistically significant differences among the three interfaces in terms of perceived mental effort (the vibrotactile VR interface and the kinesthetic VR interface: Z = −0.461, p = .645; the kinesthetic VR interface and the traditional 2D interface: Z = 1.13, SD = 0.46; Z = −4.257, p < .001) and using the traditional 2D interface (M = 0.44, SD = 0.38; Z = −4.286, p < .001) and using the traditional 2D interface (M = 1.13, SD = 1.36; Z = −4.257, p < .001). Using the vibrotactile VR interface was statistically significantly more accurate than using the traditional 2D interface (Z = −2.057, p = .04).

Hand tiredness: The participants experienced statistically significantly more hand tiredness using the vibrotactile VR interface than using the kinesthetic VR interface (Z = −2.913, p = .008) and using the traditional 2D interface (Z = −3.725, p < .001). Furthermore, the participants experienced more hand tiredness using the kinesthetic VR interface than using the traditional 2D interface (Z = −2.345, p = .019).

Naturalness: The participants perceived the traditional 2D interface to be statistically significantly less natural than the kinesthetic VR interface (Z = −2.721, p = .006) and the vibrotactile VR interface (Z = −2.994, p = .003). There was no difference between the kinesthetic VR interface and the traditional 2D interface (Z = 4.000, p = .001).
interface and the vibrotactile VR interface in terms of the naturalness (Z = −0.661, p = .509).

Immersiveness: The participants perceived the traditional 2D interface to be statistically significantly less immersive than the kinesthetic VR interface (Z = −4.310, p < .001) and the vibrotactile VR interface (Z = −4.233, p < .001). There was no difference between the kinesthetic VR interface and the vibrotactile VR interface (Z = −0.966, p = .334).

In addition, a post-test questionnaire was employed to collect data about user preference for the three interfaces. The participants could select multiple interfaces if they liked them equally. The results showed that the kinesthetic VR interface was voted the most preferred interface for the experimental task (19 votes), followed by the vibrotactile VR interface (6 votes) and the traditional 2D interface (5 votes). The participants also provided free form comments as follows.

P4 said, “Controller excelled in rotation zoom and movement, but with no physical (kinesthetic) support, it felt very inaccurate for precision tasks.” [preferred the kinesthetic VR interface and the traditional 2D interface].

P8 said, “Finding the nodes with VR was way more efficient than 2D screen. The VR display felt natural and best suited for this task.” [preferred the kinesthetic VR interface and the vibrotactile VR interface].

P22 said, “Haptic (kinesthetic) feedback was more accurate in difficult positions. With the mouse it was almost impossible to landmark accurately. With the controller, the accuracy was also bad, especially towards the end. Haptic (kinesthetic) was much better in uneven/rough positions.” [preferred the kinesthetic VR interface].

P24 said, “The haptic (force-feedback) device gave the most realistic impression of the object, providing depth and 3D understanding.” [preferred the kinesthetic VR interface].

The above participants’ comments as examples gave insights into their reason for preferring the interfaces. We next discuss the experiment results with the three user interfaces.

6. Discussion

This study experimentally compared two haptic VR interfaces (vibrotactile and kinesthetic VR interfaces) with the traditional 2D interface. The interfaces varied in terms of the visual display as well as the manipulation tool. They were evaluated in the experiment of 3D medical marking task and the results showed that the different user interfaces influenced the task performance in terms of interaction speed and accuracy. In addition, the difference in the marking locations modulated the task performance. We now discuss the main findings in relation to the research questions.

6.1. Differences between the kinesthetic VR interface and the vibrotactile VR interface

The kinesthetic VR interface and the vibrotactile VR interface used the VR headset as the visual display and employed a force-feedback device and a handheld VR controller as the manipulation tool respectively. The results showed a speed-accuracy trade-off between the two interfaces. Generally, the vibrotactile VR interface was faster, but less accurate, than the kinesthetic VR interface (see Fig. 3 and Fig. 5).

6.1.1. Task completion time

Regardless of the marking difficulty, using the vibrotactile VR interface led to a shorter task completion time than using the kinesthetic VR interface (see Fig. 4). The two VR interfaces used the same VR headset as the visual display and allowed for head movement-based viewing perspective changes. The difference between two interfaces was in terms of the manipulation tool.

The vibrotactile VR interface using the controller allowed free hand-based input to reach the target and provided vibrotactile feedback as confirmation of contact with the 3D model. Further, natural 3D hand gestures allowed for efficient pan, rotation and zoom of the 3D models. All the marking tasks, especially the ones with high marking difficulty, required extensive use of these complex interactions to acquire the marking locations. In contrast, the mechanical arm of the force-feedback device and its length limited the flexibility of the gestures that can be used and the area that can be interacted with in the case of the kinesthetic VR interface (Massie and Salisbury, 1994). This often meant that the rotating, panning and zooming interactions were neither as intuitive nor as straightforward to perform. For example, when the user had to perform a large pan or rotation of the 3D model which was beyond the mechanical limits of the force-feedback device, the user had to break it down into multiple smaller pan movements or rotations. This may have contributed to the lower efficiency while using the kinesthetic VR interface.

6.1.2. Marking accuracy

The kinesthetic VR interface was more accurate in medical marking

---

**Fig. 6.** Error distances between the marking positions and the participants’ markers using the three interfaces, based on the marking difficulty levels.

**Fig. 7.** Subjective results of the study.
than the vibrotactile VR interface regardless of the marking difficulty (see Fig. 6). The kinesthetic and vibrotactile VR interfaces adopted a similar interaction mechanism, requiring the participants to reach and touch the model to determine the marking position. The different performance in marking accuracy is likely because of the different types of haptic feedback. Compared with the vibrotactile feedback which provided a simple vibration for touching, the bidirectional kinesthetic interaction allowed the user to understand the 3D structure of the model and the marking locations. This meant that when the surface near the marking location was uneven (e.g., the ridges and grooves on the brain surface), the user could accurately find the target location by relying on the kinesthetic feedback. Such feedback for the 3D structure was not available in the case of the vibrotactile VR interface.

Another important difference between the kinesthetic and vibrotactile VR interfaces was regarding the interaction boundary. The force-feedback device provided kinesthetic cues about the surface that was in contact. Once in contact with a surface, if the user applied further pressure inward, the device would produce a reaction force according to the material properties of the surface. It required a considerable amount of force for the kinesthetic interaction point to penetrate the surface of the 3D model. In the case of the vibrotactile VR interface, although vibrotactile feedback was provided when the user was in contact with the surface of the 3D model, any slight inward hand movement during the marking caused the controller to pass through the surface of the model leading to a depth error in the marking.

Further, the participants commonly performed mid-air hand gestures to touch the model for marking while using the VR controller. The stability of mid-air gestures is known to show considerable individual variability (Angyuán et al., 2007) and degrade with hand fatigue (Gates and Dingwell, 2011). Such factors might have negatively affected the marking accuracy while using the vibrotactile VR interface. Although the participants also performed mid-air hand gestures while holding the arm of the force-feedback device, the kinesthetic feedback could help maintain the hand stability during the touching process. This might further improve the marking accuracy while using the kinesthetic VR interface. Previous studies have shown that kinesthetic feedback is a valuable complementary output modality in the fields of, for example, palpation simulation (Ribeiro et al., 2016) and robot-assisted surgery (Okamura, 2004). In the context of medical diagnosis and planning, Medellín-Castillo et al. (2016) have applied kinesthetic feedback for the 2D, 2.5D and 3D cephalometry marking and examined their differences. Our result showed that using kinesthetic feedback which allowed the user to realistically feel the model was better than using vibrotactile feedback that provided a simple tactile signal as confirmation of surface contact, in terms of marking accuracy. This finding directly demonstrated the significance of kinesthetic feedback for accurate medical marking while using hand gestures to touch the model to determine the marking position.

6.1.3. User experience

Based on the subjective data collected in the study (see Fig. 7), there were no statistically significant differences between the kinesthetic and vibrotactile VR interfaces, in terms of mental effort, naturalness and immersiveness. Both VR interfaces employed a VR headset, enabled changes in the head movement-based viewing perspective and allowed hand gestures to manipulate the models. It is not surprising that the participants rated both interfaces in a similar way. However, the participants reported more tiredness of the hand while using the vibrotactile VR interface compared with the kinesthetic VR interface.

The vibrotactile VR interface required the user to perform mid-air gestures, which is known to cause tiredness and heaviness of the hand especially when the interaction lasts for a long duration of time, a condition often referred as the gorilla arm effect (Hincapié-Ramos et al., 2014). The kinesthetic VR interface caused less fatigue, because the participants could rest their hand on the table while manipulating the models and on the models during the touching process.

6.2. Differences between the two VR interfaces and the traditional 2D interface

The traditional 2D interface that uses a 2D display and a mouse is still the most popular technique used to interact with volumetric images in the field of medicine. For the two haptic VR interfaces to be practically useful, they must perform well in comparison with the conventional 2D interface. The traditional 2D interface provided a fixed screen-based view, used a mouse-based rotate-pan-zoom technique to manipulate 3D models and used the ray-casting technique to determine the marking locations. In contrast, the two haptic VR interfaces employed a VR display for the visual output, which changed the scene perspective based on the user’s head movement. Further, they relied on 3D hand gestures to manipulate the 3D models and determined the marking positions by reaching and touching the model.

6.2.1. Task completion time

Overall, there were no statistically significant differences between using the traditional 2D interface and using the two haptic VR interfaces, in terms of task completion time (see Fig. 3). However, a closer analysis based on the difficulty of the task revealed differences among the three interfaces. For the tasks with the low marking difficulty, the traditional 2D interface was faster than the kinesthetic VR interface. For the tasks with the high marking difficulty, the vibrotactile VR interface performed better than the traditional 2D interface and there was no difference between the kinesthetic VR interface and the traditional 2D interface (see Fig. 4).

The haptic VR interfaces and the traditional 2D interface have their own strengths and weaknesses for medical marking. On one hand, the marking method based on the ray-casting technique employed in the traditional 2D interface might lead to an improved interaction speed, due to the fast pointing capability of the mouse (along the x- and y- axes) on the 2D screen (Kim and Choi, 2019). The two VR interfaces required the user to reach and touch the model to determine the marking position. It is known that reaching an object in the 3D environment (along the x-, y- and z-axes) is difficult, and the speed of interaction is significantly influenced by the size and position of the target (Berthier et al., 1996). This especially provided an advantage for the traditional 2D interface when the marking targets were clearly presented on the surface of the 3D model without the need for any complex manipulation of the model.

On the other hand, the two haptic VR interfaces adopted hand-based 3D gestures which could implement rotating, panning and zooming simultaneously for manipulating the models, whereas the traditional mouse-based rotate-pan-zoom technique required the user to separately use three buttons for each manipulation function (i.e., the left mouse button for rotating, the right mouse button for panning and the mouse wheel for zooming). These functions could not be performed simultaneously, which might have slowed down the interaction while using the traditional 2D interface. Further, the viewing perspective change following the user’s head movement, provided by the VR headset, was more flexible than the fixed viewing angle presented by the standard 2D display. The participants could rotate the 3D model while also subtly changing the viewing angle with their head movement. This likely facilitated the visual search of marking positions. Therefore, it is likely that these benefits provided a distinct advantage to the VR interfaces, especially in the tasks involving the high marking difficulty.

Previous studies have explored to use the tangible interface (Besançon et al., 2017) and the touchscreen-based interface (Yu et al., 2010) for 3D manipulation tasks instead of using a mouse-based interface. We contributed to this research area by proposing two haptic VR interfaces and examining them with the traditional 2D interface. Through comparing with the traditional 2D interface in the medical marking task, the competitive performance of the two haptic VR interfaces in task completion time, especially the better performance using the vibrotactile VR interface in the difficult tasks, demonstrated their practical
6.2.2. Marking accuracy

Unlike the two haptic VR interfaces which required the user to reach the model to mark the positions, the traditional 2D interface used ray-casting to estimate the point of marking (Gallo et al., 2010). During the marking process, the participants commonly made displacement errors between the intended marking position and the actual marking position on the 2D screen while using the traditional 2D interface. When the marking difficulty was low, the surfaces of the marking positions were already parallel to the 2D screen or could be easily rotated parallel to the screen plane, and thus, a small displacement error on the 2D screen resulted in the same amount of displacement error of the user’s marker on the 3D model. When the marking difficulty was high, the marking locations were easily visually blocked by other parts of the model and visible only from certain visual angles. The surfaces of the marking positions were difficult to rotate parallel to the screen plane while keeping the marking locations visible to the user. Thus, due to the angle that resulted between the marking surface and the screen plane, a small displacement error of the mouse pointer on the 2D screen would lead to a large displacement error of the user’s marker on the 3D model, which negatively affected the marking accuracy. As expected, in comparison with the vibrotactile VR interface, using the traditional 2D interface resulted in an improved accuracy when the marking difficulty was low. In contrast, the traditional 2D interface had a lower marking accuracy when the marking difficulty was high (see Fig. 6).

Overall, the results suggested that the task performance of the traditional 2D interface was more affected by the marking positions in terms of marking accuracy. The results also indicated that, compared with the traditional 2D interface, using natural hand 3D gestures with haptic feedback to touch the model for medical marking could achieve more stable task performance regarding to the marking positions. Thus, it supported the potential of the two haptic VR interfaces, specifically the kinesthetic VR interface, for accurate medical marking.

6.2.3. User experience

Based on the subjective data (see Fig. 7), the two haptic VR interfaces were perceived to be similarly cognitively demanding and more natural and immersive compared with the traditional 2D interface. The VR interfaces adopted hand gestures to manipulate the 3D objects with haptic feedback and presented head movement-based viewing angles. These interaction experiences are similar to everyday interactions in the physical world, which might have made the participants feel easy to use and contributed to the improved perceived naturalness and immersiveness.

However, an advantage of the traditional 2D interface is that it caused the least hand fatigue. The mouse is a very familiar device to computer users, and users can easily rest their hands on the table while using the mouse. Using the vibrotactile VR interface led to the highest level of perceived hand fatigue, followed by the kinesthetic VR interface. In practical applications, extra arm-rest equipment may be useful to relieve the fatigue induced by the prolonged operation of the VR controller.

6.3. Limitations and future studies

This study has a few limitations. First, the experiment of the study involved medical marking on 3D models. For other scenarios in medical diagnosis and planning, such as highlighting a large area or manipulating multiple models, haptic VR interfaces may have different task performances. Further studies can employ the VR interfaces in different medical diagnosis and planning scenarios and explore their usability. Second, we did not test the interfaces with medical professionals. It is possible that the results would have been different with a participant group who have previous experience in medical marking task using current medical marking systems with a mouse and a 2D display. They may have developed different strategies for interacting with complex 3D models following their years of usage experience. Thus, it is likely that the conventional 2D interface may have performed better if we had evaluated the system with medical professionals. However, for the sake of experimental design, it was a conscious choice to select participants for whom the experimental task and the interaction methods were novel. Future work can evaluate the effect of medical background on the results.

Third, for each medical marking trial, our participants performed a series of sub-tasks. For example, while searching and marking the target positions, the participants performed rotating, panning and zooming operations to manipulate the model. It is possible that the different interfaces we studied performed differently for each of the sub-tasks involved in terms of interaction speed. However, for the medical marking task, the participants often rotated, panned and zoomed the model simultaneously while using the controller and the force-feedback device. Future studies can investigate the performances of the VR interfaces in the sub-task level.

Fourth, this study included a short-term evaluation and the experimental task was new to the participants. It is likely that the task performance and user experience may change after more practice while using the three user interfaces, especially the haptic VR interfaces. The users are familiar with the traditional 2D interface but have only used the haptic VR interfaces for a short time. More training may further improve user performance while using the two VR interfaces. Thus, a long-term study can be conducted in the future to examine the learning effects of the use of the VR interfaces and the 2D interface.

Fifth, the two input manipulating tools used in the experiment for the haptic VR interfaces supported only single-point haptic interactions. Our everyday haptic interactions in the physical world commonly are multiple-point interactions. Multiple-point interaction method may largely improve haptic VR interfaces for manipulating 3D objects. To explore this, sophisticated and reliable haptic devices which support multi-point tactile and kinesthetic interaction are needed. This will require development of haptic technologies before such an experiment is feasible.

At last, we compared two haptic VR interfaces with a baseline of the traditional 2D interface. Such a comparison was necessary since, for any new interface to be practically useful and potentially be adopted by the medical practitioners, it is important for it to exceed the performance of the currently established methods. In addition, this comparative study contributes to the understanding of the strengths and weaknesses of the two VR interfaces. The VR headset with the head movement-based viewing perspective has contributed to the experimental task but was not fully explored in this study. To further explore the potential of the VR headset, a different comparative study is needed, which requires to have the type of displays as an independent variable and employ the same manipulation tool for the experimental interfaces. The mouse may not be an appropriate device for the VR environment and the VR controller is also specially designed for VR and not for a 2D display. One possible experimental setup to fully explore the effects of the VR headset in medical marking would be to use the force-feedback device as the manipulation tool with a 2D display and a VR headset respectively. This comparative study is different from our study but can be a follow-up study to continue from the basis of the present work. We hope our promising results will encourage more future studies in this research area.

7. Conclusion

Three-dimensional visualization has been widely used in computer-aided medical services such as highly accurate diagnosis and planning. The user interfaces for interacting with the 3D models are still largely based on the traditional 2D interaction method with a mouse and a 2D display. In this study, we proposed haptic VR interfaces to manipulate 3D models for the medical diagnosis and planning tasks and
implemented a prototype system including two types of haptic VR interfaces (kinesthetic and vibrotactile VR interfaces). We conducted an experiment to compare the two VR interfaces with the traditional 2D interface for medical marking. The haptic VR interfaces showed promise in terms of intuitiveness and accuracy. When the tasks involved complex 3D manipulation, using the vibrotactile VR interface led to the shortest task completion time and using the kinesthetic VR interface resulted with the best marking accuracy. The results demonstrated the potential of haptic VR interfaces to interact with volumetric medical images for medical diagnosis and planning. Our future work will investigate their usability in other medical diagnosis and planning scenarios and address how these haptic VR interfaces can be integrated as a part of medical workflow.
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Current virtual reality (VR) technology is mainly based on visual and auditive modalities. Implementing kinesthetic interaction in VR could largely improve the immersion of VR and extend the range of its applications. Grounded force-feedback devices can be used to implement kinesthetic interaction. These devices provide a reliable kinesthetic interface with robust and realistic force feedback. However, there is a major challenge while using force-feedback devices for VR interaction, that is, the small workspace. The current solution to this challenge is to employ a large control-display (CD) gain.

The aim of this dissertation is to enable efficient and accurate hand-based kinesthetic interaction for VR. The research was divided into three steps: problem understanding, development and application. First, the research examined the effects of CD gain on kinesthetic interaction and thus provided an empirical basis for designing new kinesthetic interfaces. Second, to address the issue of limited workspace, three new kinesthetic interfaces were developed by using the user’s gaze as an input modality. The research also identified the critical factors for designing high-quality kinesthetic interfaces in terms of kinesthetic perception accuracy. Third, the research explored medical applications of a kinesthetic VR interface and demonstrated its potential to be the next-generation user interface in the field of medical diagnosis and planning.