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ABSTRACT

This dissertation focuses on quantitative analysis techniques that relate to language evolution. Over the last few decades an increasing number of linguists have acknowledged the benefits that quantitative analysis approaches can bring to the study of language data, such as increased objectivity, ease of replication as well as increased ability to handle large volumes of data. In addition to a more widespread acceptance of quantitative approaches in general, this has also brought analysis techniques from other research fields to linguistics. This includes methods from evolutionary biology, such as phylogenetic techniques, used to study historical relationships between different species, and population genetic techniques, which explore the relationships between the populations of a species. In the field of linguistics phylogenetic techniques can be used to quantitatively study related languages, while population genetic techniques are useful for studying more closely-related languages or varieties of the same language.

The present work focuses on phylogenetic and population genetic analysis techniques through four research articles that explore the applicability of these approaches in linguistic research, and also proposes new quantitative techniques to the toolkits of historical linguistics and dialectology. It also brings evolutionary research to both Uralic languages and Finnish dialects. The research is part of the work done by the multidisciplinary BEDLAN research initiative and its follow-up projects.

The language data used in the research comes from a dataset of Uralic basic vocabulary, compiled as part of the BEDLAN research initiative and its follow-up projects, and made publicly available as part of this dissertation’s work. This language family has not previously been explored using phylogenetic techniques, but is well-researched from a traditional standpoint, making it a good test subject for these techniques. In addition to the basic vocabulary data, the dissertation also uses dialect data from the digitized version of Lauri Kettunen’s Dialect Atlas of Finnish, error-checked and revised by the BEDLAN project and released by Kotus. Similarly to the Uralic language family, Finnish dialects also represent a good testing ground for new population genetic analyses due to the large amount of traditional research done on
them. In addition to real-life datasets, the dissertation’s research also employs simulated language data as part of its methodological exploration.

The four research articles show that evolutionary techniques work well for modeling relationships both between languages and within dialects, based on how the overall results compare to the literature. The articles also bring new techniques from evolutionary biology to linguistics, including population genetic clustering as a way of inferring dialect areas and a phylogenetic metric called TIGER values as a way of estimating how treelike a linguistic dataset is. The research that makes up this work has also laid groundwork for multidisciplinary research on languages as part of the overarching study of human history.
TIIVISTELMÄ


Tutkimusartikkelien tulosten perusteella evoluutiopohjaiset analyysitekniikat toimivat hyvin sekä kielten että murteiden tutkimiseen ottaen huomioon miltä saadut tulokset näyttävät aiemmin julkaistun tutkimuksen valossa. Artikkelit tuovat myös uusia tekniikoita evoluutiobiologiasta kielitieteeseen mukaan lukien murrealueiden inferenssi populaatiogeneettisen klusteroinnin avulla ja fylogeneettinen TIGER-metriikka tapana arvioida kuinka puumainen rakenne kieliaineistolla on. Artikkelit tarjoavat myös perustaa jo käynnissä olevalle monitieteiselle ihmishistorian tutkimukselle.
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1 INTRODUCTION

1.1 Overview

The main focus of this dissertation is on exploring languages with evolutionary quantitative methods. A fundamental building block of this kind of approach is the idea that, on a general level, language change operates similarly to how evolutionary processes such as biological evolution do, making it possible to also apply similar quantitative techniques in both fields (see Leino et al. 2020). The idea of language change as a kind of cultural evolutionary process is by no means a new idea; as is discussed later in the background section, languages have been likened to biological organisms and language change to evolutionary processes already in the nineteenth century (e.g. Aronoff 2017, Atkinson & Gray 2005). What the most recent wave of evolutionary language study has brought to linguistics is a robust toolkit of quantitative techniques originating from the largely data-driven field of evolutionary biology. These include phylogenetic tools, such as Bayesian tree-building techniques, and population genetic tools, such as ancestral population inference.

The new tools adopted from evolutionary biology make it easier to study large and complex datasets, which are still more prominent in the biological realm, although linguistics also has a rich selection of digitally available material to be explored. Many of the tools are also designed to be more malleable than the earlier quantitative tools used in historical linguistics, such as lexicostatistical techniques (see e.g. Embleton 1986, McMahon & McMahon 2005), and are obviously more advanced in other ways. Some of these tools have also made their way to other research fields, and have facilitated multidisciplinary work between e.g. biology, linguistics and archaeology. Consequently, these techniques give hope to more ambitious research in the future where linguistic and extralinguistic data can be analysed together in a quantifiable way to shed light on language history as one of the many parts that make up the overall history of the human species.
While recent years have seen considerable interest in these new quantitative tools, their acceptance is not universal. Problems have been pointed out in several areas, including the theoretical basis of modeling language change as an evolutionary process, the challenge of coding linguistic data in a format suitable for these tools, and the suitability of the existing tools to explore linguistic data. This highlights the important fact that while evolutionary thinking has a long history in linguistics, the use of evolutionary techniques to study languages is a recent phenomenon and as such its tools are constantly being improved. As part of this dissertation I will also critically examine the challenges of using these techniques and discuss the problems.

Structurally this dissertation consists of four research articles, whose topics focus on testing and applying evolutionary approaches for language research, as well as showcasing new ones. Three of the articles focus on the exploration of related languages, analogous with species-level analyses in biology, while one article focuses on exploring variation within a language, analogous to population-level analyses in biology.

Two types of linguistic data are used in the articles: (1) lexical cognate data recording historical relationships between Uralic languages, collected specifically for the testing of these evolutionary analysis techniques and publicly released as part of this dissertation work, and (2) dialect atlas data recording regional linguistic variation in the Finnish language. As such, the articles also contribute to Uralic language research and Finnish dialect research, although their primary objective is the exploration of quantitative methodology and evolutionary approaches as a way of studying languages. In addition to the datasets mentioned above, one of the articles, which showcases TIGER, a new quantitative metric adopted from phylogenetics, uses simulated language data produced using generative models that mimic different linguistic scenarios.

Finally, it should be noted that the topic of this dissertation is fundamentally a multidisciplinary one, requiring expertise from the linguistic field as well as the biological field. As such, it would have been difficult if not impossible to do in isolation. This work has been done as part of the multidisciplinary BEDLAN (Biological Evolution and the Diversification of Languages) research initiative, involving both biologists and linguists, as well as its various follow-up projects, including UraLex, SumuraSyyni, AikaSyyvi and URKO. This is also reflected in the articles that make up this dissertation, which are all co-authored.
1.2 Aims of the thesis

The four articles of this thesis revolve around both general-level questions that relate to current trends in quantitative language research, as well as questions specific to the study of the two main research objects, Uralic languages and Finnish dialects. The main emphasis of this dissertation is in methodology; thus the following two questions can be regarded as its primary research questions:

1. How applicable are phylogenetic and population genetic tools for studying language history and dialect variation? (Articles I-IV)

2. Can we introduce additional useful quantitative tools from the toolkit of evolutionary biology to the study of languages? (Articles III and IV)

However, as the work also involves the analysis of real-life linguistic data – basic vocabulary data from Uralic languages and dialect atlas data from Finnish – it also addresses the following two questions:

3. How are Uralic languages characterized by quantitative phylogenetic tools, including trees, networks and related metrics? (Articles I and II)

4. How are Finnish dialects characterized by population genetic clustering tools and related techniques? (Article III)

These make up the four main research questions of this dissertation.
As was already established, the main focus of this dissertation is on exploring quantitative evolutionary tools and their applicability to linguistic data. I will begin by unpacking the history of evolutionary thinking in linguistics. This will by no means be a comprehensive view of the topic of evolutionary concepts in linguistics, which in and of itself would be broad enough to fill a dissertation of its own (see e.g. Schleicher 1869, Sankoff 1973, Croft 2000; 2008, Ritt 2004, Atkinson & Gray 2005, Richerson & Boyd 2005, Livingstone 2003, Winter-Froemel 2008, Pappas & Mooers 2011, Pagel 2009, Aronoff 2017, Chomsky 2017, Creanza et al. 2017). In addition, it can be argued that, in many cases, the application of quantitative evolutionary techniques does not require an excessively detailed look at the relationship between linguistic change and evolution (see Leino et al. 2020 and further in this dissertation). However, it is valuable to provide a summary glance at the relationship between evolution and languages, pinpoint this study in the diverse field that involves evolution and languages, as well as introduce some of the core concepts that can be considered necessary for applying these quantitative techniques.

Following a look at the relationship between evolution and language, I will provide an overview of the quantitative side of evolutionary studies, focusing particularly on the type of tools applied in this dissertation. These include tools used for building phylogenetic trees and networks, such as MrBayes and NeighborNet, and metrics for evaluating treelikeness, such as $\delta$ (delta) scores, Q-residuals and TIGER values; these are central to Articles I, II and IV. It also takes a look at quantitative dialectology alongside tools used in population genetics for inferring population structure, such as the Structure algorithm, used extensively in Article III.

In the final section I will set the stage for the four studies by providing an overview of the Uralic language family and Finnish language from the perspective of its geographical dialects, which serve as this dissertation’s macro-level and micro-level study objects, respectively.
2.1 Language change and evolution

2.1.1 Evolution in a linguistic context

One of the first problems we encounter is the question of what is meant by ‘evolution’ in a linguistic context. Historically, linguistics and the study of biological evolution crossed paths significantly in the latter parts of the nineteenth century; linguistic theories such as August Schleicher’s *Stammbaumtheorie* was inspired by Darwin’s theory of evolution, which at that point was still in its infancy. During this time ‘evolutionary linguistics’ essentially became more or less a synonym for what we now call ‘diachronic linguistics’ (Aronoff 2017), the latter replacing the former after connotations of evolution became less popular around the beginning of the twentieth century. Over the last few decades ‘evolution’ has resurfaced in linguistics, with more complexity in its meaning than it had earlier.

Da Silva (2010) identifies three senses for ‘evolution’ in a modern linguistic context:

1. evolution of the linguistic capacity
2. origin of contemporary languages
3. evolutionary models of language change

First of these senses focuses on the changes that led to the creation of the sociocognitive capacity for language as a communicative system. It is generally associated with sociobiology and evolutionary psychology. In a way this sense is most literal. Notably, this sense constrains ‘evolution’ to specifically refer to biological evolution rather than non-biological changes within a linguistic system, as seen in the following passage from Chomsky:

> [W]hat has evolved is not languages, which do not evolve, in the technical sense of the term, any more than states of the visual system evolve. Rather, what has evolved is the capacity for language (L.C), analogous to the genetic basis for a mammalian, not insect, visual system. (Chomsky 2017)

Chomsky traces the origins of this line of research to the 1960s, specifically to the book *Biological Foundations of Language* (Lenneberg 1967). This line of research can be seen in e.g. studies of the FOXP2, a gene thought to be associated with the
human speech capacity (Marcus & Fisher 2003), as well as Chomskyan studies related to the so-called language organ.

The second sense, the origin of contemporary languages, relates to correlations between genetic, archaeological and linguistic diversification, as well as explorations of gene-culture coevolution (see e.g. Richerson & Boyd 2005). This approach is also sometimes termed the ‘new synthesis’, especially when talking about the interrelationships between genetic and linguistic connections (McMahon & McMahon 2005, Atkinson & Gray 2005). McMahon & McMahon (2005: 119) traces the kick-off point for this line of research to the work of Cavalli-Sforza et al. (1988), which included a far-from-perfect parallel linguistic-genetic tree. Cavalli-Sforza’s work highlighted that in order for this type of research to be successful it needs to be truly multidisciplinary, i.e. there must be both genetic expertise and linguistic expertise, not just one or the other. Interestingly, this second sense is in many ways closest to the connotations of the historical term ‘evolutionary linguistics’, which, as mentioned earlier, was later replaced by the less loaded term ‘diachronic linguistics’ (Aronoff 2017).

Returning to Da Silva’s three senses for ‘evolution’, the third and last sense involves the application of evolutionary concepts to the theory of language change. Most of the work on evolution as part of the theory of language change is fairly recent, such as e.g. Croft’s Theory of Utterance Selection (Croft 2000, 2006, 2008). However, as mentioned earlier, the roots of this line of thinking, at least in a rough sense, trace back to the nineteenth century, as can be seen in the following passage from Darwin, where he suggests that language change and biological evolution operate under somewhat similar processes, albeit in different contexts:

The formation of different languages and of distinct species, and the proofs that both have been developed through a gradual process, are curiously the same. […] We find in distinct languages striking homologies due to community of descent, and analogies due to a similar process of formation. (Darwin 1871)

At the time, the line of thinking from the passage from Darwin was perhaps most prominently found in August Schleicher’s Stammbaumtheorie (family tree theory), which characterized languages as diverging under a tree-like pattern, which bore resemblance to the Darwin’s tree of life. Schleicher notably wrote an influential pamphlet titled Die Darwinische Theorie und Die Sprachwissenschaft (Schleicher 1863), translated to English as Darwinism tested by the science of language (Schleicher 1869). The main argument of the pamphlet was that the results of
historical linguistics over the past half century essentially served as the first tangible evidence that Darwin’s theory of evolution was indeed valid (Aronoff 2017, see also Muller 1870). Notably, Schleicher’s *Stammbaumtheorie* was not unanimously accepted, which brought about alternative theories, such as the *Wellentheorie* (wave theory), proposed by Hugo Schuchardt and Johannes Schmidt in 1872; see François (2014) for examples of the criticism posed against the tree-model. Schleicher’s positioning of linguistics as a natural science was also generally disapproved. Eventually Saussure’s work shifted focus of linguistics from the study of historical linguistics akin to evolutionary processes to the synchronic study of grammar in the early twentieth century. The potential parallels between linguistic and biological systems would start to get more attention from the late 20th century onwards from various sides, including, for instance, the quantitative linguistic field, which included bioinformaticians and geneticists as well as linguists (see e.g. Sankoff 1973, Cavalli-Sforza & Wang 1986), evolutionary theories of language change (e.g. Croft 2000; 2006; 2008) and cultural evolutionary theories (e.g. Boyd & Richerson 1985, Richerson & Boyd 2005).

There is also room for interpretation as to what we mean when we talk about ‘evolutionary models’ of language change. Croft (2000) distinguishes three subtypes: *literal, analogical* and *generalized*. Essentially the same division is suggested in Winter-Froemel (2008), which however uses the terms *biological, metaphorical* and *generalized*, respectively; I will use Croft’s terminology below. Of the three subtypes, the literal type assumes that language is a fundamentally genetic capacity and as such follows the principles of biology. Da Silva (2010) adds that the literal subtype is largely associated with Chomskyan linguistics, where specific universal properties of languages are argued to have a biological basis. The analogical subtype is focused on specific analogies identified between biological evolutionary processes and processes of language change, without committing to deeper connections between the theory of language change and evolution. Consequently, analogical similarities are generally quite superficial (for an example, see e.g. Table 1 further below). The third subtype, generalized, covers theories which are built on top of a generalized theory of selection and also attempt to commit to a deeper connection between the theory of evolution and the theory of language change. Croft’s *Theory of Utterance Selection* (Croft 2000; 2006; 2008) is an example of the generalized type, and is based on David Hull’s *General Analysis of Selection* (Hull 1988), on top of which he attempts to flesh out a full theory of language change based on evolutionary thinking.
Of the three senses of evolution discussed here, the third sense of the term – ‘evolutionary models of language change’ – is perhaps closest to the overall subject matter of this dissertation, which involves analyses of purely linguistic material using tools that are built on a kind of evolutionary model. Having said that, however, the analysis tools applied in this dissertation are also commonplace in studies that infer history by combining or correlating linguistic data with extralinguistic information, which corresponds with the second sense of evolution discussed above – ‘origin of contemporary languages’. Examples of such studies within the Uralic language family include Honkola et al. (2013), Honkola et al. (2018); others include, for instance the phylogeographic analyses of Bouckaert et al. (2012), which apply combine geographical information with linguistic data.

With respect to Croft’s subtypes, this dissertation falls mostly in the ‘analogical’ subtype, as it does not commit to a fully fleshed-out evolutionary theory. Rather, the work mainly addresses similarities between language change and biological evolution whenever they relate to the internal workings of the quantitative techniques themselves. At these points it is important to ensure that the principles underlying the techniques do not clash with our understanding of how language change works. With this in mind, the works that make up this dissertation do not need to be regarded as evolutionary approaches to linguistics; they can also be regarded simply as works exploring and showcasing new computational techniques for linguistics, all of which originate from the realm of quantitative biology.

2.1.2 Fundamental principles of evolutionary models

While the present work does not lean on any larger generalized theory of language change, the techniques that are used were originally devised within the field of evolutionary biology. As such, they require a certain degree of similarity to exist between how language change works and how biological evolution work (see Leino et al. 2020). In this section I go through the fundamental principles that evolutionary techniques generally lean on, without delving too deep in details. These can be thought of as the first stepping stone when going deeper into the details of each technique.

There are three fundamental principles that underlie evolution of any kind. Audersirk, Audersirk & Byers (2008) defines these in the context of biological evolution as inheritance, variation and natural selection. Formally these three processes
that define evolution trace back at least to Richard Lewontin’s 1970 paper “The Units of Selection” (Lewontin 1970); notably, Lewontin’s paper highlights the fact that these principles are, by intention, defined quite generally:

It is important to note a certain generality in the principles. No particular mechanism of inheritance is specified, but only a correlation in fitness between parent and offspring. The population would evolve whether the correlation between parent and offspring arose from Mendelian, cytoplasmic, or cultural inheritance. (Lewontin 1970)

With this in mind, it should come as no surprise that these principles, in one form or another, are present in non-biological studies that revolve around evolution, including linguistic studies. Croft (2000), in his Theory of Utterance Selection, uses the terms replication, variation and selection, while Honkola (2016), following Futuyma’s definition of evolution, uses the terms heritability, variation and change-causing forces for the same three principles. Article III of this dissertation, which focuses on analysing linguistic data at the population-level, likewise specifies three similar ingredients for applying biological methodology for language data: (1) the existence discrete heritable units (i.e. heritability), (2) the existence of physical carriers for the heritable units (i.e. variation), and (3) the existence of forces affecting the variant frequencies of the heritable units (i.e. selection or change-causing forces).

Heritability refers to the existence of heritable units, or ‘replicators’, that persist through time by being transmitted from one generation to the next. The heritable units may be defined at various levels of fine-grainedness\(^1\), such as e.g. genes, alleles (variant of a gene) nucleotides and amino acids in the context of biology, and e.g. words, phrases, constructions or utterances in the context of languages. These units are carried over from one generation to the next quite differently in the two domains, with biological systems transferring their units by processes such as genetic inheritance and horizontal gene transfer (e.g. Gasmi et al. 2015, Campbell et al. 2008), and languages doing the same through communication and learning between the language users.

Variation in a biological context refers to the existence of genetic differences between the individuals of a biological population; in a linguistic context this can be interpreted as the existence of distinct language use patterns, or ‘linguistic repertoires’, as termed by Croft (2000), between the individuals of a linguistic

\(^1\) Notably, different evolution-based linguistic frameworks, such as those by Ritt and Croft, also tend to have replicators that represent different levels of fine-grainedness (Pappas & Booers 2011).
population. What these specific differences are considered to be depends somewhat on the level one is investigating, which in biology may range from differences between the populations of one species (micro-level) to differences between species (macro-level); in both cases, different types of heritable units are explored. Similarly, variation and its nature is defined somewhat differently when looking at the relationships between within-language populations (lects) and relationships between languages. The data itself also plays a role in defining how linguistic variation is seen, as different data sets cover different types of linguistic units. What is common in both biological evolution and language change, regardless of the type of variational data point being observed, is the idea that variation gives rise to change.

*Selection* refers to the existence of internal or external forces that to some extent direct how variation changes from one generation to the next. In biological context perhaps the best known selective force is natural selection, defined as “the enhanced reproduction of organisms with variations that help them cope with their environment” (Audersirk *et al.* 2008), and in and of itself includes different subtypes of selection with different outcomes, such as directional selection (in which one extreme of continuous variation is favored), stabilizing selection (in which an intermediate state between continuous variation is favored) and diversifying selection (in which both extremes of continuous variation are favored). Similarly, we can model languages as a system that is affected by a combination of predictable and unpredictable changes (selective pressures), which gives rise to the observable variation and modifies it in various ways in the course of linguistic history.

In addition to the three aforementioned fundamental elements that make up an evolutionary system – heritability, variation and selection – more deep-level analogies or parallels are also occasionally suggested between biological and linguistic systems. For instance, Pagel (2009) provides such a list (reproduced in Table 1 without footnotes from the original), which lists many parallels suggested already in Darwin’s *The Descent of Man* in 1871. It should be noted that detailed lists of parallels such as this are not necessarily useful from the practical perspective of computationally modeling language change as an evolutionary phenomenon. They may in fact be quite misleading if taken too literally, as they often imply mechanisms that are domain-specific, or include details that are only partially valid (e.g. Croft 2008: 220, List 2016). To give an example of a potentially misleading metaphorical parallel from Pagel’s table: while biological mechanisms for
replication can be likened to teaching, learning and imitation in languages, language learning takes place more gradually (in small pieces) as opposed to biological replication. Linguistic information is also exchanged between already existing speakers, and the exchange does not produce a new speaker, unlike its biological counterpart. Another example of a misleading parallel in the table is ‘drift’, which in biological context refers to changes in the allele frequency in a population due to random selection, whereas in linguistics the term often refers to gradual change that is unconscious but directed rather than random. List (2016) also points out that the parallel terms ‘homology’ and ‘cognates’ are also misleading, as the biological notion of ‘homology’ has different subtypes (‘orthology’, i.e. genes related via speciation; ‘paralogy’, i.e. genes related via duplication; ‘xenology’, i.e. genes related with horizontal transfer of genetic material), whereas ‘cognacy’ refers specifically to shared descent from a common ancestor, and does not cover horizontal historical relationships, i.e. borrowing.

<table>
<thead>
<tr>
<th>Table 1. Parallels between biological and language evolution, based on Pagel (2009).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Biological evolution</strong></td>
</tr>
<tr>
<td>Discrete heritable units (for example, nucleotides, amino acids and genes)</td>
</tr>
<tr>
<td>Mechanisms of replication</td>
</tr>
<tr>
<td>Mutation (for example, many mechanisms yielding genetic alterations)</td>
</tr>
<tr>
<td>Homology</td>
</tr>
<tr>
<td>Natural selection</td>
</tr>
<tr>
<td>Drift</td>
</tr>
<tr>
<td>Cladogenesis (for example, allopatric speciation (geographic separation) and sympatric speciation (ecological or reproductive separation))</td>
</tr>
<tr>
<td>Anagenesis</td>
</tr>
<tr>
<td>Horizontal gene transfer</td>
</tr>
<tr>
<td>Hybridization (for example, horse with zebra and wheat with strawberry)</td>
</tr>
<tr>
<td>Correlated genotypes and phenotypes (for example, allometry and pleiotropy)</td>
</tr>
<tr>
<td>Geographic clines</td>
</tr>
<tr>
<td>Fossils</td>
</tr>
<tr>
<td>Extinction</td>
</tr>
</tbody>
</table>
In summation, the general principles of language change and biological evolution resemble each other on a general level, but this analogy does not necessarily extend into more fine-grained similarities. From the perspective of quantitative tools a fully analogous relationship is not a necessity, as each tool or analysis technique focuses on approximating a very specific evolutionary scenario as simply as it can, without modeling every piece from the underlying theory of biological evolution. Thus, as long as the specific quantitative tool that is being applied is not built on top of any fine-grained evolutionary assumptions that would be entirely nonsensical in the context of language change, it is likely that they can be successfully applied to study language change (Leino et al. 2020).

2.2 Quantitative tools of language evolution

As was already pointed out, quantitative evolutionary tools are generally such that they operate only on the basis of a small subset of evolutionary principles. In other words, they assume that specific evolutionary principles are valid, but do not require one to operate under a holistic evolutionary theory of language change. Notably, as the evolutionary principles vary between methods, one needs to be careful in choosing which tools are useful in a context such as linguistics.

2.2.1 Phylogenetic (macro-level) tools

The macro-level phylogenetic tools, used for inferring the internal classification of related languages, represent some of the most prominently used new tools adopted from evolutionary biology. They have indeed been applied to a wide variety of language families, such as Indo-European (e.g. Gray & Atkinson 2003, Bouckaert et al. 2012, Chang et al. 2015), Austronesian (Gray & Jordan 2000, Greenhill & Gray 2009), Japonic (Lee & Hasegawa 2011), Bantu (Holden 2002) and Uralic (Articles I and II, Honkola et al. 2013). The techniques are also discussed and explored in a broader context in e.g. McMahon & McMahon (2005), Nichols & Warnow (2008) and Greenhill et al. (2020). Phylogenetic tools have gradually developed in biology from 1950s onwards (Atkinson & Gray 2005, Felsenstein 2004), when aspects such as the rise of the ‘modern synthesis’, and the discovery of DNA called for more efficient quantitative tools to study the increasingly complex biological datasets.
(Atkinson & Gray 2005, Felsenstein 2004). Among the first such approaches were the distance-based methods of Sokal & Sneath, developed in late 1950s.

Intriguingly, five years before Sokal & Sneath, Morris Swadesh popularized a similar distance-based calculation approach called lexicostatistics for historical linguistics. While being the most often-cited quantitative approach of this kind, Swadesh’s lexicostatistics was not in fact the oldest quantitative means of exploring language classification (see e.g. Hymes 1983, Embleton 1986; 2000); the oldest precursor to lexicostatistics, according to Hymes’s history of lexicostatistic techniques (1983: 68–69), was developed by Dumont d’Urville in the early 19th century, which did not become popular at the time. Hymes also notes (1983: 69–70) that Swadesh himself characterized lexicostatistics to be a reinvention of a technique introduced by Dixon and Kroeber in 1919. The lexicostatistic technique uses cognacy judgments of basic vocabulary meanings (discussed further in the Methods section) as a basis for building a distance matrix between languages (and occasionally dialects, as noted in Embleton 1986). The distance matrix could then be used to quantitatively assess how closely related the languages are to one another, and also to produce a tree classification. Swadesh also proposed a quantitative approach related to lexicostatistics called glottochronology, which aimed to infer divergence times for languages, based on the assumption that basic vocabulary undergoes a gradual process of change due to effects such as taboo-related change, substratum or superstratum effects, borrowing, semantic shift, semantic extension or narrowing. The glottochronological model assumed that the rate at which basic vocabulary items changed was constant, similarly to how radioactive decay works (Embleton 1986). Incidentally, a timing technique that is in essence identical to Swadesh’s glottochronology was suggested by the anthropologist Paul Broca as early as 1862, based on the pre-lexicostatistical calculations of Tahitian-Hawaiian published by Dumont d’Urville (Hymes 1983: 93–108); while this technique did not draw inspiration from radioactive decay, it also had an assumption of a constant rate of change. As noted in Atkinson & Gray (2005) the assumption of a constant rate of change in glottochronology is quite similar to the idea of the molecular clock, which was introduced to biology in early 1960s, likely as a parallel development.

2 Notably, the terms ‘lexicostatistics’ and ‘glottochronology’ are often confused with one another or used interchangeably, even though the scope and the objectives of these two approaches are distinct, with glottochronology being a specific extension and application of lexicostatistics (McMahon & McMahon 2005).
While in biology the quantitative tools continued to be developed quite actively, the same cannot be said of their linguistic counterparts. Swadesh’s methods – particularly glottochronology – received mixed reactions after initial enthusiasm faded. Embleton (1986) devotes separate summaries for pro-glottochronological studies, anti-glottochronological studies and neutrally positioned studies, while Atkinson & Gray (2005) note that after initial enthusiasm Swadesh’s methodology was heavily criticized and was eventually largely discredited in general historical linguistics (see also e.g. Crystal 1987). Embleton (1986; 2000) attributes the cold reception of the glottochronological methodology at least partially due to linguists treating the model as deterministic (i.e. one that produces the ‘correct’ solution) rather than stochastic (i.e. one that produces the ‘most probable’ solution given the data and the underlying model), which led to its virtual abandonment among linguists before the methodology had sufficient time to mature. The lexicostatistic model continued to be refined among those that did not abandon it, which largely included mathematicians and area-studies specialists, with improvements for taking into account various factors that the original techniques did not address, such as heterogeneous replacement rates, chance cognations and recurrent cognations, borrowing rates, and the presence of multiple synonyms (Embleton 1986; 2000, McMahon & McMahon 2005). Swadesh’s techniques were also followed by other quantitative approaches (see e.g. Embleton 2000).

The biological phylogenetic toolkit is generally seen to have arrived to linguistics in the wake of the ‘new synthesis’ (McMahon & McMahon 2005), referring to crossdisciplinary studies that correlate linguistic and extralinguistic evidence quantitatively (see also section 2.1.1). Both McMahon & McMahon (2005) and Atkinson & Gray (2005) trace this trend back to a study by Cavalli-Sforza et al. (1988), which compared genetic and linguistic trees. This study generated a fair amount of controversy, as its results included e.g. genetic populations sampled on the basis of linguistic rather than genetic criteria, as well as controversial deep-level language groupings, such as Amerind, Nostratic and Eurasian, which are generally regarded as being impossible to prove due to linguistic entropy; most linguists consider that after around 8000 to 10000 years it becomes impossible to distinguish chance resemblances and vertical historical connections from one another (McMahon & McMahon 2005, Atkinson & Gray 2005). However, it also generated enthusiasm, and brought various studies that similarly correlated extralinguistic (often genetic) evidence with linguistic data, and also approached linguistic data using analysis tools from outside of linguistics. Such studies include Gray & Jordan (2000), which examined Austronesian expansion hypotheses on the basis of a
phylogenetic parsimony analysis of a Swadesh-list dataset done with biological tools. This was followed by other works that used parsimony analysis, such as Holden (2002) and Rexová et al. (2003), which explored Bantu and Indo-European data, respectively. Other phylogenetic and cladistic techniques were applied to language data at this time. McMahon & McMahon (2005) applied a wide variety of techniques, including Neighbour-Joining trees, maximum likelihood trees and NeighborNet networks. Another study which examined different biological tree-building techniques extensively was Nakhleh et al. (2005). Attention soon turned mostly to a newer and more flexible tree-building technique, Bayesian inference of phylogeny, which had also gained foothold in biology, with studies such as Gray & Atkinson (2003), Pagel et al. (2007), Dunn et al. (2008), Lee & Hasegawa (2011) and Bouckaert et al. (2012). These techniques also expanded to various directions where the phylogenetic analysis served only as part of an analysis pipeline; good examples of this are word rate analyses in Pagel et al. (2007) and the phylogeographic analysis of Bouckaert et al. (2012), which both integrate Bayesian phylogenetic techniques as part of a larger analysis chain. Some works also applied multiple techniques, such as Dunn et al. (2008), which used several types of analysis, including Bayesian inference of phylogeny, NeighborNet as well as the population genetic clustering tool Structure, to study a group of unrelated Papuan language families. The study is also notable in that it studies structural features coded as phylogenetic characters rather than basic vocabulary items, as most of the studies do. While the new quantitative methods have been better received than earlier quantitative attempts, they have also not been universally approved (see, for instance, the highly critical Pereltswaig & Lewis (2015) as well as a response to that criticism in Verkerk (2016).

Articles I and II involve the use of Bayesian inference of phylogeny using the software package MrBayes (Huelsenbeck & Ronquist 2001), with Article II and IV also applying non-Bayesian NeighborNet analyses (Bryant & Moulton 2004), using the tool SplitsTree. The focus of Articles I and II is in exploring the overall classification of Uralic using only linguistic material. On a larger scale they act as a validation process for related studies that analyze the Uralic language data alongside extralinguistic information using phylogenetic approaches (e.g. Honkola et al. 2013). This ensures our familiarity with the linguistic material that is being investigated. In addition to tools used for constructing phylogenetic trees and networks, Article IV, and to some extent Article II, explore supplementary metrics that estimate how tree-like a dataset is – a crucial step prior to a phylogenetic analysis especially when working with cultural data, which is often characterized by a considerable amount of reticulation, or nontreelike structure (see e.g. Wichmann
et al. 2011, Verkerk 2019, Nelson-Sathi et al. 2011, Gray et al. 2010, Jacques & List 2019). These include metrics used in existing studies - δ scores (Holland et al. 2002) and Q-residuals (Gray et al. 2010) - as well as a showcase of a new metric for this purpose - the TIGER value (Cummins & McNerney 2011).

2.2.2 Population genetic (micro-level) tools

The micro-level tools of evolutionary biology originate from the field of population genetics, and are used for quantitatively inferring within-species populations. In a linguistic context these can be likened to intralingual varieties, such as dialects. Thus, this research is essentially a type of quantitative dialectology, where dialect clustering is performed with the help of population genetic tools rather than more traditional dialectometrical tools. The use of quantitative approaches for studying and inferring intralingual varieties is not a new idea; while Jean Ségyy’s work on dialectometrical distances in 1973 is generally regarded as the beginning of quantitative dialect study, the dialectometrical research tradition also had predecessors (Nerbonne & Kretzschmar 2013), similarly to how there was quantitative language classification even before Swadesh’s lexicostatistical approaches. Unlike lexicostatistics, however, quantitative dialect studies were generally better received than lexicostatistical approaches (Chambers & Trudgill 1998), perhaps due to changed attitudes or more understanding towards quantitative and statistical techniques at the time compared to the time when quantitative techniques were brought to historical linguistics.

The current toolkit of quantitative dialectology is quite large, covering a wide range of multivariate techniques (see e.g. Chambers & Trudgill 1998; Nerbonne & Wieling 2017). The main focus of this dissertation is in clustering techniques, which are used in both quantitative dialectology, where they aim to group individual observations together and thus identify dialect groups, and in population genetics, where they are used to infer a population structure based on genetic data. Unsurprisingly, both these approaches have relied on rather similar techniques in their research endeavours, including hierarchical and partitional clustering, principal component analysis and multidimensional scaling. A notable difference between these research areas is that from the 21st century onwards population genetics has increasingly adopted Bayesian model-based clustering approaches designed specifically for genetic clustering and the inference of genetic admixture (e.g. Novembre 2016 and references therein). Tools that work along these lines
include e.g. *Structure, BAPS, TESS* and *Geneland*, while quantitative dialectology has mainly relied on generic clustering techniques, especially hierarchical techniques such as e.g. UPGMA, WPGMA and Neighbor Joining (Nerbonne & Wieling 2017), although other techniques have also been applied to some extent (see e.g. Leino et al. 2006, Hyvönen et al. 2007). Perhaps the most attractive feature of population genetic techniques from a dialectological perspective is in their admixture modeling, essentially a type of ‘fuzzy clustering’ where each data point is assigned a degree of membership in multiple clusters. This contrasts with the more traditional ‘hard clustering’, where each data point is assigned to one and only one cluster. The concept of admixture fits well into many dialect data, which generally represent continuous linguistic variation across a geographical area.

Article III in this dissertation represents a large-scale pilot study on applying evolutionary analysis techniques from population genetics to Finnish dialect data. The main focus of this work involved inferring dialects and transitional dialects similarly to how populations and mixtures of populations within a biological species are inferred in population genetics. The main tool for this was the Bayesian population genetic tool *Structure* (Pritchard et al. 2000), used to infer populations from genotype data. Alongside this it also applies the more generic clustering technique (K-Medoids clustering), mainly to provide a non-evolutionary point of comparison for the Structure analyses. While the main focus of this work is on population clustering, the study also applies various population genetic metrics that are often used alongside these; these allow, for instance, the estimation of dialectal distances.

### 2.3 Overview of study objects

#### 2.3.1 Uralic languages

Articles I and II, which focus on the macro-level of language evolution, explore the Uralic language family with the help of quantitative tools. Article IV also includes analyses of Uralic language data although for the most part it relies on different types of simulated language data. Here I provide a brief overview of this language family. A similar overview is also found in the articles themselves. Notably, this dissertation as a whole focuses more on quantitative methodology than Uralic
linguistics; consequently, this will by no means represent an exhaustive look at the Uralic language family and the research around it.

The Uralic language family includes around 40-60 languages (the exact number depends on factors such as what qualifies as a separate “language” and whether unattested languages are counted) with about 25 million speakers altogether. The Uralic speaker area (Figure 1) is geographically quite broad, ranging across Europe and Siberia (Salminen 2007, Janhunen 2009). The three largest languages of the family are Hungarian, Finnish and Estonian, the official languages of Hungary, Finland and Estonia, respectively; the other languages are generally minority languages. The language family has been studied since the beginning of modern historical comparative linguistics, and to some extent even before this (e.g. Korhonen 1986, Hovdhaugen et al. 2000).

Figure 1. Approximate geographical distribution of Uralic languages, based on Rantanen et al. (ms).

The Finno-Ugric Stammbaum, proposed by Otto Donner in the late nineteenth century, serves as the foundation for what is often called the ‘standard paradigm’ of Uralic phylogeny (Korhonen 1986, Hovdhaugen et al. 2000). In Donner’s interpretation the ancestral Finno-Ugric language split into Ugric and Finno-
Permian branches; the latter then split into Permian and Finno-Volgaic, after which Mari and Mordvin (historically grouped together as the nowadays obsolete ‘Volgaic’ branch) diverged, followed by the splitting of the remaining languages (Finno-Saamic) into Finnic and Saami. By including the Samoyed branch alongside Finno-Ugric and connecting them through a common proto-stage (Proto-Uralic), we obtain the aforementioned ‘standard paradigm’ classification for the Uralic language family, a tree with strictly binary splits, with Samoyed as the first language to diverge. This kind of classification was commonplace until around the 1980s, and is reflected closely in, for instance, Korhonen (1981), shown in Figure 2 below; the only major difference between Korhonen’s interpretation and the traditional ‘standard paradigm’ tree is is the lack of the Volgaic branch.

Although Uralic languages are generally accepted as forming a genealogical whole, the relationships within the Uralic language family have been debated since its inception; views of the Uralic language family are nowadays distinct from the ‘standard paradigm’ view. The nine ‘shallow branches’ of Uralic are generally considered valid and reconstructable as protolanguages (Aikio in press). To some extent, however, all of the ‘deep branches’ of the standard paradigm classification – the intermediate levels between the root and the tips of the tree – are nowadays considered either debatable or obsolete. The Volgaic branch was already absent from Korhonen’s 1981 Uralic tree, Salminen (2002) presents an overview of the problems regarding the proposed innovations between the various deep branches. To briefly sum up some of his points: Finno-Ugric is predominantly supported by lexical evidence, which strongly distinguishes Samoyed from the remaining Uralic languages – however, there is little evidence for it on other linguistic levels; there are inconsistencies in the proposed Ugric and Ob-Ugric innovations, as they are either not consistently found amongst the Ugric members or are also found in Samoyed; Finno-Permian and Finno-Volgaic are both supported by only a few shared innovations, which may imply that they may not have been clearly distinguishable linguistic levels; Finno-Saami, quite a robust branch in its supposed number of shared innovations (see also Michalove 2002), also has potential problems due to the extensive borrowing history between Finnic and Saami. Other noteworthy sources that discuss the validity of the various traditional deep branches of Uralic include e.g. Michalove (2002), Helimski (2003) Tambovtsev (2004), Saarikivi & Grünthal (2005) and Ylikoski (2016).

The unresolved questions regarding the reconstructability of intermediate protolanguages in the Uralic language family have in turn introduced various
alternative branching hypotheses to replace the traditional, east-to-west spanning binary Uralic tree. These range from highly polytomous or “bushlike” classifications (e.g. Häkkinen 1984, Salminen 1999; 2002) to partially polytomous ones (e.g. Kulonen 2002, Michalove 2002). Figure 2 gives two examples of alternative Uralic classifications alongside a tree that closely reflects the ‘standard paradigm’.

Figure 2. Branching hypotheses for the Uralic family, from Article 1: (a) Traditional tree based on Korhonen (1981); (b) highly polytomous classification, based on Salminen (2007); (c) partially polytomous classification, based on Kulonen (2002).

The analyses in Articles I and II, and to some extent also Article IV, shed quantitative light on the nature of the Uralic phylogeny, addressing the debated positions from the perspective of historical connections recorded for lexical data. They address the overall structure of the tree and the reliability of its various branches using different visualization techniques and metrics. The metrics on the
one hand provide estimations on how robust the different parts of a tree classification are, providing a rough baseline for how reconstructible the various branchings might be. In addition, the network analyses, while using essentially the same data as the tree models, visualize positions of ambiguity within the Uralic phylogeny, highlighting the effects of e.g. contact influence and ambiguous historical connections on the classification. Certain characteristics of the Uralic language family are also addressed as part of Article IV, such as how well the Uralic data fits into a tree, and what the largest version of the data looks like when viewed through the lens of a NeighborNet analysis (see section 3.1.1 for more detail on the Uralic data). Notably though, the main focus of Article IV is methodological exploration of TIGER values as a metric for treelikeness, and a bulk of the analyses are done using simulated data rather than Uralic data.

It is worthwhile to point out certain details from the terminology used in the articles when discussing the Uralic language family. Firstly, the articles make occasional references to both Volgaic and Finno-Volgaic branches when discussing the results; the use of these historical branch names should not be interpreted as any type of strong claim that they are historically attested, but rather as an attempt to make the text more economical. In retrospect, this point could have been made more clear in the articles, especially Article I. Secondly, the articles use ‘Finno-Mordvin’ when referring to the combination of Mordvin, Saami and Finnic branches; this grouping is also called ‘Western Uralic’ in the literature (see e.g. Häkkinen 2009, Ylikoski 2016).

### 2.3.2 Finnish dialects

Article III explores language evolution at the micro level, focusing on the dialects of Finnish. This chapter provides a dialectological overview of Finnish. This information can also be found in the article itself.

While subjective interpretations of Finnish dialects date all the way back to early written Finnish, as is apparent from Mikael Agricola’s foreword for the New Testament (Agricola 1548), systematic dialect research of Finnish began around the nineteenth century. This research was motivated partially by growing interest in national history as well as fieldwork focusing on collecting oral tradition (Hovdhaugen et al. 2000). Dialectology remained one of the most actively researched subjects of Finnish linguistics until the mid-twentieth century, when
variationist studies turned their focus to sociolinguistics (Hurtta 1999). Finnish
dialect research as a whole has mainly focused on fieldwork and detailed
descriptions of specific dialects and dialect areas. Some of the more noteworthy
works focusing on Finnish dialect variation as a whole include Kettunen (1930,
1940a, 1940b), Hakulinen (1950), Rapola (1969), and Hormia (1978).

A fairly good consensus exists on the division of Finnish dialects. Most
commonly the language is split into two principal dialect areas, eastern and
western. This dichotomy was described already in the 18th century by Vhaël
(1733), becoming the default division in the early 19th century (Rapola, 1969; Wiik,
2004). It is considered to be the clearest general division of Finnish dialects, and
serves as the foundation for various subdivisions, especially ones that emphasize
morphological and phonological features.

The eastern and western dialects are generally split further into seven or eight
generally clear main dialects (e.g., Itkonen, 1964; Savijärvi and Yli-Luukko, 1994).
Slight variation on these areas can be found in e.g. Miilikainen (1991) and Leskinen
(1992). Itkonen (1964; 1989) is often regarded as the ‘gold standard’ of the eight-
way division, splitting the western dialect area into Southwest, Southwest
transitional, Hâme (Tavastia), South Ostrobothnia, Middle/North Ostrobothnia,
and Far North, and the eastern dialect area into Savo (Savonia) and Southeast
(Figure 3).
Figure 3. Finnish eight-way dialect division from Itkonen (1964). This divides Finnish into Southwest (1a–b), Southwest transitional (2a–e), Häme (3a–f), South Ostrobothnia (4), Middle/North Ostrobothnia (5a–b), Far North (6a–e), Savo (7a–h), and Southeast (8a–d). 1–6 belong to the western dialect area, and areas 7–8 to the eastern dialect area.

While the east-west division remains the default for Finnish, three-way divisions have also been proposed. For instance, Erik Lencqvist’s proposal from 1777 suggested a division into 1) the Turku dialect, covering parts of the Southwest and Southwest transitional dialects, 2) the Ostrobothnian dialect, which also included Häme, and 3) the Savo dialect (Rapola 1969). Mieliikäinen (1991) and Paunonen
(1991; 2006) have suggested that synchronic typological features, among others, could be seen as support for the kind of three-way division proposed by Lencqvist, where Southwest becomes a main dialect area. Another proposed three-way division, originally proposed by Warelius (1848) and later discussed by e.g. Leino et al. (2006) and Hyvönen et al. (2007), splits Finnish into eastern, western and northern areas, with the northern area being essentially a mixture of eastern and western influence. The east-west-north trichotomy has been suggested to be more prominent at the lexical level, whereas the two-way division (east-west) is more prominent at the morphological and phonological levels.

There are also some grounds for suggesting four principal dialect areas in Finnish dialectological literature, as Paunonen (2006) suggests that, from a synchronic standpoint, Finnish should be divided into 1) Southwest dialects, 2) Western dialects (covering Southwest transitional dialects, Häme dialects, and South Ostrobothnian dialects), 3) Eastern dialects (covering Savo and Southeast dialects), and 4) Northern dialects, covering Middle/North Ostrobothnia and Far North.

Article III focused on testing population genetic clustering as a new quantitative solution for inferring dialect areas. In addition to exploring the aforementioned dialect divisions in the light of quantitative clustering, it also explored Finnish dialects using a more generic clustering technique called K-medoids clustering as well as tested various population genetic metrics with dialect atlas data.
3 MATERIALS AND METHODS

This section provides an general overview of the materials and the methods used in the four articles of this dissertation. The same information can also be found in the articles themselves, with the articles occasionally providing more detail than the descriptions here.

3.1 Materials

In this section I outline the two data sets that were analysed as part of this dissertation. The first of these is a basic vocabulary dataset of Uralic languages, which represents macro-level relationships between related languages. This dataset is the primary focus in articles I and II, whereas in article IV it serves as a real-life point of comparison for simulated datasets that have similar superficial properties. The second dataset is a digitized version of the Dialect Atlas of Finnish (Kettunen 1940a), and serves as the primary data in article III, where the focus was on micro-level relationships – that is, relationships that exist within a single language.

3.1.1 UraLex basic vocabulary dataset (I, II, IV)

Articles I, II and IV, which take a predominantly macro-evolutionary perspective and apply phylogenetic tools such as MrBayes (Huelsenbeck & Ronquist 2001), NeighborNet (Bryant & Moulton 2004) and the TIGER algorithm (Cummins & McInerney 2011), employ different versions of a dataset collected and expanded as part of the BEDLAN project and its follow-up projects over several years, and subsequently released under a Creative Commons license as the UraLex Basic Vocabulary Dataset v. 1.0 (Syrjänen et al. 2018), or UraLex for short. The data records contemporary words and their historical relationships for meanings that mainly belong to so-called basic vocabulary. In this context basic vocabulary refers to a subset of the vocabulary usually denoted by semantically and morphologically
simple words that are relatively stable over time, culturally neutral (and consequently, likely to be found universally across different languages) and resistant to replacement by borrowing or semantic shift. The notion of basic vocabulary has a long history in linguistic research, tracing back to at least the seventeenth century (Hymes 1983: 65). Basic vocabulary is often associated especially with the lexicostatistical and glottochronological research tradition, started by Morris Swadesh in the 1950s. Basic vocabulary has been a staple of that field since its inception, and its use has continued to more contemporary methods, as well.

As Campbell notes, basic vocabulary is often intuitively understood to contain words for concepts such as “body parts, close kin, frequently encountered aspects of the natural world, and low numbers” (Campbell 2003: 263–264). A number of standardized basic vocabulary lists have been proposed over the years. Perhaps the most popular and well-known of these lists is the 200-meaning basic vocabulary list proposed by Morris Swadesh (Swadesh 1952), often noted to be the first formally specified basic vocabulary list, along with its revised 100-meaning version (Swadesh 1955), which eliminated various meanings deemed to be culture-specific, meanings without reliable matches in all languages, ambiguous object words, and non-independent meanings which may cause duplication. In addition to these two ‘Swadesh lists’, other basic vocabulary lists also exist, such as Tadmor’s (2009) Leipzig-Jakarta list, which, unlike Swadesh’s lists, is based on quantitatively evaluated criteria (susceptibility to borrowing, historical age in the language family, morphological simplicity and representativeness of the meaning in the vocabularies of different languages) assessed from languages around the world. Many variations of the standardized basic vocabulary lists exist; these generally optimize the contents for a specific set of languages. Examples of such modified basic vocabulary lists, given in McMahon & McMahon (2005: 43–44; 156–157), include the CALMSEA list (Matisoff 2000), the Australian language lists by O’Grady (1960) and Alpher & Nash (1999), and Heggarty’s CALMA list. There also exists a modified Bantu basic vocabulary list (Bastin et al. 1999), and a proposed list of fifteen ‘ultrastable’ meanings, proposed originally by Dolgopolsky in 1964 (Trask 2000). Notably, Article I also used an optimized Uralic-specific basic vocabulary list (‘Ura100’) in addition to standardized basic vocabulary lists, as well as lists with more borrowing-susceptible items. The non-standard lists in Article 1 were based on supporting information on borrowing-susceptibility recorded in the dataset.
Perhaps a bit unintuitively, the primary data recorded in a basic vocabulary dataset such as UraLex does not consist of lexical data per se, but rather the historical relationships of lexical items. *Cognate relationships* specify whether a word denoting a given meaning contains a semantic root morpheme that has been vertically inherited from an ancestor language without considerable semantic shift. Most basic vocabulary data sets in existence focus mainly on these type of relationships. There may also be words whose root morphemes have a shared historical origin through borrowing, or a combination of borrowing and vertical inheritance; when encoded as part of lexical datasets, these types of connection have been termed *historical connections* (Kessler 2001) or *correlates* (McMahon et al. 2005). UraLex includes both types of relationships, motivated by the desire to explore both horizontal and vertical relationships within the Uralic language family using phylogenetic tools. Both cognates and correlates, when appropriately represented, can serve as input for phylogenetic analysis tools.

The UraLex dataset was collected mainly by Jyri Lehtinen as part of the BEDLAN research initiative, while initial release version was edited as part of this dissertation project. An expanded and revised version of the dataset is already in the works. The data has undergone gradual expansion and correction process over the years, and this is reflected in the articles, which use different versions of the basic vocabulary dataset. Dictionaries (common and etymological) served as the primary sources for the dataset; a list of the sources can be found in the released dataset itself (Syrjänen et al. 2018). For each language investigated, contextually and semantically neutral words were collected for each form-meaning correspondence. If no single word could be found that alone represented the given meaning for a given language, a selection of near-synonymous words were collected to cover the desired meaning. Notably, this is against the strictest conventions used in collecting similar basic vocabulary lists – i.e. that each meaning is represented by one and only one lexeme per language. In practice, this does not pose a problem when this type of data is analysed in a binary representation; each cognate set can be represented as a separate column of binary values. With multistate analyses it may be necessary to choose one representative cognate set for each meaning; this was the case with the TIGER analyses of Article IV, where each meaning was represented by a single multistate character.

---

3 As noted in List (2016), ‘cognacy’ and terms related to it are ambiguous, as they can also refer to shared ancestry between words that do not necessarily denote the same meaning. In the context of this work, these terms denote shared ancestry between words that also have the same meaning. This is also the standard meaning of the term with datasets similar to *UraLex*. 
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3.1.1.1 Article I version of the dataset

Article I uses effectively the first version of the basic vocabulary dataset. It covers 226 meanings from seventeen Uralic languages, chosen to provide a reasonably good overall coverage of the traditional Uralic sub-groupings. The languages included in this version are: Finnish, Karelian, Veps, Estonian, Livonian, North Saami, Ume Saami, Skolt Saami, Erzya, Meadow Mari, Komi-Zyrian, Udmurt, Hungarian, Northern (Sosva) Mansi, Eastern (Vahk-Vasyugan) Khanty, Tundra Nenets and Selkup. The 226 meanings in the data are essentially a combination of three standardized basic vocabulary lists – the 100-item Swadesh list (Swadesh 1952), the 200-item Swadesh list (Swadesh 1955) and the Leipzig-Jakarta list (Tadmor et al. 2009).

The historical relationships encoded within this version are essentially ‘historical connections’ (Kessler 2001) or ‘correlates’ (McMahon et al. 2005) rather than cognate relationships. That is to say they represent a mixture of vertical inheritance from a common language and transmission through borrowing within the language family.

When collecting the data, borrowing information was also recorded from the references (a list of which is provided in the supporting information of Article 1). This information was used to produce six more sublists of the meanings, based on the number of recorded borrowing events within each meaning. The first of these sublists, Ura100, includes all the meanings without recorded borrowing events – as such, it is essentially a Uralic-specific cognate list, based on the references used. The five remaining sublists consist of borrowing-susceptible meanings at different levels; these are detailed in Table 2, which outlines all the sublists specified as part of this version of the cognate corpus. All of these sublists were analysed separately as part of Article I. In addition, Article I included analyses of the Leipzig-Jakarta sublist, a Swadesh100 sublist, a Swadesh207 sublist and the full basic vocabulary dataset.
Table 2. Sublists of the basic vocabulary dataset used in Article I

<table>
<thead>
<tr>
<th>Set</th>
<th>Meanings</th>
<th>Includes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full</td>
<td>226</td>
<td>All meanings in the data set</td>
</tr>
<tr>
<td>Swadesh207</td>
<td>207</td>
<td>Meanings from the 200-word Swadesh list (Swadesh 1952) + 7 meanings from the revised Swadesh list (Swadesh 1955)</td>
</tr>
<tr>
<td>Swadesh100</td>
<td>100</td>
<td>Meanings from the revised Swadesh list (Swadesh 1955)</td>
</tr>
<tr>
<td>Leipzig-Jakarta</td>
<td>101</td>
<td>100 meanings with the highest rank from the Leipzig-Jakarta list of basic vocabulary (Tadmor 2009). The list includes 101 meanings as the item ‘foot/leg’ in the original list was split into ‘foot’ and ‘leg’, as in Swadesh207.</td>
</tr>
<tr>
<td>Ura100</td>
<td>100</td>
<td>Meanings with no attested borrowings according to the references employed</td>
</tr>
<tr>
<td>1+ borrowings</td>
<td>124</td>
<td>Meanings with 1 or more borrowings</td>
</tr>
<tr>
<td>2+ borrowings</td>
<td>69</td>
<td>Meanings with 2 or more borrowings</td>
</tr>
<tr>
<td>3+ borrowings</td>
<td>47</td>
<td>Meanings with 3 or more borrowings</td>
</tr>
<tr>
<td>4+ borrowings</td>
<td>32</td>
<td>Meanings with 4 or more borrowings</td>
</tr>
<tr>
<td>5+ borrowings</td>
<td>22</td>
<td>Meanings with 5 or more borrowings</td>
</tr>
</tbody>
</table>

Article I also employs a reconstructed Proto-Uralic included in the dataset, which is used experimentally as an outgroup, i.e. a reference group that allows phylogenetic tools to root the phylogeny and thus determine a starting point for the tree. This reconstruction includes only proto-forms whose original meanings most likely corresponded with the meanings of their counterparts in the daughter languages. For instance, if a Proto-Uralic reconstruction with the meaning “head” is given, and most of the daughter languages contain a counterpart for this word with the same meaning, the reconstruction is accepted into the data with this meaning. If the meaning given for a reconstruction is ambiguous (for instance, it denotes “fog”, “smoke”, and “steam”) because of diverse meanings of its counterparts in the daughter languages, the word would not be accepted as a proto-form denoting one of these meanings, such as “fog”. While it is common practice in Uralic linguistics to accept a Proto-Uralic reconstruction if its representatives can be found in Finno-Ugric and Samoyed, the two traditional main branches, the validity of this division has been questioned in recent work, as is mentioned in the text. In order to maintain the possibility that the initial branching did not necessarily occur between these language groups, only those forms were accepted as Proto-Uralic forms that had likely counterparts in three traditional Uralic subgroups: Ugric, Finno-Permian and Samoyed.
This version of the dataset is also documented in the supplementary information of Article I; parts of the description above are based on this documentation.

3.1.1.2 Article II version of the dataset

The material used in Article II is an edited and expanded version of the basic vocabulary dataset used in Article I. This covers 313 meanings instead of the previous 226, and eighteen Uralic languages instead of the previous seventeen. The additional meanings covered the so-called ‘WOLD401-500’ list of less basic vocabulary, also introduced in Article II. This list consists of meanings that rank between 401–500 according to the composite score that was used for creating the Leipzig-Jakarta list of basic vocabulary (Tadmor 2009). In practice this expands the dataset’s representation of shallow and horizontal historical connections by adding borrowing-susceptible and less stable material. The expansion was motivated by the central research focus of Article II, which focused on exploring non-treelike connections within Uralic languages with the help of phylogenetic network analyses. In addition to the added meanings, the data used in Article II also covered an additional Saami language, Kildin Saami, to slightly improve the representation of Saami languages, which only covered three languages in the previous version.

3.1.1.3 Article IV version of the dataset

Alongside simulated language data, Article IV uses real-life data from the released version of the basic vocabulary data, *UraLex v. 1.0* (Syrjänen et al. 2018). This revised version, like the Article II version, includes 313 meanings, but adds eight languages, bringing the total number from 18 to 26. The eight additional languages included Nganasan, Võro (South Estonian), Inari Saami, Pite Saami, South Saami, Komi-Permyak, Ingrian and (Western) Votic. While *UraLex* includes both correlate relationships and cognate relationships, the analyses of Article IV only used the cognate relationships.
3.1.1.4 Data formatting used for basic vocabulary data

The format of the historical connections in the lexical data is such that each cognate or correlate set within each meaning is represented by a unique multistate character that reflects their historical relationships. For instance, the word denoting *moon* in Finnish in the dataset (‘kuu’) is historically connected to its counterparts in e.g. Estonian (‘kuu’) and Erzya (‘kov’); the historical connection between these is marked with a shared character state (a). The corresponding words in Skolt Saami (‘mään’) and Kildin Saami (‘männ’) are historically unrelated to the first set of words but are related to one another, so they are coded with a different shared character state (b). Their equivalent in Udmurt (‘toleż’) is not related to either of the aforementioned groups, which is marked with a third character state (c). The number of states varies from meaning to meaning, with certain meanings being such that they all share a root morpheme (e.g. *name*), while others being much more diverse (e.g. *to say*).

Phylogenetic tools are not directly designed to handle the type of multistate data found in basic vocabulary dataset. They are primarily intended for biological datasets, which record nucleotide or amino acid data, which have a prespecified number of character states for every character and are represented by specific set of character states. For instance, DNA nucleotides are generally represented by four characters – A, C, G and T – and tools that expect this type of data generally ignore any other character. An often-used workaround for this is to convert the multistate cognate data into a binary presence-absence pattern matrix, which these tools can readily analyse. In this format, each column corresponds to a single character state of a multistate character, and for each language this column gets one of three values: 1 (= present in the current language), 0 (= absent in the current language) or ? (= unknown). This binary representation approach is used in Articles I and II, where each historical connection is converted into a binary representation.

For Article IV the basic vocabulary data needed to be represented in a multistate form – one multistate character per meaning - in order to calculate TIGER values. As pointed out above, in many cases UraLex has multiple lexical reflexes for a meaning within a single language, which are all tied to a different cognate sets. These are generally found in cases where it has been difficult to define a single reflex due to e.g. use context limitations or lack of information related to frequency of usage. Article IV thus used a computationally implemented
“minimizing” strategy to choose a representative cognate set for each meaning from the dataset. The strategy essentially aimed to keep the total number of cognate sets for each meaning as low as possible. In practice this approach favours chronologically deep relationships (old historical connections between many languages) over shallow relationships (younger connections between few languages).

3.1.2 The dialect atlas of Finnish (III)

Article III differs from the rest of the dissertation in that it focuses on modeling dialects, rather than languages, from an evolutionary perspective. Its primary tool of analysis is Structure, a software designed for inferring within-species populations using genetic data (Pritchard et al. 2000). In Article III Structure is used to infer linguistic populations using dialect data that records intralingual variation. This data comes from a digitized version of the Dialect Atlas of Finnish, originally compiled by Lauri Kettunen between 1920 and 1930 (Kettunen, 1940a). It consists of 213 map pages (see Figure 4 for an example), each of which documents a specific morphological, phonological or lexical dialect feature, showing the variants that exist of the feature, and the geographical distribution of each variant across 525 Finnish-speaking municipalities, which serve as the data points. The number of variants for the dialect features range between 2 and 15, and a municipality may contain multiple overlapping variants; at most, the atlas contains 4 overlapping variants for the same municipality. The atlas covers the entire region of Finland, except for the exclusively Swedish-speaking areas on the western and southern coasts, as well as the northernmost part of Finland, which was predominantly Saami-speaking. It also includes Finnish-speaking areas in Ingria (Russia), Norway, and Sweden, as well as Karelian-speaking areas in pre-WWII Finland. The dialect atlas does not record responses from each interviewed informant individually; the data points represent the combined information from all the informants from each municipality.
Figure 4. Example page from the Dialect Atlas of Finnish (Kettunen 1940a), showing dialect differences in the pronunciation of the word *metsä* ('forest'), specifically how /ts/ is realized in the nominative and genitive forms. The legend on the top right lists the recorded variants, which correspond with specific symbols on the map itself.

Work on a computerized version of the dialect atlas (see Kettunen et al. 2021 for the most recent version) began already in 1997 (Embleton and Wheeler 1997; 2000), and was made available as part of the Finnish Dialect Atlas Project, funded by the Social Sciences and Humanities Research Council of Canada in co-operation with the Institute for the Languages of Finland (Kotus). An additional round of error-checking for this digital version was carried out by Jyri Lehtinen, as part of
the BEDLAN project; these corrections are incorporated in the released version of the data, available through the Etsin service (etsin.fairdata.fi).

3.1.2.1 Data formatting used for dialect atlas data

From a conceptual standpoint dialect data is quite similar to population genetic data; similarly to how populations within a species are defined through genetic variation – i.e. a specific set of alleles (variants of a gene), dialects can be regarded as ‘linguistic populations’ defined through linguistic variation – i.e. a specific set of linguistic variants. This conceptual similarity is discussed in more detail in Article III. With the aforementioned similarity in mind, the dialect data was converted to a format that reflects that of biological data from population genetics. Each data point (municipality) was likened to an individual, each dialect feature to a locus (position of a gene) and each variant of a dialect feature to an allele (variant of a gene). Using this approach, the dataset was converted to a representation that parallels that of diploid organisms (i.e. organisms with two alleles per each locus); this representation can code at most two overlapping linguistic variants of each feature per municipality, and accounts for around 99.9 per cent of the variation found in the dialect atlas. The data was also converted to a representation resembling that of haploid data, used to represent organisms with one allele per locus. This representation cannot account for cases where a municipality is characterized by more than one linguistic variant of a given dialect feature, and can thus represent less of the overall variation (around 94.3 per cent). Of these two the diploid data type became the main version for the Structure analyses due to its better coverage.

The data was also analysed using a more generic clustering approach (K-medoids clustering), with the difference that missing (empty) characters and absent data points were represented identically as zeroes, unlike with Structure, which retained the difference between missing and absent characters.

3.1.3 Simulated language data (IV)

The main focus of Article IV was to explore the values calculated by the TIGER algorithm (Cummins & McInerney 2011) as a metric for treelikeness. The majority of this exploration was done using simulated language data. The advantage of this
approach was that firstly, the extent to which the data was treelike was known and controllable. Secondly, with this approach it would be possible to not only to introduce a degree of nontreelike signal into a treelike dataset, but also construct datasets with a completely nontreelike structure. Superficially, the simulated datasets mimic the material found in the UraLex cognate corpus – cognate sets of meanings, represented as multistate characters. The models used to generate the simulated language data are also set up so that the overall distribution of cognate set counts across the simulated datasets resemble the cognate set distribution of the real-life reference dataset, UraLex.

Four types of data were generated for Article IV. The first datatype was purely treelike data, produced by generating a tree with the desired number of languages, the root node of the tree was given a cognate set; along each branch of the tree, cognate replacement events were drawn from a Poisson distribution, based on a change rate value drawn from a Gamma distribution, branch length and an overall cognate birth rate. This process is repeated for each simulated meaning. This model essentially produces a ‘Dollo’ style dataset, where each linguistic feature emerges only once and never resurfaces after being lost.

The second datatype mimicked treelike data with borrowings. The generation process goes as follows: first, a treelike dataset is generated as described above. After this, a borrowing susceptibility is drawn for each meaning from a Gamma distribution. Each node of the tree - representing the intermediary proto-stages of the simulated language family - is revisited, and at each of them a Bernoulli random trial is performed for each meaning to determine whether a borrowing event takes place; the probability of success for the trial is based on the randomly drawn borrowing susceptibility, an overall borrowing rate, and branch length. In the event of a success, a borrowing source node existing within the same time frame as the borrower is chosen, and the cognate class of that borrowing source node overwrites the cognate class of the borrower node. Following this, the subtree starting from the borrower node is ‘re-evolved’ in the same way as when generating purely vertical data, essentially simulating vertical evolution following each borrowing event. Article IV included four simulated datasets generated with four different borrowing rate parameters: 0.05, 0.10, 0.15 and 0.20; these correspond to an expected 5%, 10%, 15% and 20% of datapoints being borrowed.

The third datatype, loosely resembling data that might have emerged from a dialect chain or a Sprachbund, involves simulating innovation and diffusion of
individual features within an ordered list, which represents the spatial ordering of the languages. A more detailed description of the process is provided in the supporting material of Article IV. Briefly described, this simulation generates the data using two kinds of operation. The first of these is concatenation, which conceptually mimics a situation where variants of a feature have evolved simultaneously and independently in neighbouring regions, each diffusing to their respective neighbouring languages. The second operation, insertion, mimics a situation where a geographically less widespread feature replaces a geographically more widespread feature in a small part of the overall geographical area, effectively causing a gap into the geographical continuum of a feature. These two processes combine to produce a dataset that is of a very different nature than treelike data, with a structure based on the geographical proximity of languages rather than descent with modification.

The fourth datatype, affectionately called ‘swamp’ data, is essentially unstructured data that superficially resembles aligned cognate data but includes no inherent structure, other than what is produced by pure chance. However, despite its generally unstructured nature, this data type is also set up so that the overall cognate class distribution resembles that of UraLex.

The code for the generative models was written in collaboration with Luke Maurits (one of the co-authors of Article IV), and is available as part of its supplementary material.

### 3.2 Analysis tools

In this section I will go over the main analysis tools employed in the articles and discuss the specific tools used in the four articles that are part of this dissertation. These, too, can be roughly divided into macro-evolutionary tools, which are adopted from phylogenetics and whose main purpose is to analyse relationships between related taxa (or in this case, languages), and micro-evolutionary tools, which originate from population genetics and are used for exploring within-species relationships (or in this case, intralingual relationships). Some general-purpose analysis tools are also part of the overall toolset, including R and Python, which are used for additional statistical analyses, data preparation and ad hoc data formatting.
3.2.1 Macro-evolutionary tools (I, II, IV)

3.2.1.1 MrBayes

The main analysis program employed in Articles I and II is MrBayes v.3.2 (Huelsenbeck & Ronquist 2001, Ronquist & Huelsenbeck 2003, Ronquist et al. 2012), a tool which uses MCMC methods for Bayesian inference of phylogenies. A general overview of its operation is given in Article I as well as other sources, such as Hall (2011) An overview of Bayesian phylogenetic inference techniques in a linguistic context can also be found from e.g. Dunn (2015) and Greenhill et al. (2020).

When using cognate character data, tools such as MrBayes essentially model the existence of words within a specific semantic slot that are historically connected across languages through their root morphemes. As time goes on, words used to denote a specific meaning are affected by processes such as borrowing and semantic shift and eventually get replaced by new words that are historically unrelated to the previous word. Cognate relationships, or known historical relationships between words that denote a specific meaning, can be used to construct a phylogenetic tree or network that aims to visualize and quantify the relationships between the different languages in the dataset. Bayesian inference does this by essentially modeling the replacement events of the cognate sets in the dataset, constructing a tree based on them. The analysis can use different types of substitution models, which establish rules for how the substitutions take place. The analysis can also incorporate prior knowledge to the analysis, such as set constraints on the topology of the phylogenetic tree to discard improbable solutions from the results.

In summary, Bayesian inference with MrBayes, after the researcher has set up the analysis by inputting the data (which consists of aligned sequence data in binary or multistate character format) and setting up the evolutionary model (see e.g. Dunn 2015) and potential priors, operates as follows:

1. the evolutionary model is initialized with a random tree and random values for any unknown parameters,

2. the starting tree’s likelihood is calculated,
3. one of the unknown parameters of the model or the shape of the tree is slightly altered,

4. the likelihood of the tree is recalculated,

5. if the likelihood increases the new parameters are accepted as a new starting point. Otherwise the starting point remains unchanged.

Steps 2–5 make up one generation in MrBayes’ terminology.

A single MrBayes analysis, or run, consists of several million generations, during which the model’s parameters and the output tree undergo gradual improvement until they reach a stage where the tree and the parameters do not change significantly from one generation to the next. At this stage the run is said to have converged to the set of most likely trees and parameters given the data and the model; this is also called the stationary distribution. At specific intervals the results of the analysis (the tree and the unknown parameters) are sampled. However, as we are interested only in the most likely trees and parameters (i.e. those belonging to the stationary distribution), a certain number of initial samples are discarded from the results; this discarded set of samples is called the burn-in. The final result consists of the remaining sample, consisting of the distribution of most likely trees and unknown parameter values. A visualization of burn-in stage and the sampling stage are shown in e.g. Figure 7.2 in Dunn (2015) and Figure 11.2 in Greenhill et al. (2020).

Other programs using similar basic principle of operation include, for instance, BEAST (used in e.g. Honkola et al. 2013 to study Uralic languages) and PhyCAS.

The result of a phylogenetic analysis is a distribution of topologies and parameter values that give the best explanation for the data under the provided model. The resulting tree distribution can be visualized in various ways (see e.g. Dunn 2015; Greenhill et al. 2020); Articles I and II use majority-rule consensus trees, which are essentially trees that summarize the agreement between the entire set of trees from the results. These trees consist of all the clades present in at least 50 percent of the entire distribution of sampled trees. Each clade in the consensus tree is accompanied by a support value (posterior probability), which reflects the frequency of each clade in the sample. Figure 5a further below provides a visual example of a tree with support values. While there is no clear-cut rules on how the support values should be interpreted, the articles in this dissertation have generally
considered clades with a support value equal to or exceeding 0.95 as being very strongly supported (e.g. Huelsenbeck et al. 2001). Branch length, which in these results reflects the amount of change, is another useful metric alongside the posterior probabilities for estimating how well-supported a given clade is. Notably, this metric is only used informally in this study; for instance, in Article I we comment situations where a branch is considerably short compared to the other branches on the tree. Another point to make is that the meaning of the branch length depends on the type of tree.

As their model, Articles I and II use a Markov K model, a simple model where the loss and gain of cognates is governed by a single rate parameter. The analyses are also done without setting explicit priors. The trees produced with MrBayes were visualized using a separate program called FigTree.

3.2.1.2 SplitsTree

SplitsTree (Huson 1998, Huson & Bryant 2006) is a phylogenetic software package which implements a number of published methods for constructing phylogenetic trees and networks. In this work it was used for creating phylogenetic networks for Articles II and IV. Phylogenetic networks, unlike phylogenetic trees, can explicitly visualize conflicting phylogenetic signals, which can be caused by complex divergence processes, such as horizontal gene transfer with biological species or borrowing with languages. SplitsTree includes several methods for constructing phylogenetic networks; the distance-based NeighborNet algorithm (Bryant & Moulton 2004) was used in Articles II and IV.

NeighborNet produces a graph consisting of splits, which separate the analysed taxa into various sets; two splits are shown in Figure 5 by dashed lines. In the figure split 1 separates languages 4 and 5 from languages 1, 2 and 3, while split 2 separates languages 3 and 4 from languages 1,2 and 5. The length, also called weight, of each split reflects how distant the sets are from one another; for instance, in the figure split 1 is longer than split 2, indicating that e.g. languages 4 and 5, which are separated from one another by the shorter split 2 – are closer to each other than e.g. languages 3 and 4 are to each other, as they are separated by the longer split 1. NeighborNets can also be accompanied by support values called bootstrap value, which range between 0 and 100, and like Bayesian posterior probabilities, specify how robustly supported each split in the split graph is.
NeighborNets can also serve as a visual aid for estimating how treelike a given data is (see Gray et al. 2010, Greenhill et al. 2010, Article IV). They can also be used in conjunction with numerical metrics of treelikeness, such as the $\delta$ score (Holland et al. 2002), and the Q-residual (Gray et al. 2010). These metrics provide values between 0 and 1, with values closer to 0 indicating more tree-like data, and values closer to 1 suggesting a less tree-like data.

3.2.1.3 $\delta$ score and Q-residual

The $\delta$ score (Holland et al. 2002), and the Q-residual (Gray et al. 2010) are currently among the most commonly used metrics for quantifying how treelike a phylogenetic dataset is. These metrics are also defined and discussed in e.g. Wichmann et al. (2011). They are especially useful in exploratory stages of phylogenetic work, as they provide information on how well a phylogenetic tree describes a dataset. Both techniques are based on quartets (groups of four taxa), and both estimate treelikeness based on deviations from the so-called four-point condition. Four taxa (or languages) (A, B, C and D), can be divided into two pairs in three different ways. Each of these divisions corresponds to a pair of distances:
1. \((A,B), (C,D); (|AB| + |CD|)\)

2. \((A,C), (B,D); (|AC| + |BD|)\)

3. \((A,D), (B,C); (|AD| + |BC|)\)

The four-point condition is satisfied if the two largest of the three distances are identical. In other words, assuming \(d1, d2\) and \(d3\) are the three distances, ordered from longest to shortest, the four-point condition is satisfied if \(d1 = d2\). In this case the four taxa fit perfectly into a tree. Treelikeness of a specific taxon can be estimated by averaging deviations from the four-point condition across all the quartets that the taxon participates in, while the treelikeness of an entire dataset can be estimated by averaging deviations across all the quartets of that dataset.

The \(\delta\) score estimates treelikeness using the formula \(d1 - d2 \div d1 - d3\); the score is 0 if \(d1-d3 = 0\). The Q-residual estimates treelikeness using the formula \((d1- d2)^2\), where \(d1\) and \(d2\) are distances normalized so that the average distance between the taxa is 1. Both methods provide a similar output, a value that falls between 0 and 1, measuring the amount of deviation from the four-point condition. Values closer to 0 suggest that the data fits a treelike structure, and the value increases with the existence of less treelike structure. Notably the metrics operate at different scales, with \(\delta\) scores generally being much higher than Q-residuals.

Article II uses \(\delta\) scores as part of its analyses, while both these metrics are used in Article IV, which explores TIGER values as an alternative technique for quantifying treelikeness. Article II uses SplitsTree to calculate \(\delta\) scores, whereas \(\delta\) scores and Q-residuals are calculated in Article IV using the Python package \textit{phylogenetic} (Greenhill 2016).

3.2.1.4 TIGER

Tree-Independent Generation of Evolutionary Rates, or TIGER (Cummins & McInerney 2011), is a non-tree based algorithm designed for estimating similarities in the distribution of aligned phylogenetic data. The algorithm calculates stability estimates (‘TIGER values’), originally intended for excluding rapidly changing (and thus uninformative) characters from phylogenetic data (Cummins & McInerney 2011). However, it was also adopted in biological studies as a computationally inexpensive technique for improving phylogenetic models by means of data
partitioning. Article IV of this dissertation explores TIGER values as a metric for treelikeness and heterogeneity for linguistic data, using both real-life data from UraLex, as well as simulated linguistic data.

The usefulness of estimating the treelikeness of a linguistic dataset stems from the fact that not all cultural data descends in a treelike pattern (e.g. Gray et al. 2010, Wichmann et al. 2011, Jacques & List 2019), which means that tree-based analyses do not necessarily make sense in all situations. In a worst-case scenario, a tree-based analysis of a non-treelike dataset can lead to serious misrepresentations of history. While solutions to addressing this problem exist e.g. in the form of similar metrics of treelikeness, such as the $\delta$ score and the Q-residual (see Holland et al. 2002, Gray et al. 2010, Wichmann et al. 2011), or the use of multiple tree-based analyses to identify conflicting patterns (Verkerk 2019 and to some extent Article I in this dissertation) and combining treelike and nontreelike representations (Nelson-Sathi et al. 2011), this toolkit remains relatively small and underexplored and consequently warrants more attention.

To infer TIGER rates from an aligned dataset, for each aligned character the set of all taxa is first partitioned into subsets by grouping together taxa with identical character states at that specific location of the alignment. After each position of the aligned data has been partitioned, ‘partition agreements’ are calculated for each character. Partition agreements for a specific character position are calculated by comparing its taxon set partition with the partitions of every other character position; each partition agreement score records how many of the sets in the compared character position’s partition are subset of one of the sets in the partition of the character position whose TIGER value we are calculating. After each partition agreement has been recorded, a TIGER value of a character position is calculated as the arithmetic mean of the partition agreement scores between that character position and all the other character positions.

The resulting TIGER value is a number ranging between 0 and 1, with values closer to 1 indicative of more stable or consistent characters. Cummins & McInerney (2011) provides a detailed mathematical description of the algorithm; the general steps of the algorithm are summarized in Figure 6.
Figure 6. General steps of the TIGER algorithm, from Article IV.

For this work, a Python-based tool for calculating TIGER values was implemented on the basis of the mathematical description of the algorithm in Cummins & McInerney (2011). This version resolves calculation problems from the original TIGER implementation, is able to use arbitrary multistate data as its input, and also includes support for the linguistic CLDF format, used by the UraLex dataset, among other linguistic datasets. The tool is freely available in https://github.com/kasyri/tiger-calculator.

3.2.2 Micro-evolutionary tools (III)

3.2.2.1 Structure and related tools

Structure (Pritchard et al. 2000) is a software for inferring population structure using genetic multilocus data, such as allele data, collected from individuals of the same species. Structure’s models can produce both unmixed populations (where each individual belongs to one and only one population) and mixed populations,
although only the mixed population variant (admixture model) is used in Article III. In addition to selecting a proper model and setting up priors if necessary, the researcher must specify a K value for the analysis – that is, the number of populations for Structure to infer.

Like MrBayes, Structure is model-based and uses Bayesian inference and MCMC methods. The general operation of a Structure analysis can be summarized in similar steps as MrBayes:

1. The model is initialized using the chosen model settings and the K value; populations (or proportions of population memberships with the admixture model) are randomly assigned for each individual,

2. The overall likelihood of the solution is calculated,

3. One of the unknown parameters in the model (e.g. the assignment of individuals to different populations) is slightly altered,

4. Likelihood is recalculated,

5. If the likelihood increases, the new parameters are accepted as a new starting point. Otherwise the starting point remains unchanged.

Steps 2–5 make up one MCMC repetition in Structure’s terminology (cf. MrBayes’ generation). Generally each analysis is run several times in order to ensure that the results remain consistent. In Article III each of the Structure analyses was repeated 20 times.

When using the admixture model to produce mixed populations, Structure’s output for every data point (individual) consists of a degree of membership in each inferred population (the membership coefficient). All of the membership coefficients of an individual sum up to (approximately) 1.0. The output also produces a log likelihood estimate, useful for determining how well different clustering solutions (runs with different K values) explain the data.

Two approaches were used for comparing runs with different K values – mean log likelihood and deltaK (Evanno et al. 2005). The mean log likelihood of a K value is calculated by first excluding potential outliers and then averaging the likelihoods of the remaining repetitions for that K value. This is done for all the tested K values.
The K with the lowest mean log likelihood is considered to be the best explanation for the data. The other metric, deltaK, is an extension of the mean log likelihood method, where we calculate how much difference there is between the mean log likelihoods of K and its neighbouring K values (K-1 and K+1). Thus, when the mean log likelihood of a K value differs significantly from the likelihoods of K-1 and K+1, deltaK is high. The place with the highest deltaK is likely to match the uppermost hierarchal level of a population structure.

It should be noted that Structure attempts to find populations that correspond to the 'Hardy-Weinberg equilibrium' (Pritchard et al. 2000), or HWE, as closely as possible. This is an idealized state where the allele frequencies of a population remain unchanged from one generation to the next, and is thus fairly unlikely for actual biological and linguistic populations, especially for extended periods of time. The implications of HWE are discussed in greater detail in Article III. Perhaps the most important point is that one should keep the HWE assumption in mind when making interpretations of Structure’s results, and avoid interpretations that would not be unrealistic from the perspective of the HWE assumption, such as assuming an unrealistic time depth for the inferred populations.

In addition to HWE, Structure also assumes that the analysed loci are in 'linkage equilibrium' – meaning that the variables in the data are independent from each other. For Article III we analysed the dialect data in its entirety, but acknowledged that there are reasons to assume that some of the features may be more interlinked with each other, such as the various instances of consonant gradation. We experimented with an ad hoc method for detecting linkage, which operated as follows:

1. On map page A, we identify a set of potentially linked municipality pairs – that is, all municipality pairs which have identical dialect features (aside from being empty) on the page. We will call this set $L_p(A)$.

2. Similarly, we identify all potentially linked cases on another page B. We will call this set $L_p(B)$.

3. We discard those potentially linked municipality pairs from $L_p(A)$ that contain no data on page B. We do the same for $L_p(B)$, removing those municipality pairs that contain no data on page A.
4. We identify actually linked cases between pages A and B as those municipality pairs that are potentially linked on both pages – in other words, $L_p(A) \cap L_p(B)$.

5. We calculate the total amount of linkage between two pages as actually linked cases divided by potentially linked cases on both pages, i.e. $L_p(A) \cap L_p(B) / L_p(A) \cup L_p(B)$; thus, we are essentially calculating the Jaccard index between $L_p(A)$ and $L_p(B)$. This may get values between 0 and 1, with 1 meaning that $L_p(A)$ is equal to $L_p(B)$ – in other words, every potentially linked data point is also actually linked.

The aforementioned steps were repeated for all unique map page pairs, and the results visualized as a heatmap (Fig. 13). In addition to Article III of this dissertation, the linkage test has also been applied in a quantitative study of Finnic languages using data from ALFE (Atlas Linguarum Fennicarum) (Honkola et al. 2019).

In addition to Structure, the analyses involved the use of additional tools designed specifically for Structure results. deltaK and mean log likelihoods were calculated using the R package pophelper (Francis 2014). In addition, a tool called Structure Harvester (Earl & vonHoldt 2001) was used to preprocess the results for another tool called CLUMPP (Jakobsson & Rosenberg 2007), which combines multiple analyses with the same K value into a single result. This can be useful for identifying genuine multimodality – i.e. possible situations where the different runs with the same K value might reveal qualitatively different clustering solutions. Finally, the geographic information system ArcGIS is used for producing map visualizations of the clusterings.

3.2.2.2 K-Medoids

K-Medoids (Kaufman & Rousseeuw 1987) is a distance-based general purpose clustering tool, used to assign data points into a prespecified number of unmixed non-hierarchal clusters. It is essentially an improved type of K-Means clustering, being less sensitive to outliers. It is used in Article III alongside Structure to provide a methodological point of comparison that is not purpose-built for population genetic data.

In general terms K-Medoids analysis proceeds as follows:
1. K data points are randomly selected as *medoids* (centers for the groups)

2. Each data point is assigned to the group whose medoid is closest to that point

3. Medoid points are re-evaluated: the total distance from each point in a group to all the other points in the same group is calculated, and compared to the total distance from the current medoid point to all the other points in the same group. The point with the lowest combined distance becomes the medoid point.

4. If the medoid point changed in step 3, steps 2 and 3 are repeated.

The result contains a cluster for each data point.

K-medoids clusterings using different K values can be compared using the *silhouette method* (Rousseeuw 1986). It examines the relationship between within-group dissimilarity (the average distance between data points within the same cluster) and between-similarities (a data points average distance to points in other clusters). The silhouette value compares within dissimilarity and the lowest between-dissimilarity, essentially describing how well a data point fits its current cluster compared to the neighbouring cluster. The silhouette value ranges between -1 (poorly classified point) and 1 (well-classified point). Across an entire dataset, we can examine the *average silhouette width*, which is the average of all the silhouette values for a clustering. These were calculated using the R package cluster (Maechler *et al.* 2014).

As with Structure, ArcGIS is used for producing map visualizations of the clusterings.
4 RESULTS AND DISCUSSION

This section goes through the main results of each article, beginning with the results of the phylogenetic analyses of Uralic languages in Articles I and II, followed by an overview of the population genetic clustering analyses of Finnish dialects as well as a discussion of the other of population genetic techniques applied in Article III, and finally, the usability of TIGER values as a linguistic metric for treelikeness and heterogeneity, investigated in Article IV. This section provides a general overview; further detail on the results can be found in the articles themselves.

4.1 Phylogenetic tools and Uralic languages (I, II)

Articles I and II focused on exploring the Uralic language family through phylogenetic methodology. Article I examined the Uralic phylogeny through multiple tree-based analyses with MrBeast using qualitatively and quantitatively distinct subsets of the lexical dataset, while retaining the model of sequence evolution the same in each analysis. This provided more insight into the details of the tree – that is, which of the branches were generally robust to changes in the analysed data and which ones were not. The analysed data consisted of 226 meanings and 17 languages.

Article II took a different viewpoint to the Uralic language family by adding phylogenetic network analyses (NeighborNet graphs) alongside phylogenetic tree (MrBayes) analyses, and by expanding the dataset to borrowing-prone lexical items that are outside of standardized basic vocabulary meanings; this increased the number of examined meanings to 313. Its dataset also included an additional language compared to Article I, making the total number of analysed languages 18. Article II also explored various subsets of the data, albeit to a lesser degree than Article I, but did so using both phylogenetic trees and phylogenetic networks. Through the network analyses it shed additional light on the conflicting patterns within the Uralic phylogeny.
I will begin by providing a general overview of the Uralic family based on the three articles. This will be followed by discussion on the usefulness of network methods as opposed to tree methods, based on Article II.

4.1.1 Overview of the Uralic language family based on phylogenetic analyses

Of the three articles that explored the Uralic phylogeny, Article I was the only one that made an attempt at determining the root position of the Uralic clade. The motivation to do so was to explore whether phylogenetic tools would give support to alternative hypotheses (see e.g. Häkkinen 1983; Salminen 1999, 2007; Saarikivi 2011), which do not follow the ‘standard paradigm’ approach of placing the root between Finno-Ugric and Samoyed. The root position test in Article I was based on an experimental technique of including a Proto-Uralic reconstruction as one of the analysed languages and using it as an outgroup. This reconstruction consisted of cognate sets for proposed proto-forms whose lexical reflexes were found from at least one Samoyed language, one Ugric language and one Finno-Permian language. This differs from the traditional criteria used for Proto-Uralic in Uralistics, where a match is required only from a Samoyed language and a Finno-Ugric language. The root position between Finno-Ugric and Samoyed showed up in six of the ten phylogenies (Swadesh207, FullBasic, Swadesh100, Leipzig-Jakarta, Ura100 and 1+ Borrowings) and was absent only with the four smaller and more borrowing-prone subsets (2+ Borrowings, 3+ Borrowings, 4+ Borrowings and 5+ Borrowings).

The rooting technique suggested a traditional root position, separating Samoyed languages from Finno-Ugric languages; this was the expected result considering the nature of the analyzed data (see e.g. Salminen 2002; Janhunen 2000). Having said that it must be emphasized that this technique, which relied on a reconstructed proto-language, was experimental and differed from how an outgroup would generally be selected in phylogenetic research. An ideal outgroup would be an actual (attested) taxon that is related to but not part of the so-called ‘ingroup’ – i.e. the taxa that we are classifying. With cognate data it is not possible to include a language from outside the language family to be used as an outgroup, since deep-level lexical historical connections (aside from some borrowings) are generally nonexistent, or speculative at best (for more on this, see e.g. passages on mass comparison in McMahon & McMahon 2005). The phylogenetic package BEAST
offers an alternative to using an outgroup, as it can quantitatively infer the most likely root position as part of the overall analysis; this approach was used in another article which falls outside the present dissertation (Honkola et al. 2013), and pointed towards the same conclusion regarding the root position as Article I’s rooting technique, positioning it between Samoyed and the remaining languages. A recently proposed approach called ‘rootstrap’ (Naser-Khdour et al. 2020), a metric for quantitatively evaluating various root positions in phylogenetic data, could be useful for quantitatively determining root positions for phylogenetic data in future work. However, as of the time of writing, this method has not gone through peer-review, and its applicability to linguistic datasets remains undetermined. Unlike Article I, Article II used no outgroup for its analyses; instead the trees in that article were manually rooted between the Samoyed branch and the rest of the languages, based on the results of Article I and Honkola et al. (2013), as well as the fact that it is the traditional root position of Uralic. The network analyses likewise used no outgroup, as a rooting point cannot be specified for a NeighborNet.

Another point to consider in retrospect is that the models used in the articles could always be improved; for instance, the Markov K model used in both Articles I and II was largely chosen because of its simplicity, as it offered a consistent reference point to compare the phylogenies against. Many refinements could be done for the model to improve its fit with language data, such as incorporating rate variation via e.g. the gamma rate-heterogeneity model or phylogenetic partitioning and treating rates of gain (i.e. transitions from 0 to 1) distinctly from rates of loss (transitions from 1 to 0) (cf. e.g. Dunn 2009; 2015). However, the fact that the model could have been improved further is a truism for any study employing statistical methods.

The results of Articles I and II gave a reasonably consistent overall impression of the Uralic language family (Figure 7). From a superficial perspective the overall picture remained a fairly treelike one – close to a ‘standard paradigm’ classification of these languages (see e.g. Korhonen 1981). A closer inspection of the support values, branch lengths and also comparisons between trees made from different parts of the data allowed us to evaluate the result in greater detail. This further examination indicated uncertainty in specific parts of the tree, providing support to the criticism pointed towards the traditional binary tree model of the Uralic family (see e.g. Häkkinen 1983; 1984, Salminen 1999; 2002; 2007, Kulonen 2002, Saarikivi 2011, Ylikoski 2016, Aikio in press). The results suggested, for instance, that the branching events immediately following the Finno-Ugric stage took place fairly
rapidly – possibly even polytomously – slowing down closer to the Finno-Saami level. Within our results the polytymous branching point was positioned within the Finno-Ugric clade, rather than the root of the Uralic tree, and did not strongly support an entirely unstructured, bush-like diversification of the shallow branches of Uralic. The rapid divergence pattern in the tree analyses is apparent from several factors in the articles, including subpar posterior probabilities of clades near Finno-Ugric (indicating that the entire distribution of trees did not unanimously support these branchings), short branch lengths (indicating that the number of inferred cognate set changes along that branch was small), and unorthodox branching orders and subgroupings, some of which only emerged with a specific subset of the data. Uncertain or ambiguous points around the Finno-Ugric root included Ugric, Permian, Finno-Volgaic (which, despite being generally regarded as obsolete, was present in several trees). Finno-Mordvin (Western Uralic) was also absent from the trees in Article 1 but was present and tentatively supported by the results of Article 2, which used a larger dataset. Languages such as Hungarian and Mari also showed instability regarding their positioning when comparing analyses done with different subsets of the lexical data, further indicating instability within the Uralic tree, especially regarding the deeper branches close to these languages. In addition to showing similar results in its tree analyses as Article I, Article II also showed weakly weighted splits (comparable to short branch lengths in phylogenetic trees) combined with a modest degree of reticulation around the initial branching point of Uralic. Article II’s network analyses further indicated conflicting splits between e.g. Hungarian, Ob-Ugric, Permian, Mari and Erzya, likewise highlighting that there is considerable ambiguity around these languages within the Uralic classification.

The results firmly suggest that phylogenetic tools are able to reconstruct the big picture of Uralic language history quite successfully. Techniques such as trees and networks are especially efficient when used in combination, as it gives different perspectives to the same material. The tree-based analyses of the Uralic language family generally point towards a more treelike classification, but with some degree of ambiguity within that tree, especially closer to the root of Finno-Ugric, indicated by branch lengths, support values and differences between trees made from different parts of the data. The network analyses of Article II provides further insight into Uralic classification. In addition to showing a similar ambiguity around the Finno-Ugric stage, they also reveal more complex interrelationships than tree-based analyses could reveal between closely-related language groups, such as Finnic and Saami. The complex connections are especially prominent when analyzing
younger meanings that are more replacement-prone, such as those in the WOLD401-500 list of less basic vocabulary.

It is also worthy of note that Honkola et al. (2013), a study using BEAST and a different model of sequence evolution, came to similar general conclusions in terms of linguistic subgrouping as the articles presented here with respect to the general shape of the tree as well as the certainty and uncertainty within the branching order.

Figure 7. Phylogenetic tree analyses of Uralic data: (a) the full set of 226 meanings, from Article I; (b) WOLD401-500 meanings from, Article II.

4.1.2 Tree analyses vs. network analyses of Uralic languages

For the most part the network analyses in Article II, which offer an alternative to the tree-based techniques for visualizing linguistic history, provided confirmation of the findings in Article I, with some additional advantages that provide further depth to the overall picture (Figure 8). By calculating the mean δ scores for the networks, used for estimating how tree-like a dataset is, we could confirm that the overall classification of the Uralic family, at least when observed using this dataset, was much more tree-like than network-like; the mean δ scores were quite low, ranging from 0.179 to 0.244; as a point of comparison, Table 1 in Gray et al. (2010) reports much higher δ scores for Polynesian languages than we observed for Uralic, ranging between 0.32 and 0.50. In many places the networks agreed with the general results of the tree-based analyses, with both of them identifying the
same robust groups under a similar hierarchy. Where the network analyses served especially useful were when examining closely-related groups with complex historical connections that are difficult to represent with a tree or include ambiguous connections. Among these are Saami and Finnic, for which the networks revealed complex reticulate connections not revealed well by the tree-based analyses, where there was little to no conflict between these clades in the form of posterior probabilities or branch lengths. Finnic languages, for instance, were systematically divided into a northern and a southern subgroup by the tree-based analyses, whereas the network analyses revealed connections between the northern and southern languages; in particular Estonian forms many connections with the northern Finnic languages. The networks also suggested a polytomous initial divergence pattern for the Uralic languages, showing Samoyed, Permian, Ugric and Finno-Volgaic splitting at around the same point in the network. The low δ scores (indicating the data to be quite tree-like) likewise supported the interpretation that the networks are more likely the result of polytomous diversification and less likely due to extensive borrowing confounding the analyses. As was the case with the tree-based analyses, these observations are in general agreement with the literature with certain interesting differences, such as the lack of clear evidence for a Finno-Mordvin (Western Uralic) proto-stage, which is reasonably well-supported by the literature (e.g. Ylikoski 2016). To sum up, it is clear that the network analyses are especially useful when dealing with sets of languages with more complex interrelationships, such as areal connections combined with genetic connections, as well as other properties that may not ideally fit a tree-based model.

There are also certain disadvantages in the network analyses compared to the tree-based analyses. The underlying model of NeighborNet is generally not malleable in the same way as Bayesian phylogenetic inference is, and networks, to my knowledge, cannot be used for e.g. the inference of divergence times or the representation of chronology. On the other hand, network-based analyses have been argued to provide a more natural representation for linguistic material than trees due to their ability to simultaneously represent horizontal connections such as language contact and and inheritance (McMahon & McMahon 2005), an argument which the results of Article II also supported. For that reason, network analyses continue to serve as a valuable tool in the quantitative linguistic toolkit.
4.2 Finnish dialects as populations (III)

In contrast with the macro-evolutionary perspective of Articles I and II, Article III approached the internal variation of one language – Finnish – using evolutionary tools from population genetics, which focuses on the study of within-species relationships. Consequently, this study served as a pilot study for increasing the scope of evolutionary language study from between-language relationships to within-language relationships.

The bulk of the study consisted of population clustering analyses, using the software package Structure, which were conducted to appropriately coded dialect data from the Atlas of Finnish Dialects (Kettunen 1940a). The coding approach has been explained in the Materials and Methods section. The population clustering analyses were also compared with results produced using K-medoids clustering, which produces similarly nonhierarchal groups but is not based on population-genetic principles, like Structure. The aim of these analyses was, on the one hand, evaluate how successful the population-genetic Structure package is in inferring dialects from this data, compared to K-medoids or existing knowledge on the dialect areas, and, on the other hand, produce a quantitative subdivision of Finnish dialects using these techniques. Article III also examined the overall nature
of Kettunen’s dialect atlas using a technique designed for comparing how linked or correlated different map pages are to one another, as well as experimented briefly with other population genetic tools. It should be noted that the main purpose of Article III was not to propose a new dialect clustering of Finnish, but rather explore a new technique which might potentially be used for inferring divisions like these.

4.2.1 Dialect areas based on population genetic clustering

Structure’s analyses were run for K-values 2-20, that is, we used Structure to divide the dialect data into into 2-20 dialect areas. Upon examining the likelihood values of these runs we found that the likelihood estimates plateaued at around K=14, after which they began to fluctuate significantly across different repetitions. As per Structure’s guidelines, we focused our attention on the runs preceding this fluctuation, i.e. K=2-14. We also produced comparable analyses using K-medoids clustering.

As was already mentioned, likelihood estimates were highest with K=14 (Figure 9b), suggesting a 14-way division of Finnish as the best fine-grained dialect division. The likelihood estimates were generally fairly high with K values from 2 to 14, suggesting that all of them were much better subdivisions for the dialect data than those produced with higher K values. While K=15 and K=16 were also on average quite high, they were already much less consistent across repetitions. The \textit{deltaK} metric, which is used to identify the uppermost level of a population structure based on identifying significant changes in the the likelihood value around a specific K value, suggested K=2 as the best coarse-grained hierarchy (Figure 9a). This agrees with Finnish dialectological literature, where the principal dialect division is between eastern and western dialects. The K=2 analysis agreed well with this division. For K-medoids, we examined the silhouette values of K-medoids analyses, which also aim to identify the optimal K-values of a cluster analysis. On a general level these agreed with Structure’s likelihood estimates, showing fairly small differences in the silhouette values across the runs but rising as the K values rise. The silhouette values stabilized at K=6 and beyond, and ultimately gave the highest support for K=16, albeit by a very small margin compared to the next best values.
In addition to the K=2 division, which produced essentially the textbook dialect division into east and west, some of the divisions also bear resemblance to divisions from dialectological literature. With K-medoids, K=3 provides a fairly close match with the three-way division from Leino et al. (2006) and Hyvönen et al. (2007), while Structure’s K=3 division appears to reflect an earlier three-way division originating from Lencqvist, which has also been discussed in Paunonen (1991; 2006) and Mieliäinen (1991). However, many of the quantitative divisions, while mostly resembling an existing division, have notable differences. For instance, the K=8 division produced by the analyses does not match up with the ‘gold standard’ eight-way division from Itkonen (1964), as it replaces its Southwest transitional dialect area with a Southeast Häme dialect area (see e.g. Rapola 1969; Wiik 2004). By and large, the analyses appear to agree quite well with what one would expect from the principally morphophonological dialect data that Kettunen’s dialect atlas covers.

For lower K values (2-8) Structure and K-medoids clusterings generally agreed with each other, with the only exception being K=3, as discussed in the previous paragraph. With higher K values there were more differences between the two methods. In general the dialect areas made sense even though the clustering analysis did not include information on the geographical proximity of the different data points. However, K-medoids appeared to be more prone to data quality than Structure; with K=9-14 its results included a discontinuous cluster covering Border Karelia, Ingria and a small selection of border area municipalities. Upon closer inspection it became apparent that this cluster consisted of points that were poorly documented in the dialect atlas. Another matter where Structure is an improvement over K-medoids is its fuzzy clustering, which provides a more natural picture of the dialect areas by revealing transitional areas between dialect areas in addition to the dialect areas themselves.
4.2.2 Linkage test

As part of exploring potential linkage in Kettunen’s dialect atlas we devised a method for quantitatively comparing different map pages. The formula for this calculation is given in Materials and methods. Notably, while the linkage test’s results published in Article III turned out to be erroneous due to a programming
error (incorrectly nested conditionals) in the original implementation of the linkage
test. Here I provide the original description as well as its correction (Figure 10).

In the original version it was noted that the overall connectedness between
linguistic features (map pages) in the dialect atlas is generally low, with certain
features, such as those covering smaller geographical areas, showing up as having
higher linkage. The original linkage test also produced biased results in situations
where a geographically constrained feature, such as the one documented on map
page 137, was consistently deemed as being strongly linked against most other
pages.

A corrected version of the linkage analysis, similar to the original one, shows
that the overall connectedness between the features is low, even lower than in the
erroneous version. More significantly it shows that many of the aforementioned
problems of the original test, such as high linkage across pages covering small
geographical areas, disappeared with the corrected version. The corrected version
is much clearer in showing sets of redundant features with potential linkage
problems. Kettunen’s dialect atlas is ordered so that similar phenomena are
documented on consecutive pages, so linkage across redundant features mostly
appear as triangles near the diagonal that goes from the top-left corner of the
heatmap to the bottom-right corner. Following this diagonal, one can see, for
instance, a reddish triangle around map pages 52-59, which all document the
genitive forms of nouns. An even more pronounced triangle can be seen around
map pages 191–195, which, according to the dialect atlas itself, all involve the
development of vowel combinations ending in \( a \) or \( à \).
Figure 10. Linkage test heatmaps measuring connectedness between dialect features: (a) published heatmap from Article III; (b) corrected heatmap. Each cell horizontal and vertical cell correspond with a map page from the dialect atlas, organized in the same order as they are in the atlas itself. Red color indicates a value closer to 1.0 (more connectedness between features), whereas yellow indicates a value closer to 0.0 (less connectedness between features).

4.2.3 Linguistic diversity and the similarity of inferred populations

Article III also experimented with two further quantitative approaches from population genetics. The first of these were Shannon-Wiener diversity index, also known as Shannon’s entropy (Legendre & Legendre 2012), which measures diversity in ecological communities, and can be calculated from the IC values of the Structure analyses. The index is low when the amount of linguistic diversity is low – that is, when the traits of a specific dialect are dominant in that municipality, and higher in areas with mixed dialects. Our tests with Finnish language data showed that this index was essentially maximized at the border areas between dialects, as one would expect (Figure 11).
Another technique examined in Article III was \( F_{st} \) or fixation index, which can be used to measure how similar the inferred populations are in terms of linguistic variation. This in turn reveals whether there is an inferrable substructuring between the areas. In our experiments we calculated \( F_{st} \) values between 14 core areas inferred with Structure. The results lined up quite well in relation to what we know about the structure of Finnish dialects. For instance, \( F_{st} \) was maximized around the area of the main dialect division (east-west), and were lowest in areas with transitional dialects (Figure 12).
Figure 12. Fst analysis of dialect data, from Article III: (a) core dialect areas identified from a k=14 (14-cluster) Structure run, using an ic value threshold of 0.75; (b) pairwise Fst values, indicating the amount of linguistic difference of the populations, with color codes matching the clusters shown in (a).
4.3 TIGER values as a metric of treelikeness (IV)

Article IV’s primary aim was methodological exploration, as it focused on the application of TIGER values (Cummins & McInerney 2011) as a metric for treelikeness, similar to metrics such as the δ score (Holland 2002) and the Q-residual (Gray et al. 2010). This was explored using both real-life language data from the UraLex Basic Vocabulary Dataset (Syrjänen et al. 2018), as well as simulated language datasets that mimicked different linguistic situations: a purely treelike language dataset, a treelike dataset with different degrees of borrowing, a spatially structured dataset mimicking a dialect chain, and a completely unstructured ‘swamp’ dataset that superficially resembled cognate data. TIGER values, δ scores and Q-residuals were all calculated for all the datasets, and also visually examined using NeighborNets.

One shortcoming of the TIGER algorithm is that it cannot account for sets of multiple interrelated characters, such as the binary characters that represent the cognate sets of one meaning. For this reason it requires a multistate representation of the language data such that each meaning is represented by a one and only one multistate character. In contrast, UraLex can have multiple reflexes per language for a meaning. For the study in Article IV we algorithmically chose one cognate set for each language to represent each meaning, using a ‘minimizing’ strategy which selected the representative cognates so that the total number of cognate sets per each meaning would remain as low as possible. This type of strategy essentially favors deeper relationships over shallower ones.

The results showed that TIGER values performed well at detecting treelikeness of datasets. With simulated datasets the mean TIGER value was highest with purely tree-like data, gradually dropped as the degree of treelikeness reduced, and was minimized by the completely unstructured ‘swamp’ dataset (Figure 13). The TIGER values positioned the Uralic language dataset between the simulated dataset that had 20% borrowings, and the spatially structured dialect chain dataset. Considering what we know of the Uralic language family and the nature of the UraLex dataset, as well as the trees, networks and δ scores reported in Articles I and II, this seemed a reasonable estimate.
Figure 13. TIGER value distributions for simulated and real-life language data, from Article IV. The simulated datasets, from most tree-like to least tree-like, are: pure_tree (purely tree-like data), borrowing_05 (tree-like data with 5% likelihood of borrowing), borrowing_10 (tree-like data with 10% likelihood of borrowing), borrowing_15 (tree-like data with 15% likelihood of borrowing), borrowing_20 (tree-like data with 20% likelihood of borrowing), dialect (simulated dialect chain data) and swamp (unstructured data). Higher TIGER values indicate a more treelike signal.

Compared to the existing metrics (Figure 14), TIGER values produced similar results as $\delta$ scores for the simulated datasets, with the obvious difference that $\delta$ scores are at their lowest with treelike data whereas the opposite is true with TIGER values. Q-residuals however, ranked the datasets differently, being
sensitive to reticulation, or webiness, of the data (maximized by the spatially structured dialect chain data) rather than the degree of treelikeness that the data has. The three metrics also characterized the real-life UraLex dataset differently, with the $\delta$ score characterizing it as being between a pure tree and a 5% borrowing dataset, whereas Q-residuals position it between a dialect chain dataset and the unstructured ‘swamp’ dataset. NeighborNets (Figure 15) revealed that the likely reason for this classification was the degree of reticulation or ‘webiness’, which was largest with the dialect chain data and UraLex, despite the two datasets otherwise being visually quite different from one another.

**Figure 14.** Comparison of TIGER values, $\delta$ scores and Q-residuals for different datasets, from Article IV.
An examination of the TIGER values of individual meanings in UraLex showed that TIGER values were correlated with how many cognate classes each meaning had, but are not a simple proxy for cognate class count.
We also examined whether ad hoc linguistic differences such as basic vocabulary membership or semantic differences would be evident based on TIGER values. While basic vocabulary and non-basic vocabulary were distinguishable from one another based on TIGER values, the semantic classes in general were not distinguishable from one another by their TIGER value.

In conclusion, based on our results we found that TIGER values would serve as a good metric for estimating treelikeness, and even one that to an extent outperforms metrics such as $\delta$ scores and Q-residuals without adding too much computational complexity.
5 CONCLUSIONS AND FUTURE PERSPECTIVES

As the four studies presented here show, evolutionary tools are applicable to language data at both between-language and within-language levels. At both these levels they produce results that are compatible with the results of earlier research. An added advantage of these techniques comes from their ability to quantify ambiguity in the results through e.g. support values, branch lengths (with phylogenetic techniques) and population admixture (with population genetic techniques).

In the light of the phylogenetic analyses, the Uralic language phylogeny was mostly treelike, although not one that is necessarily fully resolved, especially between the ancestral stages between Finno-Ugrian and Finnic. The network analyses also suggested that the Uralic family was more treelike than it is network-like, but with certain sections that are nontreelike, such as the relationships between Finnic languages and the Saamic languages. The uncertainty around the initial branching point of Uralic was also apparent from the network analyses.

It should obviously be kept in mind that the results of Articles I, II and IV represent the Uralic language history viewed through the lens provided by the UraLex Basic Vocabulary Database. This data consists solely of historical connections recorded for meanings from several basic vocabulary lists, alongside a smaller set of historical connections recorded for non-basic vocabulary meanings. As such, it excludes linguistic considerations not recorded by this type of data. With this in mind, it is likely that future revisions of the UraLex lexical cognate data – which are already in the works – as well as the inclusion of other kinds of data, such as the typological data currently collected by the UraTyp project, will surely shed further light on the overall picture of Uralic in future quantitative studies of this family.

The population genetic analyses of the Finnish dialect atlas similarly produced a very familiar picture of Finnish dialects, characterized by a strong east-west dichotomy. For the most part the dialect areas inferred by the analyses reflected the
traditional subdivisions (such as those in Figure 3), although with some differences such as a preference for a more fine-grained overall division (fourteen dialect populations rather than the traditional seven or eight). The fuzzy clustering technique from Structure’s admixture model was able to produce a very natural picture of the Finnish dialects, visualizing both transitional dialect areas as well as clearer dialect areas quantitatively.

Also here it should be kept in mind that the dialect analyses in Article III obviously represent a predominantly morphophonological history of Finnish dialects, based on the data collected by Lauri Kettunen in the early 1900s, before large-scale urbanization took place. Other types of dialect data emphasize different kinds of results, as is apparent from e.g. the preference of a three-way dialect division of Finnish with lexical data⁴ over the two-way division, which is prominent with Kettunen’s data.

The new evolutionary quantitative tools are not just such that they repeat what we already know, but come with a number of added benefits compared to traditional work. The tools offer good repeatability of analyses, which is not only good for double-checking the results but also for updating old results as new type of data becomes available, or existing datasets are expanded. In addition to improved repeatability, the quantitative tools are accompanied by supplementary techniques that allow e.g. more intricate analyses or accurate objective visualization. In essence these are often not individual tools but rather parts of a larger tool chain. Quantifiable results also make the results more attractive for multidisciplinary work, as multiple fields can work with the shared language of numbers to shed light on historical topics that span beyond the history of languages. This will undoubtedly result in increased collaboration between different research disciplines that tackle with the history of humans and their culture from different perspectives.

The evolutionary toolkit is constantly being expanded to better tackle with new challenges that new subject matter has brought to it. In cultural history one such challenge involves the expansion of existing tools and techniques to better account for different types of historical connections, such as horizontal (non-treelike) and vertical (treelike), as many of the current tools remain primarily tree-based. Article IV of this dissertation also made an attempt to contribute to this challenge by

---

⁴ See e.g. the analyses of a dictionary of Finnish dialects by Leino et al. (2006) and Hyvönen et al. (2007).
proposing TIGER values as a reasonably accurate but computationally inexpensive metric for quantifying treelikeness in a dataset. In a similar way, article III also focused on a largely unexplored (or at least underexplored) territory by applying various population genetic techniques to study intralingual variation. Another challenge is to further improve the compatibility of these methods with linguistic data, which differs considerably from its biological counterparts; tools such as BEAST are already seeing improvements in the form of models that account for linguistic data better. As these methods improve, it is also likely that this will feed into the nature of the datasets themselves, with more detailed information complementing the historical connections that make up most of the datasets today. One such dataset advancement, proposed by List (2016), would involve the inclusion of information about the degree of historical relatedness between historically connected items, such as the extent to which they retain morphophonological or semantic similarity with their source.

With respect to datasets, it is also likely that future work will see an increase in the use of datasets of different types, such as structural data alongside basic vocabulary data, which will likewise add another layer of complexity to the overall picture. Combining multiple types of data into one analysis will be a challenge, although some potential techniques for this exist, such as phylogenetic partitioning, which allows having separate models of character evolution for differently evolving portions of the data, such as basic vocabulary data and structural data. Finally, it is also likely that future research will see an increase in ambitious studies that attempt to combine multiple analysis techniques and information from multiple research fields to quantitatively explore cultural history from a more holistic perspective, in a similar way as e.g. the phylogeographic analyses of Bouckaert et al. (2012), or the dialect analyses of Honkola et al. (2018).

As the historical overview showed, the meaning of ‘evolution’ in the context of linguistics is a problem not only due to its multiple meanings but also because it is not necessarily clear whether the notion of ‘evolution’ is compatible with the notion of ‘language change’, which extends to the question of whether evolutionary techniques are fundamentally compatible with linguistic material. As has hopefully been shown here, this question is largely nonessential, as the techniques themselves do not model evolution in any holistic sense but rather only small parts of it, based on their intended use. The key challenge then is to ensure that the parts that the techniques do model are not incompatible with what we know about language change, and to ensure that we understand to what extent the results of these
techniques make sense with linguistic data. The aim of evolutionary analyses is not to replace the theory of language change with that of evolution, but rather provide new and robust tools to be used in a way that makes sense within the theoretical framework of language change.
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