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ABSTRACT
With the growing complexity of the available online information,
search engines via rankings and recommender systems come to
the rescue, providing suggestions to users about items of potential
interest, from movies and products to news articles and even
potential friends. Such results and suggestions aim at covering
the user information needs and play an important role in guiding
users’ decisions and in forming their opinions.

However, the same technology, if not used responsibly, may
lead to discrimination, amplify potential biases in the original
data, restrict transparency and strengthen unfairness. For exam-
ple, consider scenarios in which models based on biased data
produce results that abet violence, decrease diversity, or have an
adverse impact on economic policies.

While the potential benefits of rankings and recommenders
are well-accepted and understood, the importance of using such
systems in a fair manner has only recently attracted attention. In
this tutorial, we cover recent advancements and highlight future
research directions in this increasingly relevant research area.

1 INTRODUCTION
Currently, algorithmic systems driven by large amounts of data
are increasingly being used in all aspects of society. Such systems
offer enormous opportunities. They accelerate scientific discov-
ery in all domains, including personalized medicine and smart
weather forecasting, they automate tasks, they help in improv-
ing our life through personal assistants and recommendations,
they have the potential of transforming society through open
government, to name just a few of their benefits.

Often, such systems are being used to assist, or, even replace
human decision making in diverse domains. Examples include
software systems used in school admissions, housing, pricing
of goods, credit score estimation, job applicant selection, and
sentencing decisions in courts and surveillance. A prominent case
is the COMPAS software used in courts in the US to assist bail
and sentencing decisions through a risk assessment algorithm
that predicts future crime.

The ubiquitous use of such systemsmay create possible threats
of economic loss, social stigmatization, or even loss of liberty. For
instance, a known study by ProPublica found that in COMPAS,
the false positive rate for African American defendants, namely
people labelled "high-risk" who did not re-offend, was nearly
twice as high as that for white defendants [11]. Another well-
known study shows that names used predominantly by men and
women of colour are much more likely to generate ads related to
arrest records [34].

Data-driven systems are also being employed by search and
recommendation engines, social media tools, and news outlets,
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among others. Recent studies report that social media has be-
come the main source of online news with more than 2.4 billion
internet users, of which nearly 64.5% receive breaking news from
social media instead of traditional sources [22]. Thus, to a great
extent, such systems play a central role in shaping our experi-
ences and influencing our perception of the world. Again, there
are many reports questioning the output of such systems. For
instance, a known study on search results showed evidence for
stereotype exaggeration in images returned when people search
for professional careers [16].

Fairness in rankings and recommenders. In this tutorial, we pay
special attention to the concept of fairness in rankings and rec-
ommender systems. By fairness, we typically mean lack of dis-
crimination. It is not correct to assume that insights achieved
via computations on data are unbiased simply because data was
collected automatically or processing was performed algorithmi-
cally. Bias may come from the algorithm, reflecting, for example,
commercial or other preferences of its designers, or even from the
actual data, for example, if a survey contains biased questions, or,
if some specific population is misrepresented in the input data.

In this tutorial, we review a number of definitions of fairness
that aim at addressing discrimination, bias amplification, and
ensure fair treatment. We organize these definitions around the
notions of individual and group fairness.We also present methods
for achieving fairness in rankings and recommendations, taking
a cross-type view, distinguishing them between pre-processing,
in-processing and post-processing approaches. We conclude with
a discussion of the new research directions that arise.

2 TUTORIAL OBJECTIVES
This tutorial aims at presenting a toolkit of definitions, models
and methods used for ensuring fairness in rankings and recom-
mendations. Our objectives are three-fold: (a) to provide a solid
framework on a novel, quickly evolving, and impactful domain,
(b) to highlight challenges and research paths for researchers
and practitioners that work on problems in the intersection of
recommender systems and databases, and (c) to show how fair-
ness challenges manifest in other areas (e.g., cloud computation
and job scheduling) and transfer findings from existing works in
these areas.

For this purpose, we organize our tutorial along the follow-
ing main axes: (i) Motivation and background for the need for
fair rankings and recommendations, (ii) Modeling fairness in
rankings and recommendations, (iii) Ensuring fair rankings and
recommendations, and (iv) Fairness in computations, algorithms
and systems, and open research challenges.

3 MOTIVATION AND BACKGROUND
Fairness has emerged as an important category of research for
machine learning systems in many application areas. Extending
this concept to rankings and recommendations is tricky. First,
there is an essential tension between the goals of fairness and
those of personalization. Inherent in the idea of personalization
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is that the best items for one user may be different than those
for another. However, there are contexts in which equity across
rankings and recommendation outcomes is a desirable goal. Fur-
thermore, fairness is a multi-sided concept (e.g., [7, 8]), in which
the impacts on multiple groups of individuals must be considered.

In this tutorial, we start by presenting motivating examples
for the need for fair rankings and recommendations from several
domains, including justice, ads, image search and others. We
highlight possible causes of unfairness, such as biased or incom-
plete data, and algorithmic inefficiencies. We point out potential
harms, such as filter bubbles, polarization, loss of opportunity,
and discrimination.

We consider a number of different dimensions based on which
we classify existing models and approaches. Firstly, we distin-
guish between the multiple viewpoints that fairness can have
in recommendation systems, namely (a) fairness for the recom-
mended items (e.g., [31]), (b) fairness for the users (e.g., [19, 38]),
(c) fairness for groups of users (e.g., [1, 24, 29]) and (d) fairness for
the item providers, and the recommendation platform (e.g., [25]).
Furthermore, we distinguish the existing methods for achieving
fairness in rankings and recommendations as: (a) pre-processing
(e.g., [31]), (b) in-processing (e.g., [13]) and (c) post-processing
approaches (e.g., [15]).

4 MODELING FAIRNESS
Fairness is a general term and coming up with a single definition
or model is tricky. We start this part of the tutorial by reviewing
definitions of fairness which, in general, ask for nondiscrimina-
tion of users or items, based on the values of one or more sensitive
or protected attributes, such as gender or race. We organize the
definitions with respect to the notions of individual fairness, i.e.,
treating similar individuals similarly [10, 18], and group fairness,
i.e., treating different groups equally (e.g., nondiscrimination of
sensitive groups) [2, 35].

We present a number of widely used models and definitions
for fairness [23, 36], including:

• Demographic (or statistical) parity (e.g., [35]), stating that
the proportion of each part of a protected class (e.g., gen-
der) should take the positive outcome at equal rates.

• Conditional statistical parity (e.g., [36]), which defines sta-
tistical parity given a set of legitimate factors.

• Equalized odds (e.g., [2]), stating that the protected and un-
protected groups should have equal rates for true positives
and false positives.

• Fairness through awareness (e.g., [10]), stating that any two
similar individuals should receive a similar outcome.

• Counterfactual fairness (e.g., [18]), stating that a decision
for an individual is fair, if it is the same in both the actual
world and a counterfactual world where the individual
belongs to a different demographic group.

• Calibration-based fairness (e.g., [26]), stating that if a group
receives a predicted probability p, at least a fraction p of
its members should belong to the predicted class.

Next, we review how these models of fairness have been ex-
tended in the case of ranked outputs, including attention-based
and probability-based approaches [3] as well as approaches based
on pair-wise comparisons [4, 37]. Then, we look at how defini-
tions of algorithmic fairness and fair ranking have been adopted
in recommender systems (e.g., [31, 39]). Given that fairness is a
multi-sided concept, we extend our taxonomy under the umbrella
of recommender systems, considering that fairness can refer to

suggested data items [31], users [19, 38], group of users [27, 29]
or item providers. Finally, we investigate the notion of fairness in
sequential and multi-round recommenders [5, 6, 25, 33], where
the goal is to ensure fairness in a number of interactions between
the users and the system. We also discuss fairness in the case
of link recommendations in networks and related concepts of
homogeneity, echo chambers and polarity [12].

This part of the tutorial concludes with a discourse on other
related concepts, such as the relationship between fairness and
diversity [9], recommendation independence, transparency [15]
and feedback loops.

5 ENSURING FAIRNESS
In this section, we present methods for achieving fairness in
rankings and recommendations. We first discuss the trade-offs
among fairness, personalization and accuracy.

Taking a cross-type view, approaches can be distinguished as
pre-processing, in-processing and post-processing.

• Pre-processing approaches target at transforming the data
so that any underlying bias or discrimination is removed.

• In-processing approaches target at modifying existing or
introducing new algorithms that result in fair rankings
and recommendations, e.g., by removing bias.

• Post-processing approaches treat the algorithms for pro-
ducing rankings and recommendations as black boxes,
without changing their inner workings. To ensure fair-
ness, they modify the output of the algorithm.

5.1 Recommenders
We first study fairness in systems that produce recommenda-
tions for individuals. These comprise the majority of existing
recommender systems. We start by presenting pre-processing ap-
proaches that work on modifying the input to the recommender,
for example, by appropriate sampling (e.g., [9]), by adding more
data to the input (e.g., [31]), or by performing database repair
[28]. Then, we focus on approaches for designing fairness-aware
algorithms, that is, recommendation algorithms that produce fair
recommendations. We will present algorithms for fairness-aware
matrix factorization [7, 38], multi-armed bandits [13, 21] and
deep learning recommenders (e.g., [6, 44]). For instance, we show
that when fairness with respect to both consumers and to item
providers is important, variants of the well-known sparse linear
method (SLIM) can be used to negotiate the trade-off between
fairness and accuracy and improve the balance of user and item
neighborhoods [7]. Alternatively, we can augment the learning
objective in matrix factorization by adding a smoothed varia-
tion of a fairness metric [38]. As another example, we present
methods that mitigate bias to increase fairness by incorporating
randomness in variational autoencoders recommenders (e.g., [6]).
Finally, we present post-processing approaches that modify the
output of the recommenders to ensure fairness (e.g., [15]).

Moving from individuals to groups, group recommendations
have attracted significant research efforts for their importance in
benefiting a group of users. However, maximizing the satisfaction
of each group member while minimizing the unfairness between
them is very challenging [20]. We study different fair-aware
algorithms for group recommenders [20, 27, 29, 32].
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5.2 Rankings
In order to guarantee fair rankings, in-processing approacheswork
with result generation procedures that allow the systematic con-
trol of the degree of unfairness in the output, by exploiting learn-
ing techniques, satisfying statistical parity, while preserving rel-
evance [37, 43]. The work in [30] formulates fairness constraints
on rankings, targeting at relevance maximization, in terms of
exposure allocation. A learning-based in-processing approach
is also used in [41] to reduce discrimination and inequality of
opportunity in rankings, Here, the method learns a ranking func-
tion with an additional objective that reduces disparate exposure.
A recent learning to rank approach, DELTR, looks at the average
probability of items from a protected group to be ranked at the
top position [42].

The post-processing approach of [40] aims at satisfying statisti-
cal tests of representativeness, when ranking items in a certain
order, so as to ensure that the ratio of protected individuals that
appear within a prefix of the ranking (namely, top-k) must be
above a given proportion. The attention received by the items
in different positions in the ranking is also not the same: items
ranked in first positions are exposed to much more attention than
the lower ones. [5] tackles the problem of having a ranking to be
presented as a query result, where the items in the first positions
have the same or very similar relevance. When it happens, there
is a decision to be made of which items are being top-ranked
and which are not. A solution to this situation, called amortized
fairness, considers that the position index is a proxy for the level
of attention an item is exposed, while the output of the predic-
tion algorithm corresponds to the item relevance. Accumulated
attention across a series of rankings should be proportional to
accumulated relevance, as indicating long term ranking fairness.

6 OPEN ISSUES AND RESEARCH
DIRECTIONS

In this section, we present a critical comparison of the existing
work on ensuring fair rankings and recommendations, and the
lessons learnt in these areas. Furthermore, we discuss open issues
and new research directions that arise.

First, we present fairness concepts studied in different areas
of computer science. Fairness is often a ubiquitous property of
computations, algorithms, and systems beyond recommender
systems. For instance, in federated stream processing systems, it
is an open challenge how to ensure global fairness on processing
quality experienced by queries [14]. Systems for processing big
data such as Hadoop, Spark, and massively parallel databases,
need to run workloads on behalf of multiple tenants simulta-
neously. The abundant disk-based storage in these systems is
usually complemented by a smaller, but much faster, cache. Cache
allocation strategies are required that speed up the overall work-
load while being fair to each tenant [17].

Then, we highlight a number of possible research directions.
We start with the observation that even if there exist several
definitions and models for representing fairness, coming from
different research perspectives, these definitions and models are
many times somewhat incomparable, hindering consistent un-
derstanding and treatment. Compiling existing definitions to
produce new ones and evaluating their suitability in different
domains and applications appears to be an open topic for further
research. Fairness in recommendations is multi-sided, achieving
fairness for all parties involved is also a topic that needs to be
investigated further.

While the potential benefits of fairness are well-accepted
nowadays, we still need to study the actual impact of fairness-
enhancing algorithms. For example, extensive user studies are
needed to evaluate the level of acceptance of the fairness-enhanced
results by the users and the long term effect of these results on
their own perceptions and preferences. Extensive studies that
exploit feedback loops, should also be performed in this line of
work, so as to investigate deeper the connections between the
concepts of fairness, explainability and personalization. More-
over, it will be very advantageous to study comparatively the
notions of equality, that ensures equal treatment, over equity,
that ensures treatment based on needs. Operationalizing equity
is a difficult task that often depends on the domain under study.

7 TUTORIAL INFORMATION
Motivation and Target Audience: The tutorial’s topic lies in
the core of the conference interests. The tutorial aims at re-
searchers and students, as well as IT professionals and developers
in searching, ranking and recommender systems, and the general
data management community. Researchers and students will get
a good introduction to the topic and get inspired by challenging
research problems. Furthermore, IT professionals and develop-
ers will learn appropriate fairness-aware techniques to promote
fairness in their systems. All the materials that will be used for
the tutorial will be publicly available.
Prerequisites: The tutorial is carefully structured to accommo-
date both attendees unfamiliar with the topic and more experi-
enced participants by providing required background knowledge,
shared terminology and common understanding of the basic
fairness-related concepts.
Intended Duration:We are aiming for a 90-minute tutorial.
Link to Tutorial Resources:
https://sites.google.com/view/fair-ranking-recommend

8 PRESENTERS
Evaggelia Pitoura is a Prof. at the Univ. of Ioannina, Greece,
where she also leads the Distributed Management of Data Labo-
ratory. She received her PhD degree from Purdue Univ., USA. Her
research interests are in the area of data management systems
with a recent emphasis on social networks and responsible data
management. Her publications include more than 150 articles in
international journals (including TODS, TKDE, PVLDB) and con-
ferences (including SIGMOD, ICDE, WWW) and a highly-cited
book on mobile computing. Her research has been funded by the
EC and national sources. She has served or serves on the editorial
board of ACM TODS, VLDBJ, TKDE, DAPD and as a group leader,
senior PC member, or co-chair of many international conferences
(including PC chair of EDBT 2016 and ICDE 2012). She has more
than 20 years experience in teaching. Prior tutorials: Tempo-
ral Graphs [eBISS’17], Social Graphs [BigDat’15], Data Graphs
[SummerSOC’14], Personalization [ICDE’10], Mobile Computing
[ICDE’03], Pervasive Computing [ICDE’00].

Georgia Koutrika is Research Director at Athena Research Cen-
ter in Greece. She hasmore than 15 years of experience inmultiple
roles at HP Labs, IBMAlmaden, and Stanford, building innovative
solutions for recommendations, data analytics and exploration.
Her work has been incorporated in commercial products, de-
scribed in 9 granted patents and 18 patent applications in the US
and worldwide, and published in more than 80 papers in top-tier
conferences and journals. She is an ACM Distinguished Speaker
and associate editor for TKDE and PVLDB. She has served or
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serves as PC member or co-chair of many conferences (including
Demo PC chair of ACM SIGMOD 2018 and General Chair of ACM
SIGMOD 2016). Prior tutorials: Recommender Systems [SIG-
MOD’18, EDBT’18, ICDE’15], Personalization [ICDE’10, ICDE’07,
VLDB’05].

Kostas Stefanidis is an Assoc. Professor on Data Science at the
Tampere University, Finland. He got his PhD in personalized
data management from the Univ. of Ioannina, Greece. His re-
search interests lie in the intersection of databases, information
retrieval, data mining and the Web, and include personalization
and recommender systems, and large-scale entity resolution and
information integration. His publications include more than 80
papers in peer-reviewed conferences and journals, including SIG-
MOD, ICDE, and ACM TODS, and a book on entity resolution
in the Web of data. He has 8 years experience in teaching. Prior
tutorials: Recommender Systems [MUMIA Training School’14],
Personalization [ICDE’10], Entity Resolution [ICDE’17, ESWC’16,
WWW’14, CIKM’13].
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