Abstract—Interest in applications based on distributed ledger technology (DLT) is on the rise, with corporations worldwide shifting from simply exploring DLT’s potential to creating productive business cases. However, despite the existence of numerous DLT applications, developers are still lacking proper tools and instruments for evaluating system behavior (e.g., performance) of their applications on different distributed ledgers before deployment. Since the behavior of such applications is highly dependent on the characteristics of the distributed ledger they are built upon and changing the distributed ledger after deployment of an application is difficult, selecting the wrong ledger can have severe negative consequences. To address the issue, we conducted an extensive literature review to identify and synthesize published modeling and simulation approaches for distributed ledgers. Based on the results, this paper also presents a research agenda to improve modeling of the system behavior of distributed ledgers and to support the development of distributed ledgers and viable DLT applications. In doing so, we facilitate informed decision-making for suitable modeling or simulation approach, which helps application developers to identify a suitable distributed ledger before implementing an application. In addition, our work contributes to science, as we provide a comprehensive overview and analysis of extant simulation and modeling approaches in DLT that accumulates the current state-of-the-art in the rapidly growing DLT field.

Index Terms—distributed ledger technology, modeling, blockchain, analytical modeling, simulation

I. INTRODUCTION

Initially designed for the exchange of digital assets such as cryptocurrencies, distributed ledger technology (DLT) has already gained a remarkable impact on numerous industries worldwide (e.g., finance or health care). The trend to adopt DLT can be found in almost any digitized industry, which increases the pressure for all companies to leverage DLT to their advantage [1]. Already employed DLT applications range from public record-keeping (e.g., financial transactions [2], [3]) to private storage of inter-organizational transactions (e.g., provenance tracking of products [4], [5]).

From a technical perspective, DLT allows us to set up a tamper-resistance, append-only distributed database (referred to as a distributed ledger), where (in most cases) data is replicated across various computing and storage devices (referred to as nodes). Each stakeholder (e.g., organizations or individuals) individually maintains and controls such a geographically separated node. The essential advantage of distributed ledgers is their ability to handle the arbitrary occurrence of Byzantine failures [6]. Therefore, distributed ledgers can cope with malicious behavior of nodes, crashed or unreachable nodes, and network delays and allow for tamper-resistant data storage as well as a reliable transfer of digital assets without the need for a trusted third party [7]. To advance the basic protocols of distributed ledgers, developers can deploy DLT applications (e.g., for financial transactions in Bitcoin) to such a distributed ledger [7]. Thereby, a distributed ledger may serve as a distributed, digital infrastructure, where numerous DLT applications can be executed reliably. Due to various technical constraints in the designs of distributed ledgers (e.g., the trade-off between availability and consistency [7], [8]), distributed ledgers cannot meet all requirements of all DLT applications simultaneously. Therefore, various distributed ledgers were designed to fulfill the requirements of certain DLT applications. Developers must choose one among these distributed ledgers, which suits their DLT applications’ requirements best. The selection of a suitable distributed ledger needs to be done as early as possible during the development process because the migration of a DLT application to a different distributed ledger is costly and highly complex and, when performed after its deployment, may even lead to data loss. Since distributed ledger often serves as an infrastructure for various DLT applications, the retroactive reconfiguration of a distributed ledger to match the requirements of a certain DLT application is usually hard. To avoid serious negative consequences for the DLT application’s long term viability, the development of a DLT application has to include an early and thorough evaluation of distributed ledgers to match the requirements of the DLT application.

However, such predictive suitability assessments are challenging to conduct due to the complexity of distributed ledgers and their numerous unapparent dependencies between characteristics (e.g., block size and transaction-confirmation latency) [7]. Setting up multiple distributed ledgers simply for testing purposes is time-consuming and expensive. Besides, real-world networks may only allow for limited control of
a testing environment. To reduce time efforts and cost and increase control over the testing environment, a promising approach for the suitability assessment of distributed ledgers for a specific DLT application is through simulations. Such simulations employ analytical models of distributed ledgers, which allow replicating their real-world system behavior in a controlled environment.

We consider a model to be a physical or digital product that represents an actual or theoretical system. It is similar to, but simpler than, the system it represents, “while approximating most of the same salient features of the real system as close as possible” [9]. Accordingly, modeling describes the act of building a model. In this paper, we investigate approaches used to model the system behavior of distributed ledgers in simulations, while we consider simulating as the process of running a model in a controlled execution environment (referred to as simulation environment). Modeling distributed ledgers and simulating their system behavior promise to increase our understanding of the complex dependencies between DLT characteristics which are otherwise difficult to identify or even assess (e.g., block propagation delays and consistency [10]), to identify potential drawbacks for DLT applications caused by the use of a distributed ledger, and to optimize a distributed ledger’s configuration to meet the requirements of specific DLT applications [7]. However, modeling and simulating the system behavior of distributed ledgers remains challenging due to a large number of dependencies between DLT characteristics that need to be considered when creating an appropriate simulation of the system behavior.

Extant research has already presented various approaches to compare distributed ledgers from a technical perspective (e.g., considering availability or throughput) [11], [12] or from an organizational perspective (e.g., trust in other stakeholders) [13], [14]. These studies focus on comparing distributed ledgers’ system behaviors in a static manner, for instance, by comparing the maximum throughput of different distributed ledgers in order to assess their suitability for a specific DLT application [11], [12]. However, in order to gain insights into the system behavior of distributed ledgers, either exhaustive field tests or controlled simulations that allow understanding the complex dependencies between DLT characteristics are required. To this end, various approaches for the simulation of the system behavior of distributed ledgers have been proposed and partially applied [10], [15]–[18]. However, the proposed modeling and simulation approaches are scattered across various sources, which is why it is hard to understand how to model and eventually simulated distributed ledgers’ system behavior. To obtain profound insights into extant approaches for the simulation of the system behavior of distributed ledgers and to help decide for appropriate modeling and simulation approach, a synthesis of extant approaches for distributed ledgers is needed. To overcome this challenge, this paper addresses the following research question: What approaches exist to analyze system behavior of distributed ledgers?

To answer our research question, we conducted an extensive literature review to identify and synthesize published modeling and simulation approaches for distributed ledgers. Based on the results, we concluded the paper by presenting a research agenda to improve modeling of the system behavior of distributed ledgers and to support the development of distributed ledgers and viable DLT applications. In doing so, we facilitate informed decision-making for suitable modeling or simulation approach, which, in turn, helps developers to identify a suitable distributed ledger before developing a DLT application. In addition, our work contributes to science, as we provide a comprehensive overview and analysis of extant simulation and modeling approaches in DLT that accumulates the current state-of-the-art in the rapidly growing DLT field. Our research thereby serves as a fundamental knowledge base and starting point for future research advancing the simulation-driven assessment and evaluation of complex system behavior with a focus on but not limited to DLT.

II. BACKGROUND

A. Distributed Ledger Technology

DLT allows to establish shared, digital infrastructures for applications (e.g., for financial transactions, logistics, production chain monitoring, etc.) by enabling the operation of a highly available, append-only distributed database (referred to as distributed ledger) in an untrustworthy environment [6], where separated storage and computing devices (referred to as nodes) maintain a local replication of the ledger [7]. Nodes are maintained and controlled by individuals or organizations. An untrustworthy environment is characterized by the arbitrary occurrence of Byzantine failures [6], such as crashed or (temporarily) unreachable nodes, network delays, and malicious behavior of nodes [19]. The data are transferred and appended to the ledger in the form of transactions and is further stored in a chronologically-ordered sequence. Each transaction contains meta-data (e.g., a transaction recipient or timestamp) and a digital representation of certain assets (e.g., coins or program code of a smart contract) [3]. When a node receives a new transaction, the transaction is validated by the selected consensus protocol, for example, by proof-of-ownership for the digital representation of the asset based on digital signatures and public-key cryptography [20] or by involving more heterogeneous nodes as part of proof-of-activity [21].

Distributed ledgers can be grouped into three concepts: blockchains, block-based directed acyclic graphs (BlockDAG) [22], and transaction-based directed acyclic graphs (TDAG) [7]. In blockchains, the applied consensus mechanisms target a single chain of chronologically ordered blocks representing the transaction history. In BlockDAGs, blocks can also have multiple predecessors and successors, which requires customization of the consensus protocols applied for blockchains. In TDAGs, transactions are directly linked with each other, and blocks are not even used. Another classification of distributed ledgers can be made by distinguishing between public and permissioned DLT designs (e.g., [23], [24]) or public, consortium, and private DLT designs [25]. In this paper, we distinguish between public and private DLT designs depending on whether a new
node can directly join a network (i.e., a public DLT) to read the ledger as a node or permission is required (i.e., a private DLT). While public and private specifies the read permissions, in terms of write permissions, nodes can either all have the same permission (i.e., permissionless) or require explicit permission for validating new transactions for the distributed ledger and initiating to append validated transactions to the distributed ledger (i.e., permissioned).

A central concept in distributed databases such as distributed ledgers is finality. In large distributed ledgers, like Bitcoin or Ethereum, nodes can randomly join and leave the network, which complicates or even prevents a consensus among all nodes before new data is added to the distributed ledger [26]. Due to this circumstance, newly appended data cannot be considered finalized, and only probabilistic finality is given. It means that the data cannot be removed or altered with a certain probability [18], [27]. A transaction’s probability of finality increases with each additional block (or transaction) appended to the distributed ledger after the transaction [2], [10], [18]. Thus, the trust model of probabilistically final DLT designs allows for network partitions that will converge over time toward a certain state. While some nodes can agree on a state $s_{n,1}$ of the ledger and others agree on $s_{n,2}$ with $s_{n,1} \neq s_{n,2}$, Network partitions maintaining different states are referred to as forks. In a distributed ledger, any number of forks may exist, and a DLT design needs to employ rules that decide which blocks (or transactions) are included in the main branch of the ledger and which not. The latter are referred to as stale blocks (or stale transactions). Rules that determine a certain state of the ledger and, thus, allow the system to return to a consistent state, are called fork resolution rules (e.g., longest-chain rule in Bitcoin [2] or the Greedy Heaviest Sub Graph (GHOST) in Ethereum [3]).

Although distributed ledgers employ a Byzantine fault-tolerant threat model, distributed ledgers are not immune to attacks (e.g., [6], [7], [28]). Most attacks target double-spending, where an adversary aims to spend the same digital asset multiple times without getting the assets transferred back. Other attacks aim to compromise the integrity of a distributed ledger. As one of such attacks, selfish-mining attacks describe a phenomenon where a set of nodes work on their own local version of a blockchain (ledger or branch) without publishing their blocks to the main branch until their branch would be chosen as a future main branch by the fork resolution rule applied to the distributed ledger [7], [28], [29]. A selfish-mining attack is carried out by attackers to obtain excessive rewards or waste the computing power of honest validating nodes [29]. It was found that a successful selfish-mining attack can be performed in Bitcoin if at least one-third of the validating nodes collude [28].

### B. Analysis of System Behavior of Distributed Ledgers

Since every distributed ledger has individual characteristics affecting its suitability for specific applications, developers must either identify an existing distributed ledger that matches the requirements of their DLT application or find the right configuration of these characteristics to set up a new distributed ledger. However, this requires a profound knowledge of the dependencies between DLT characteristics. To this end, extant research discusses different means (i.e., benchmarking [11], emulation [16], and simulation [30]) that enable the controlled evaluation of the system behavior of distributed ledgers with, for instance, different configurations, protocol modifications, or within different contextual settings (e.g., [31]). The most direct approach for assessing the behavior of a distributed ledger is to test a DLT application on a running system with real users. Since changes in a distributed ledger’s configuration and other invasive interventions may disrupt its regular operation, evaluations of live systems are usually limited to black-box approaches like benchmarking (e.g., [11], [12]).

**Benchmarks** are concerned with the comparison of the running system with regards to specific characteristics (e.g., scalability or throughput). For example, BLOCKBENCH [11] is a software framework for benchmarks between private blockchains, which measures the behavior of entire systems and individual components in terms of scalability, throughput, latency, and fault-tolerance. However, evaluating running distributed ledgers can become costly when comparing a large number of different distributed ledgers due to, for example, high set-up and operational costs. Furthermore, insights into system behavior gained through black-box tests are limited to observations about system outputs and do not reveal the underlying causes.

An alternative to the evaluation of real-world systems is *emulation* of a distributed ledger (e.g., BlockLite [16]). Emulation describes the process of imitating a system on another system by replicating its function, behavior, and inner states as closely as possible [32]. Emulations employ emulation models that replace parts of the real system (e.g., hardware or software layers). Emulation is focused on the accurate replication and observation of system behavior during operation in real-time. While providing a highly faithful replication of the actual system behavior under controllable conditions, emulators require significant overhead to run the emulated interface and functionality while providing the layers of virtualization needed to emulate a whole system [33].

In contrast, **simulations** attempt to approximate a system’s behavior and its development over time by running a simulation model [34]. Simulation refers to “the process of using a model to study the behavior and performance of an actual or theoretical system” [9]. Unlike an emulation that intends to replicate the operation of a system or individual system components, a simulation “can use a model to explore states that would not be possible in the original system” [9]. Another difference between simulation and emulation is that a simulation is not necessarily bound to the clock of the imitated system [32]. Thus, in contrast to an emulation that usually runs in real-time, a simulation can accelerate time or stop the system clock to make calculations and advance after a decision has been made. Simulations are built on models that must be constructed upfront [35] and have generally simplified abstractions of a simulated system that aims at covering the...
specific level of details required to achieve research goals. By changing variables and conditions in the implemented simulation model, insights into how the original system behaves can be derived [35]. The simulation also allows investigating large scale systems, like distributed ledgers, with minimal use of resources by simulating thousands of nodes on a single platform [33]. Both emulation and simulation may be based on analytical models that describe specific aspects of the system under investigation.

Analytical models are a subclass of mathematical models that have a closed-form solution. In the DLT context, a set of equations can be formulated as a mathematical equation system to describe the system behavior of a distributed ledger. Such an analytical model can be used to evaluate, explain, and predict the system behavior of distributed ledgers with regards to, for example, performance (e.g., [11], [18], [36]) or security (e.g., [18], [37], [38]).

III. Method

In order to identify key publications on the analysis of distributed ledgers through modeling or simulation, we performed a literature search in scientific databases that cover leading computer science journals and conferences: IEEE Xplore, ACM Digital Library, ScienceDirect, SAGE Journals Online, and Springer Link. To find relevant articles and papers for our research, we applied the following search string: (Blockchain OR DLT OR "Distributed Ledger") AND (Model OR Modeling OR Simulation OR Emulation). In addition to the database search, we also included pre-prints on the modeling of distributed ledgers to cover the latest advances. In total, we gathered a set of 842 potentially relevant publications, excluding grey literature and pre-prints. We then analyzed the titles, keywords, and abstracts of the publications to identify papers and articles that described at least one modeling or simulation approach for distributed ledgers. In doing so, we selected a total of 28 publications. To further extend our literature sample, we analyzed the references of the selected publications for additional papers or articles relevant to our literature sample, which resulted in a total of 32 publications. Following this process resulted in a total of 32 publications. Once the literature selection process was completed, we carefully read the selected publications and used an open coding approach to identify the described modeling and simulations for distributed ledgers as well as details including, for instance, the approaches’ functioning, underlying models, assumptions, and intended purposes. Next, we classified the extracted approaches into modeling and simulation approaches. Modeling approaches were further categorized into four categories based on the main approaches identified in extant literature (e.g., [31]): Markov process, Markov decision processes, and queueing models, and random walks.

IV. STATE-OF-THE-ART IN MODELING OF DISTRIBUTED LEDGERS

A. Modeling Approaches of Distributed Ledgers

In our literature review, we identified four modeling approaches applied in the context of DLT, which will be presented in the following: Markov process, Markov decision processes, and queueing models, and random walks. In general, most of the identified modeling approaches focus on the analysis of dependencies between DLT characteristics (e.g., [39], [40]) and their effects on the transaction-confirmation probability and transaction-confirmation time (e.g., [41], [42]). These DLT characteristics were found of particular importance in DLT [7], [41], [42], as they indicate the degree of security to which a submitted transaction will be appended and never be removed from the distributed ledger (see Section II-A).

1) Markov Processes: A Markov process can be used as a mathematical tool for performance evaluation of distributed ledgers [43]. A Markov process describes a process whose future probabilities are determined by its most recent values. A stochastic process can be called a Markov process only if

\[ P(X_t \leq X_n | X_{t-1}, ..., X_1) = P(X_t \leq X_n | X_{t-1}) \]  

is true for every \( n \) and every \( t_1 < t_2 < ... < t_n \) [44]. From the mathematical point of view, a Markov process is a first-order auto-regressive model \( X_t = c + aX_{t-1} + \epsilon_t \), where \( X_t \) is a time series, \( a \) is a parameter of the model, \( c \) is a constant, and \( \epsilon_t \) is a white noise.

In DLT, Markov processes are often used to model block generation in and block propagation through the distributed ledger (e.g., [41]) to evaluate performance of a distributed ledger [28], [31], [45], [46]. In such models, nodes essentially conduct Bernoulli trials [41] at a vast pace, each with an extremely low success probability, meaning that successes roughly occur as a Poisson process. In Markov processes, block generation roughly follows an exponential distribution [41]. The targeted outcome in these studies mainly focused on the examination of incentive-compatible properties of distributed ledgers (e.g., [28], [41]), studies on strategies for selfish-mining attacks (e.g., [45], [47]), and evaluation of consistency in distributed ledgers (e.g., [10]).

However, our literature review shows that Markov processes become highly complex when trying to make them applicable to a wide range of scenarios, for instance, when including observations of both long and short period attacks for Nakamoto consensus or GHOST in one model [10] or when conducting analysis with standard concentration bound for Markov chains (e.g., Chernoff’s bound [48]) [49]. In addition, blockchain models have been tried to be generalized from Poisson processes and exponential distribution regarding block generation [31].

2) Markov Decision Processes: A Markov decision process is a discrete time stochastic process, which is widely used as a mathematical framework for sequential decision-making task with a fully observable environment described by a Markov transition model and additional rewards. Markov decision process can be defined as a 4-tuple \( (S, A, P_a, R_a) \), where \( S \) is the finite set of states, \( A \) is the finite set of actions, \( P_a(s,s') \) is the probability that action \( a \) in state \( s \) will move to state \( s' \) at the state \( s_{t+1} \)

\[ P_a(s,s') = \text{Probability}(s_{t+1} = a|s_t = s, a_t = a), \]  

where
where $R_a(s, s')$ is an expected reward received immediately after transitioning from state $s$ to $s'$ by performing action $a$.

In the DLT context, several studies utilized a Markov decision process as mathematical modeling to identify the optimal mining policy in blockchains in several attacks. For instance, several studies [18], [50], [51] utilized a Markov decision process to evaluate different double-spending and selfish-mining strategies. In these evaluations, the applied security model is based upon Markov decision processes.

As an extension of Markov process models, models based on Markov decision processes often obtain relatively better results on examining selfish-mining attack strategies (e.g., [18], [50], [51]).

3) Queueing Models: A queueing model is a mathematical model, which allows for predictions of queue lengths and waiting times. In the context of DLT, queueing models have been predominantly used to represent and analyze the transaction-confirmation process on the block-level (e.g., [52]) or transaction-level (e.g., [42]). All queueing models examined in this literature review can be characterized as a single-server queue with batch service [40], [42], [53] and applied an exponential distribution for block generation (e.g., [40], [53]). Transactions are considered to be processed in batches represented by blocks. The arrival of the transactions (or blocks) has mainly been assumed as a Poisson process (e.g., [53]).

Queueing models have often been applied to analyze the mining process for distributed ledgers (e.g., [39], [41], [54], [55]). The authors proposed a stochastic model, which aims at capturing the dynamics in distributed ledgers (e.g., in terms of block generation and block arrivals) and evolution [41], [55]. Ricci et al. [54] proposed a model that incorporates machine learning in combination with a queueing model. The model aimed to predict which transactions will be confirmed and the corresponding confirmation time.

Several studies investigated fluid limits – a subsection in the queueing theory describing deterministic processes, which aims at an approximation of the evolution of the analyzed stochastic process. For instance, the research group from the University of Amsterdam developed a Bitcoin-inspired infinite-server model with a random fluid limit [56]. King et al. [57] considered the fluid limit of a random graph model for distributed ledgers.

4) Random Walks: A random walk is a stochastic mathematical model that describes a path that consists of random changes or steps on mathematical space at discrete points in the time being widely utilized for various information and communications technology (ICT) systems analysis [58–60]. Given independent and identically distributed random variables $X_1, X_2, ..., X_n$, where $X_i \in R_n$, the pure structure of random walks can be defined as

$$Y_n = \sum_{i=1}^{n} X_i. \quad (3)$$

To study double-spending attacks in DAG-based distributed ledgers, Goffard [61] refined Nakamoto’s model [2] with a primary focus on the probability of attack success. Jang and Lee [62] proposed a new model, which takes into account block confirmation release, and, thus, advances Goffard’s model. Grunspan and Perez-Maro computed the minimal number of confirmations to be requested by the recipient such that the double-spend strategy is non-profitable [63].

B. Simulation of Distributed Ledgers

Simulations of distributed ledgers can be described using three groups of characteristics: purpose, model, and usability.

In terms of potential simulation purposes, our literature review identified four categories: testing and verification, evaluation and validation, prediction, and understanding. First, simulations can be used by developers to test software modules and to enable agile software development (e.g., [64]) as well as to verify models for system behavior of distributed ledgers. In the latter case, developers of a model can check if they implemented it correctly (e.g., verify a match between specifications and assumptions deemed acceptable for the given purpose of an application) and try to fix errors in the model [34], [65]. Second, evaluation and validation comprises two perspectives. First, evaluation aims at assuring that a distributed ledger fulfills certain properties, for example, a certain mean transaction-confirmation latency (the period between the time a transaction is appended to a distributed ledger and the time that the probability of that transaction being excluded from the distributed ledger becomes negligible). During the validation, model developers evaluate in cooperation with experts if their final model meets requirements in terms of, for example, the accuracy of certain observations (e.g., [10], [50] [65]). Third, simulations can be used to predict system behavior of distributed ledgers in contexts that are critical for the system (e.g., [10], [28], [65]). Fourth, understanding is concerned with analyzing dependencies between DLT characteristics. To this end, analysts use the controlled simulation to manipulate certain DLT characteristics (e.g., block size [28], block generation difficulty levels [41], or network delays [42]), and observe resulting effects on other DLT characteristics (e.g., number of forks [41] or consistency [10]). Table I illustrates the different purposes of simulations, correspondingly applied modeling approaches and distributed ledgers that can be simulated based upon the proposed model. According to the reviewed literature, some authors used simulations for more than one purpose (e.g., evaluation, understanding, and prediction [50]).

Simulations typically build upon models that are generated based on mathematical models (see Section IV-A). Thus, the purpose of a simulation determines the minimum capabilities of the underlying model (see Section IV-A). Analysts need to be able to manipulate the starting configuration of a model (e.g., block size [28] or network dynamics [66]), to observed DLT characteristics (e.g., consistency [10] or a number of forks [41]), and derive the results that help to fulfill the particular purpose of the simulation (e.g., certain mining strategies with high success probability [10], [50], [51]). In order to make a model applicable for a variety of scenarios, the model needs to be flexible enough in terms of configurations (e.g., stochastic distribution of events like block
and the type of distributed ledger to be simulated (e.g., different consensus mechanisms [10]).

Usability is “the extent to which a system, product or service can be used by specified users to achieve specified goals with effectiveness, efficiency, and satisfaction in a specified context of use” [67]. Usability of the distributed ledgers’ system behavior simulator concerns the appropriate configuration of simulation scenarios, the required execution environment, and an understandable output of observations and targeted results (e.g., [16], [30]). In most papers on the modeling of distributed ledgers, the authors tested and verified their proposed models in simulations (e.g., [10], [42]) without a graphical user interface (GUI) and, thus, provide little usability for the configuration of the simulation environment. In contrast, some simulators for distributed ledgers allow for a comfortable use through a web interface (e.g., [30]). Such web interfaces allow users to set simulation parameters (e.g., number of nodes [30], [52]) and may even visualize the DLT characteristics to be observed (e.g., network growth [30]).

Regarding the execution environment, most simulations run on a single machine (e.g., [10], [68]) or outsource to a cloud service (e.g., [30]). By doing so, simulations can be conducted independently from other machines, and users gain better control over simulated network dynamics. However, one of the critical aspects of constructing simulation models tends to be the consumption of computational resources. Resource consumption becomes particularly critical for simulations running on single nodes that cannot scale in their computational resources, like virtualized machines. There are several strategies to tackle the issue of resource consumption, including simplification of resource-competitive modules [15], utilization of multi-threading approaches, and/or multiple CPU cores for the simulation [33], [68], and performing simulations in the cloud [30], [66]. The first strategy (simplification) is also applicable when dealing with resource constraints on a single machine, but may come at the cost of the accuracy of the model, due to over-simplification (e.g., [16]). The second strategy (parallelization) may require certain hardware (e.g., multiple CPU cores) and, thus, is only applicable for a fraction of potential users of the simulation (e.g., [16]). The third strategy (virtualization) appears to combine the strategies simplification and parallelization by making use of virtualization of computational resources in a cloud ( [30]). Hence, the third strategy may achieve high usability due to its high scalability.

In the following, we show the applicability of our classification and illustrate dependencies between purpose, model, and usability by real-world simulators for distributed ledgers.

V. PRINCIPLE FINDINGS AND FUTURE DIRECTIONS

A. Principle Findings

In this paper, we identified four approaches for modeling system behavior of distributed ledgers, the modeling approaches’ respective purpose and observations, and the modeling approaches’ use in simulations (see Table I). Our findings show that most modeling approaches and simulations focus on the analysis of transaction-confirmation latency. The phenomenon of transaction-confirmation latency has been examined from various perspectives such as the identification of optimal attack strategies (e.g., [28]), resilience mechanisms of the distributed ledger (e.g., [50], or by focusing on consistency of distributed ledgers (e.g., [10]).

In addition, we identified three groups of characteristics that help to differentiate simulations of distributed ledgers (i.e., purpose, model, and usability), explicate interactions between these groups, and illustrate the identified interactions through exemplary simulations (e.g., Bitcoin-Simulator [52]).

One principle finding indicates a best practice for distributed ledger modeling is that the investigated modeling approaches make several similar assumptions regarding block generation and block propagation. Various models assume an exponential distribution for block generation in a Poisson process [40], [50], [53], where the block generation is considered a batch because the block contains various transactions [40], [42], [50], [53]. Receiving blocks and transactions are often modeled in a Poisson process (e.g., [41]). These assumptions also apply for DLT concepts other than blockchains (e.g., BlockDAG or TDAG; see Section II) [15], [66].

The examined models strongly differ in their representation of the PoW for distributed ledgers that make use of PoW-based consensus mechanisms. With the high scalability of later simulations as their common goal, two modeling approaches for PoW are being used: adding timestamps and real PoW. First, adding timestamps assumes the elapsed time based on equivalent real-world computations for PoW. Since no actual computations are performed, it is the least resource-consuming modeling approach of the three and, thus, scalable to a large number of nodes, but also the less realistic than the other modeling approaches. Fast-forwarding – a subcategory to adding timestamps – models PoW more realistically while maintaining high scalability to a large number of nodes. Adding timestamps fast-forwarding allows accelerating simulation since the actual computations will not take as long as the approximated elapsed time for the simulated PoW. Third, the use of real PoW executed by a single node as a representation for all nodes has been found a realistic approximation to real-world distributed ledgers [16]. Nevertheless, real PoW is the most resource-consuming approach in terms of time and computational resources and requires a calibration of the PoW difficulty so that it matches the block creation interval of the simulated distributed ledger [16]. Block generation based on mining can also be modeled as Bernoulli trials (e.g., miner guessed a correct nonce for the block or not), each with an extremely low success probability for block generation. Thus, successful block generation roughly occurs as a Poisson process [41]. Nonetheless, to the best knowledge of the authors, there is no comparative study on the differences between fast-forwarding and real PoW in terms of model accuracy. Modeling of the system behavior of distributed ledgers is predominantly focused on the most popular public-permissionless blockchains, namely Bitcoin, Ethereum (e.g., [10], [18], [28], [50], and IOTA as one of...
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing &amp; Verification</td>
<td>MP</td>
<td>n/a</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>MDP</td>
<td>n/a</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>
| | QM | Development and evaluation of software components | [16] | BCH
| | | Performance analysis and optimization | [36] | X
| | | Profitability of double-spending attacks | [54] | BTC
| | RW | Rapid prototyping of new features and fixes | [68] | CHW
| | | Check analytical calculations for DAG-based distributed ledgers | [15] | X
| | | Profitability of double-spending attacks | [62] | X
| | | | (X) | (X) | (X) | (X)
| | | Double-Spending, “Parasite Chain”, and Lazy Nodes Attacks | [69] | X
| | MDP | Evaluation of selfish-mining strategies | [18] | X
| | | Evaluation of selfish-mining and stubborn-mining strategies | [45] | X
| | | Evaluation of selfish-mining strategies | [50] | X
| | | Evaluation of selfish-mining strategies | [51] | X
| | RW | Evaluation of selfish-mining strategies | [41] | X
| Prediction | MP | n/a | – | – |
| | MDP | Best selfish-mining strategies for various contexts | [50] | X
| | QM | Long term growth rate of blockchains | [41] | X
| | RW | Double-Spending Attacks | [61] | X
| Understanding | MP | Mean number of transactions in the Memory Pool, mean number of transactions in a block, mean transaction-confirmation time | [42] | X
| | MDP | Profit threshold for selfish mining attacks | [50] | X
| | QM | Long term growth rate of blockchains | [41] | X
| | | Mean transaction-confirmation time | [53] | X
| | | Mean transaction-confirmation time | [54] | X
| | | Cost and effectiveness of vulnerabilities in the Bitcoin software | [68] | X

QM – Queueing models
MP – Markov process
MDP – Markov decision process
RW – Random walks
BCH – Bitcoin Cash
CHW – Chainweb
BTC – Bitcoin
LTC – Litecoin
ETH – Ethereum
CHW – Chainweb
SY – Syscoin

the major TDAGs (e.g., [66], [69]). Since various distributed ledgers build upon the protocols of Bitcoin and Ethereum, several models claim to be generalizable to distributed ledgers that employ a certain type of consensus mechanism (e.g., PoW-based [10], [18]). Nevertheless, the generalizability of existing models is still not verified and, thus, is considered a challenge for future research (e.g., [10]).

As illustrated in Table I, the evaluation and validation of existing distributed ledgers gained increased interest in recent years. Foremost, the analysis of inconsistencies between nodes of a distributed ledgers due to transaction propagation delays raised particular interest in the security domain. Studies on mean transaction-confirmation intervals of distributed ledgers revealed various trade-offs between security and performance (e.g., [28], [41]). It is reasonable to assume that focusing on evaluation and validation of distributed ledgers’ system behaviors is a first step toward ensuring the security of distributed ledgers before even building real-world DLT applications for it. Demand for simulations that facilitate test-driven development of DLT applications may grow, once appropriate models are available.

Our final principal finding concerns the current state of simulators available to developers. Although modeling of the system behavior of popular distributed ledgers (i.e., Bitcoin, Ethereum, and IOTA) already achieved high accuracy in terms of replicating the behavior of the respective real-world system (e.g., [10]), their application is still complex and they are often not even accessible for developers. Most simulators identified in the literature review were in an early prototypical stage and predominantly focused on the software architecture
of the simulator, including a user interface (e.g., command-line interface or web interface [30]), configurable parameters (e.g., number of nodes [16], [30], [64] or network bandwidth [16], [64]), and the execution environment of the simulation (e.g., a single node or cloud [30]). However, the actual models used by simulators identified in our review are often not described (e.g., [30]).

B. Future Research Opportunities

Based on the analysis of the identified literature, the following six future research opportunities were derived. In general, future research needs to thoroughly investigate the modeling approaches presented in this paper in order to identify potential synergies between the individual approaches to allow for a more comprehensive analysis of system behavior of distributed ledgers.

1) Model simplifications and their effect on the accuracy of the model: Event-based simulation models (e.g., [30], [70]) operate by abstracting and/or simplifying parts of a distributed ledger’s protocol. Such abstractions increase scalability and decrease resource consumption. However, such abstractions and simplifications may lead to neglecting traits of distributed ledgers [71]. To identify and assess effects that emerge from abstraction and simplification of a distributed ledger’s protocol, an empirical analysis should be conducted included comparative tests between different levels of abstraction and/or simplifications. Such insights will support the development of more accurate and less resource consuming simulations.

2) Consideration of multiple transaction classes: Most examined papers deal with the modeling of blockchains, their individual transaction-confirmation latency, and the probability of transaction-confirmation (e.g., [42], [53], [54]). To model realistic transaction-confirmation latency and transaction-confirmation probability, a prevailing challenge is to represent different classes of transactions and to model a system dealing with them similar to real-world distributed ledgers [40]. To assess and simplify the effects that emerge from abstraction and simplification of a distributed ledger’s protocol, an empirical analysis should be conducted included comparative tests between different levels of abstraction and/or simplifications. Such insights will support the development of more accurate and less resource consuming simulations.

3) Dependencies between DLT characteristics: While certain relations or even trade-offs between quantitative DLT and underlying blockchain characteristics were deeply examined (e.g., the effect of block size limits on transaction-confirmation times [40], [53]), the relations between other DLT characteristics have remained open. For example, trade-offs between a degree of decentralization of a distributed ledger and charged transaction fees (e.g., [7]). In order to simulate distributed ledgers more comprehensively, while taking into account such DLT characteristics, more detailed and testable criteria must be generated. Prior research on trade-offs between DLT characteristics (e.g., [7], [8]) can be used as a starting point for more comprehensive modeling and simulations of distributed ledgers.

4) Interoperability: Currently, it is commonly held that there cannot be a one-size-fits-all distributed ledger that suits all requirements of all DLT applications at the same time (e.g., [7], [72]). This is why new means for facilitating interaction between distributed ledgers and external (non-DLT) services help to meet specific DLT application requirements is a highly relevant field of study (e.g., [73], [74]). However, even though respective interoperability protocols are being developed (e.g., BTC Relay or Town Crier), it remains hard to predict the implications for DLT applications when implementing these protocols. Hence, interoperability between different distributed ledgers as well as between distributed ledgers and external non-DLT services are worth consideration in future modeling and simulation approaches, for example, with regard to the employed threat models and performance characteristics.

5) Machine learning in simulation modeling: While machine learning approaches demonstrated an ability to perform successfully in system modeling tasks [54], [75]–[78], only a few studies applied machine learning to model distributed ledgers. For instance, Markov Chain Neural Networks [79] may have great potential for the simulation of Markov chains for modeling distributed ledgers to predict system behavior, while decreasing run-time. At the same time, the Markov decision process extraction network [80] potentially can be used in order to automatically extract minimal relevant aspects of the dynamics from observations to model a Markov Decision Process.

6) Testing environment for DLT application development: Extant modeling approaches for distributed ledgers predominantly focus on the evaluation and validation of distributed ledgers from a security perspective (see Section V-A and Table I). However, these models are frequently the subject of research projects that are not concerned with their practical application, even though the development of DLT applications would benefit from the use of such models in simulations to test DLT applications. It would require, for example, easy-to-use simulators integrated into development environments. To this end, further investigations are required to clarify to which extent existing models are applicable in practice and how to best interact with simulations using such models.

C. Limitations

This research is subject to two major limitations. First, since the simulation of distributed ledgers is still in its infancy, the majority of papers in our literature review present research that still resides at an early stage. As to be expected, this results in an overall lack of empirical evidence for the effectiveness of the individual approaches. Second, we limited our literature search to already proposed or even implemented modeling approaches in the field of DLT. Therefore, our results do not include alternative modeling approaches from other fields, which might be applicable in the DLT context. In addition to the aforementioned research opportunities, we would like to encourage further investigations of such extant modeling approaches and their contextual evaluation.
VI. CONCLUSION

In this work, we surveyed extant approaches to model and simulate system behavior of distributed ledgers in order to support the development of viable applications on suitable distributed ledgers. We identified four modeling approaches applied in the context of DLT: Markov processes, Markov decision processes, queueing models, and random walks. We further were able to synthesize and systematically characterize existing simulations approaches by their purpose, employed modeling approach, and their usability. Finally, this paper presents a research agenda to improve modeling of the system behavior of distributed ledgers and to support the development of distributed ledgers and viable DLT applications. In doing so, the contributions of this paper to practice and research are threefold. First, we help practitioners and researchers selecting an appropriate distributed ledger simulator for particular purposes. Thereby, we help developers to predict potential drawbacks for DLT applications to be developed and, consequently, to make more sophisticated decisions for a certain distributed ledger to be employed. Second, developers can obtain initial best practices in simulation development for distributed ledgers as we describe individual benefits and challenges. Third, we contribute to research as we outline potentials future research directions to improve distributed ledger simulations.
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