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Abstract—Low-power and low-latency communication features are vital to extend 5G mobile devices functionalities beyond those of the current networks, and to introduce innovative services and applications. On the other hand, limitations of state-of-the-art cellular modules prevent designing and facilitating such features based on current power saving mechanisms alone. In this paper, a new wake-up signaling for 5G control plane is introduced, aiming to reduce energy consumption of cellular module in downlink. Performance of the proposed scheme in terms of false alarm and misdetection rates are investigated and evaluated. The obtained numerical results show that such a signaling can reduce power consumption of discontinuous reception (DRX) by up to 30%, at the cost of negligible increase in signaling overhead.

Index Terms—energy efficiency, mobile device, DRX, wake-up, 5G.

I. INTRODUCTION

Fifth generation (5G) mobile networks are expected to provide a diverse set of futuristic services such as augmented and virtual reality, cloud gaming and ultra-high-definition video streaming [1]. To satisfy the aggressive requirements of such services, advanced signal processing techniques and high bandwidth - ranging up to 400 MHz [2] - are imperative. Over the last decade, trend for increased bandwidth has been following the same exponential increase as Moore’s Law for semiconductors. However, higher bandwidth communication consumes considerably higher power, and can exhaust the mobile devices battery power very quickly. Due to fact that the battery evolution lags far behind the advances in semiconductor industry, demonstrated by an observation that smartphones’ energy density has increased just a few percent during last decade [3], power saving methods are vital to extend 5G mobile devices functionality.

Multiple experimental investigations show that the most energy consuming components of smartphones can be attributed to the cellular module and display [3], [4], [5]. Therefore, designing an energy-efficient cellular module, conserving energy in the battery is extremely paramount, and is the main focus of our work.

Third generation partnership project (3GPP) has specified DRX, as one of the main solutions for enhanced battery life by means of switching off RF circuitry and other modules for long periods, activating them only for short intervals. In spite of utilizing DRX in long-term evolution (LTE), it is not sufficiently energy efficient, and it still needs to be improved, when very large processing bandwidths are adopted in the future systems.

In the existing literature, the wake-up based schemes have commonly been considered a promising solution for energy-aware sensor nodes. Authors in [6] investigated and summarized the state-of-the-art wake-up receiver hardware and networking protocol proposals. Furthermore, the benefits and challenges of the wake-up scheme, together with the involved trade-offs, were studied. Additionally, authors in [7] designed a high performance low-power digital baseband architecture for wake-up scheme, and the authors analyzed detection performance of the designed architecture in [8], [9].

The concept of passive wake-up scheme is studied in [10], which eliminates the energy supply needed for listening the wake-up signal. The proposed receiver harvests the RF energy from the common signal to power itself up. The proposed scheme can be utilized for IoT and machine to machine communications. More recently, authors in [11], [12] utilized microsleep and DRX to enhance battery life of 5G mobile devices by enabling 5G mobile device to process only some small pre-grant messages during active times, and consequently to remove empty subframe buffering. The simulation results show that such a scheme can reduce power consumption of mobile device by up to 70%.

The main contribution of this paper is to introduce a novel narrow-band control plane signaling, referred to as wake-up signaling (WUS), in order to reduce energy consumption of mobile devices. In the proposed approach, the mobile device monitors WUS at the specific time instants and subcarriers, in order to decide whether to process the actual upcoming
physical downlink control channel (PDCCH) or not. Furthermore, a low-complexity wake-up receiver (WRx) concept is developed to decode the corresponding WUS, and to acquire the necessary time and frequency synchronization.

The rest of this paper is organized as follows. Section II describes the reasons behind energy inefficiency of the baseline DRX mechanism, and proposes wake-up scheme to further improve energy efficiency of cellular module. WUS structure and its detection procedure are described and discussed in Section III. These are followed by simulation results and conclusion in Sections IV and V, respectively.

For readers’ convenience, the most essential variables used throughout the paper are listed in Table I.

### Table I

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$PW_{\text{active}}$</td>
<td>power consumption of cellular module at active state</td>
</tr>
<tr>
<td>$PW_{\text{sleep}}$</td>
<td>power consumption of cellular module at sleep state</td>
</tr>
<tr>
<td>$t_{\text{su}}$</td>
<td>start-up time of cellular module</td>
</tr>
<tr>
<td>$t_{\text{pd}}$</td>
<td>power-down time of cellular module</td>
</tr>
<tr>
<td>$K$</td>
<td>length of zadoff-chu sequence</td>
</tr>
<tr>
<td>$M$</td>
<td>number of mobile devices within PDWCH group</td>
</tr>
<tr>
<td>$N$</td>
<td>size of FFT</td>
</tr>
<tr>
<td>$s$</td>
<td>index of OFDM symbol carrying PDWCH</td>
</tr>
<tr>
<td>$x$</td>
<td>maximum number of consecutive OFDM symbols within which PDWCH can be located</td>
</tr>
<tr>
<td>$a$</td>
<td>maximum number of subcarriers within which integer CFO estimate is sought</td>
</tr>
<tr>
<td>$\Psi_q$</td>
<td>PDP of the received signal at $q^{th}$ OFDM symbol</td>
</tr>
<tr>
<td>$\psi_q$</td>
<td>discrete periodic correlation function of received signal and complex conjugate of frequency-shifted version of the root zadoff-chu sequence</td>
</tr>
<tr>
<td>$E_q$</td>
<td>received energy within the sliding window, belonging to $q^{th}$ OFDM symbol</td>
</tr>
</tbody>
</table>

Higher than for long DRX cycle. This, in turn, has a direct influence on start-up time ($t_{\text{su}}$) and power-down time ($t_{\text{pd}}$).

In case of short DRX, due to fact that baseband unit (BBU) is ON during sleep period, $t_{\text{su}}$ and $t_{\text{pd}}$ are shorter than in long DRX. In short-DRX cycle, time required for synchronization $t_{\text{sync}}$ is negligible. Required power for active state ($PW_{\text{active}}$) besides of implementation, varies based on bandwidth and other communication parameters.

In respect to latency requirements, it is beneficial to process PDCCH in a very short DRX cycle to receive uplink (UL) grants or downlink (DL) data traffic, and promptly make an appropriate reaction. However, decoding the PDCCH requires a fast Fourier transform (FFT) whose size depends on the carrier bandwidth, and employs a blind decoding approach, where it hypothesizes over 44 different options of PDCCH locations [14], [15]. Especially for higher bandwidth carriers, the PDCCH rendering is very computationally intensive and power consuming. Therefore, decoding PDCCH frequently reduces the advantages of DRX, and high power consumption overhead is inevitable.

It has been shown in [16] that the time period for which mobile device monitors channel without any data allocation has a major impact on battery consumption. For instance, according to the experimental results, video streaming and web browsing traffic as two key 5G use cases have empty PDCCH for 25% and 40% of time, respectively. Furthermore, this problem is severe in unsaturated traffic scenarios, where many of the DRX cycles have no data allocation for a particular mobile device. Therefore, reducing energy consumption of empty DRX cycles, has a significant potential to expand the battery life time of mobile devices.
B. Proposed Wake-up Scheme

In the proposed mechanism, the mobile device is configured with wake-up signaling and WRx processing in order to save battery life time, suitable for enhanced mobile broadband and massive machine type communication, which have small amounts of data at short intervals. In every wake-up cycle (w-cycle), WRx monitors physical downlink wake-up channel (PDWCH) for a specific on-duration time to determine if any data is scheduled or not. Occasionally, based on the interrupt signal from WRx, the BBU switches on, decodes both PDCCH and physical downlink shared channel (PDSCH), and performs connected-mode procedures.

The WUS per each WRx is represented by 1-bit data, referred to as wake-up indicator (WI), where 0 indicates WRx to not wake up BBU and 1 represents WRx to wake up BBU because there is a packet to receive. Each WI is uniquely code multiplexed to selected time-frequency resources, as described in Section III. When WI of 1 is sent to WRx, network expects the corresponding mobile device to decode the PDCCCH with time offset of $t_{of}$. In other words, PDWCH indirectly informs WRx of potential scheduling on PDCCH with time offset of $t_{of}$ or rather if it can skip interrupting BBU for the rest of the w-cycle. Fig. 2 depicts the operation and power consumption of the proposed cellular module with WRx and conventional DRX-enabled cellular module.

![Fig. 2. Power consumption profiles of typical DRX mechanism and the proposed WRx-enabled cellular module.](image)

BBU, after receiving PDCCH message at active state for on-time duration, initiates its inactivity timer. After the inactivity timer is initiated, if a new PDCCCH message is received before the expiration of inactivity timer, BBU re-initiates its inactivity timer. However, if there is no PDCCCH message received before expiration of the inactivity timer, a sleep period starts, and the WRx-enabled cellular module switches to its sleep state, and WRx operates according to its w-cycle.

The introduction of PDWCH has two fundamental consequences, misdetection and false alarm. In latter case, WRx wakes up in a predefined time instant, and wrongly identifies 0 as 1 for WI, leading to unnecessary power consumption of BBU, thus the false alarm rate is required to be minimized. The former is corresponding to the case where WI of 1 is sent, but WRx decodes it as 0 incorrectly. Such misdetection can add an extra delay, and waste capacity in both PDCCCH and PDSCH. Therefore, the probability of misdetection ($P_{md}$) requirement of PDWCH is eventually stricter than probability of false alarm ($P_{fa}$). Simulation results in Section IV, verify that the proposed scheme, building on the signaling structure and decoder principle described in Section III, can achieve very low $P_{md}$ and $P_{fa}$ for SNRs larger than 0 dB.

III. Wake-up Signaling Structure and Receiver Processing

A. Signaling Structure

The proposed signaling is based on 5G base station (gNB) transmitting set of Zadoff-Chu (ZC) signatures with different cyclic shifts over a set of dedicated and pre-reported subcarriers, carrying set of WIs along with synchronization. A pool of known cyclic shift sequences is allocated to each gNB within a cell with a cell-specific root index, providing low inter-cell interference.

The ZC sequences have ideal cyclic auto-correlation, which is important for obtaining an accurate timing estimation and WRx identification. Additionally, the cross-correlation between different sequences based on cyclic shifts of the same ZC root sequence is zero at the WRx as long as the cyclic shift used when generating the sequences is larger than the maximum round-trip propagation time in the cell plus the maximum delay spread of the channel [17]. Root ZC sequence ($Z^r[n]$) is a polyphase exponential ZC sequence with root index of $r$, and can be formulated as

$$z^r[n] = \exp \left\{ -j \frac{\pi r n (n + 1)}{K} \right\} \text{ for } n \in \{0, \ldots, K - 1\}, \tag{1}$$

where $K$ refers to the length of sequences, assumed odd, and needs to be integer larger than and relatively prime with respect to $r$ [18]. An odd-length ZC sequence is symmetric to its center element, and enables design of hardware-efficient architectures for its generation. Further, if $K$ is prime, the discrete Fourier transform (DFT) of $z^r[n]$ is another ZC sequence ($Z^r[k]$). For sake of readability, root index notation is omitted for the rest of the paper.

PDWCH is transmitted within the first symbol of subframe corresponding to the w-cycle. The main reason for transmitting PDWCH in the first symbol is to provide adequate time ($\leq t_{of}$) for WRx to possibly switch on BBU as early as possible. Therefore, BBU can prepare to decode PDCCCH, and eventually, demodulate and decode PDSCH. This reduces the processing delay, and thus the overall DL transmission delay.

The multiple WIs are code multiplexed to a set of subcarriers which enables efficient usage of radio resource elements, and reduces the power consumption of WRx. We refer to a set of WIs transmitted on the same set of subcarriers as a PDWCH group.

We consider a multi-user single-cell scenario, where each sequence within PDWCH group is chosen from a set of $M$ cyclic-shifted ZC sequences with length of $K$. Furthermore, during first OFDM symbol of predefined subframe, $K$ contiguous subcarriers are utilized while the exact location of
PDWCH is indicated by the frequency offset parameter. For simplicity, we assume that subcarriers with relative indices to the DC subcarrier \( k \in \{0, \ldots, K - 1\} \) are used for PDWCH. Therefore, DFT of PDWCH group signal for \( M \) mobile devices is

\[
Y[k] = Z_0 + \sum_{m=1}^{M} i[m]Z_m, \quad (2)
\]

where

\[
Z_m = Z[k]\exp\left\{ -j\frac{2\pi \tau[m]}{K} \right\}, \quad (3)
\]

and \( i[m] \) for \( m \in \{1, \ldots, M\} \) is a binary variable, representing WI of \( m^{th} \) mobile device with its unique cyclic shift of \( \tau[m] = mK_{es} \), where \( M \leq \lfloor K/K_{es} \rfloor - 1 \). \( Z_0 \) is always transmitted within PDWCH group, helping WRx to retain synchronization even if \( i[m] = 0 \), \( \forall m \in \{1, \ldots, M\} \). In Eq. (3) and in the rest of the paper, modulo-\( K \) indexing is assumed. The simplified PDWCH signal structure is illustrated in Fig. 3.

![PDWCH group](image)

**B. Receiver Processing**

In the proposed scheme, high-power high-precision oscillator is assumed to be kept ON, therefore implications of clock drift are negligible during short w-cycles. In order to further reduce impact of any clock drift, the proposed receiver has two-stage mechanism to recover any potential symbol time offset (STO) and carrier frequency offset (CFO). At the first stage, which is performed in pre-FFT domain (time domain), maximum likelihood-estimator is applied to identify STO (\( \delta \)) and fractional CFO (\( \epsilon_f \)). After the synchronization of the symbol timing, cyclic prefix (CP) is removed correspondingly, and the second stage is performed in FFT domain. In this work, we mainly focus on the second stage, while the first stage is not specifically addressed (readers may refer to [19]).

Assuming that the initial synchronization provides an adequate orthogonality between subcarriers, \( N \)-point FFT output of \( q^{th} \) OFDM symbol is represented as

\[
R_s[k] = [R_q[1], \ldots, R_q[K]]^T .
\]

Under the assumption that \( s \) is the index of OFDM symbol carrying PDWCH, \( R_s[k] \) can be written as

\[
R_s[k] = Y[k - \epsilon_i]H[k - \epsilon_i]\exp\left\{ -j\frac{2\psi[k]}{N} \right\} + W[k], \quad (4)
\]

where \( \psi \) denotes residual timing error, normalized by the sampling period, \( H[k] \) is the channel frequency response at the \( k^{th} \) subcarrier, \( \epsilon_i \) refers to the integer CFO, and \( W[k] \) is a circularly-symmetric white Gaussian noise process with average power \( \sigma_w^2 \). Without loss of generality and for notational simplifications, we assume \( \psi \) is incorporated into \( H[k] \), therefore in the following, \( \exp\left\{ -j\frac{2\psi[k]}{N} \right\} \) from Eq. (4) is removed and absorbed as part of \( H[k] \). Due to ambiguity of the arrival time of OFDM symbol carrying PDWCH, WRx requires to observe a consecutive set of \( x \) statistically independent FFT outputs \( R = [R_1, \ldots, R_x] \), in order to locate the PDWCH symbol.

In general, at the second stage, the WRx needs to perform three tasks, 1) to acquire the position of PDWCH symbol (\( s \)), 2) to receive its WI (\( i[s] \)), and 3) to obtain integer CFO (\( \epsilon_i \)). In the following, we introduce an estimation method of unknown parameters \( (\delta, i[s], \epsilon_i) \).

In the proposed approach, WRx benefits from ideal cyclic auto- and cross-correlation properties of ZC sequences by computing received signal’s power delay profile (PDP) through a frequency-domain matched filter. For this purpose, the absolute square of the correlation of the received \( q^{th} \) OFDM symbol with cyclic- and phase-shifted root ZC sequences is utilized and can be expressed as

\[
\Psi_q(l, \epsilon_i) = \left| \sum_{n=0}^{K-1} r_q[n]z^*[n + l]\exp\left\{ 2\frac{\pi \epsilon_i}{K}(n + l) \right\} \right|^2, \quad (5)
\]

where \( r_q[n] \) is the time-domain sequence corresponding to \( R_q[k] \). As it can be seen from Eq. (5), the \( \Psi_q(l, \epsilon_i) \) is at maximum on the correctly estimated CFO and PDWCH symbol. In order to reduce the implementation complexity, a hybrid time/frequency domain method is considered for the second stage. Using the properties of FFT, \( \Psi_q(l, \epsilon_i) \) can be computed as

\[
\Psi_q(l, \epsilon_i) = |\psi_q(l, \epsilon_i)|^2 = |\text{IFFT} \{ R_q[k]Z^*[k - \epsilon_i] \}|^2, \quad (6)
\]

where \( \psi_q(l, \epsilon_i) \) is the discrete periodic correlation function at lag \( l \) of received signal and complex conjugate of frequency-shifted version of the root ZC sequence.

For clarity, after removing CP at the first stage, and obtaining initial synchronization, \( r_q[n] \) is translated to the frequency domain using \( N \)-point FFT, as shown in Fig. 4. Those \( K \) subcarriers corresponding to PDWCH are extracted from the output of the FFT using subcarrier demapper. The result of subcarrier demapping (\( R_q[k] \)) is multiplied by the complex-conjugate root ZC sequences with potential frequency offsets \( (Z^*[k - \epsilon_i]) \), and the result of each is oversampled - by factor of \( L = 2^N/K \), where \( N \) is FFT size - by padding zeros in order to balance between detection performance and implementation complexity. Next, the IFFT block, transforms the product of \( R_q[k] \) and \( Z^*[k - \epsilon_i] \) from frequency into time domain. And then, PDP samples are calculated by squaring the absolute value of the time-domain data (\( \psi_q(l, \epsilon_i) \)). The received energy within the sliding window corresponding to
\[ E_q(m, \epsilon_i) = \sum_{l=mLK_{cs}}^{(m+1)LK_{cs}-1} \Psi_q(l, \epsilon_i). \]  

**C. Detection and Thresholds**

Under the assumption that the \( LK_{cs} \) samples in the sliding window in the absence of WI are uncorrelated Gaussian noise with variance \( \sigma_n^2 \), the samples of \( \psi(l, \epsilon_i) \) also present Gaussian distribution with zero mean and variance of \( K\sigma_w^2 \). Consequently, \( \Psi(l, \epsilon_i) \) has a central Chi-squared distribution with 2 degrees of freedom with noise floor of \( \beta = K\sigma_w^2 \). Therefore, the absolute WI detection threshold (\( \Gamma \)) can be calculated under the hypothesis of WI=0 within a given \( P_{fa} \), as

\[ P_{fa} = 1 - F_1^L \frac{L}{K_{cs}} \]

where \( F_1^L \) is the cumulative distribution function (CDF) of \( \Gamma \). Without loss of generality, we can assume that \( \Gamma = \beta \Gamma_r \), where \( \Gamma_r \) is the threshold relative to the noise floor \( \beta \). By doing such, dependency of \( F_1^L(\Gamma_r) \) on the noise variance is removed, and can be modeled as a central Chi-squared random variable with \( 2LK_{cs} \) degrees of freedom [20] expressed as

\[ F_1^L(\Gamma_r) = 1 - \exp\{-\Gamma_r\} \sum_{k=0}^{LK_{cs}-1} \frac{1}{k!} \Gamma_r^k, \]

where \( \Gamma_r \) is a pre-computed coefficient, and stored in memory.

Similarly, the noise power samples at the input to noise floor estimation follows a central Chi-squared distribution with 2 degrees of freedom, expressed as

\[ F_2^L(\Upsilon_r) = 1 - \exp\{-\Upsilon_r\}. \]

In above, \( \Upsilon_r \) is the relative detection threshold for noise floor estimation, and is set as follows

\[ P_{fa} = 1 - F_2^L(\Upsilon_r), \]

while the absolute noise floor threshold (\( \Upsilon \)) can be computed as

\[ \Upsilon = F_2^{-1}(1 - P_{fa}) \frac{N}{N} \sum_{l=1}^{N} \Psi_q(l, \epsilon_i), \]

where \( F_2^{-1} \) is the inverse of CDF of \( F_2 \). Finally, \( \beta \) can be estimated as [21]

\[ \beta = \frac{1}{N_s} \sum_{l=1}^{N_s} \Psi_q(l, \epsilon_i), \]

where the accumulation is over all samples less than \( \Upsilon \), and \( N_s \) is the number of available samples.

Once the PDP samples of all potential frequency offsets of the root ZC sequence are obtained, \( E_q(0, \epsilon_i) \) for frequency offset per OFDM symbol are calculated, and the corresponding frequency offset and index of OFDM symbol of the maximum of received energy are chosen as estimates of \( \epsilon_i \) and \( s \), respectively.

Again by utilizing sliding window, if the received energy of estimated OFDM symbol in \( m \)th interval \( E_q(m, \epsilon_i) \) exceeds absolute WI detection threshold (\( \Gamma \)), \( m \)th WRx decodes \( \hat{i}[m] = 1 \), otherwise \( \hat{i}[m] = 0 \). Briefly, initially \( (\hat{s}, \hat{\epsilon}_i) \) is obtained as follows

\[ (\hat{s}, \hat{\epsilon}_i) = \arg\max\{E_q(s, \epsilon_i)\} \]

and then

\[ \hat{i}[m] = \begin{cases} 0, & \text{for } E_q(m, \epsilon_i) < \Gamma \\ 1, & \text{for } E_q(m, \epsilon_i) \geq \Gamma \end{cases} \]

under the assumption that \( (s, \epsilon_i) \) is restricted to a given parameter space \( \Theta \). As it can be seen, accurate realization of the parameter estimator in Eq. (14) requires a search over \( x \times a \) values where \( x \) denotes the number of considered FFT outputs and \( a \) refers to the maximum span of subcarriers for which the integer CFO estimate is sought. For example, assuming that the integer CFO can be a maximum of \( \pm 2 \) subcarriers, then \( a = 5 \).

Because of very simple hardware architecture of WRx, start-up and power-down time durations for WRx are extremely short. The processing requires a few OFDM symbols and a few subcarriers in each w-cycle, in contrast to DRX, where BBU needs to operate full bandwidth for multiple symbols. In other words, narrowband reception of wake-up signaling requires less signal processing, consequently needing also less memory and operations. Moreover, its narrowband signal structure has improved sensitivity due to its low in-band receive noise.

In this work, power consumption of the realization of architecture for the WRx by integrating the processing to an available LTE-optimized 16 nm CMOS-based RFIC is estimated. According to the pre-design estimation, the processing consumes only up 57 mW power, including its radio and digital processing, when \( K = 117 \) and \( N = 128 \), regardless of carrier bandwidth. Its required clock can be shared from the main BBU of cellular module.

**IV. SIMULATION RESULTS AND ANALYSIS**

In the numerical evaluations, we consider 5G frame structure, where transmission over the subcarriers is arranged into...
radio frames of 10 ms long, each of which is divided into ten equally sized individual subframes, where each subframe is consisting of 14 consecutive OFDM symbols while the subcarrier spacing is assumed to be 15 kHz. Additionally, within each frame, primary and secondary synchronization signals are utilized for network synchronization. Further, for channel modeling purposes, we adopt the extended pedestrian A model (EPA) developed by 3GPP [22], for the performance analysis and comparison. It is assumed that the carrier bandwidth is 20 MHz.

For traffic modeling purposes, the ETSI model [23] is applied, which is widely used in various analytical and simulation studies of 3GPP mobile radio networks. In the employed traffic model, a packet service session contains one or several packet calls with exponentially distributed session inter-arrival time with mean of 200 ms. Each packet call itself consists of a sequence of packets with exponentially distributed packet inter-arrival time, with mean of 10 ms. The mean session rate is one session per minute.

In our simulations, we focus on a single cell and single PDWCH group. Furthermore, each simulation scenario lasts for 100,000 frames, and is repeated 10,000 times for averaging results. Each PDWCH group has \( M = 7 \) users (moving at a walking speed of 3 km/h), utilizing ZC sequences with length of \( K = 117 \) and root index of \( r = 31 \). We also assume \( x = 3, a = 5, \) and \( K_{cs} = 13 \). Finally, inactivity timer, on-time duration and offset time are considered to be 12 ms, 1 ms and 15 ms, respectively.

Fig. 5 shows a receiver operating characteristic (ROC) curve of the proposed wake-up scheme under EPA channel model at three different SNR values. As it can be expected, for all three ROC curves, there is a trade-off between \( P_{md} \) and \( P_{fa} \). Furthermore, by comparing the ROC curves at different SNRs, we note that the \( P_{md} \) at SNR=-10 dB with \( P_{fa} = 10\% \) is higher than that for SNR=-7 dB and SNR=-4 dB by 37% and 69%, respectively. As it seen, for higher SNRs, ROC becomes closer and closer to an ideal curve.

The simulation results of \( P_{md} \) for varying SNR with constant false alarm rates are indicated in Fig. 6. Similar to Fig. 5, for better SNR environments (\( \geq -2 \) dB), \( P_{md} \) reduces drastically. The misdetection rate for lower false alarm rate at a given SNR is higher than the corresponding misdetection rate of higher false alarm rate. This implies the need for configuring the target false alarm rate individually for different use cases based on their energy and delay requirements.

Moreover, Fig. 7 and Fig. 8 illustrate synchronization failure rate (\( P_{sf} \)) and mean squared error (MSE) of the CFO estimate as a function of SNR, respectively. As it can be expected, the failure rate reduces for higher SNR. Interestingly, the synchronization failure rate is not dependent on \( P_{fa} \). The main reason for such a trend is because of estimating \( \epsilon_i \) without utilizing threshold (which is fixed based on target false alarm rate). Synchronization failure impacts directly the WI detection rate, and that is the main reason to try to reduce it as small as possible.

Moreover, because of utilizing PDP values for selecting a PDWCH symbol, the probability of detection of the correct PDWCH OFDM symbol is almost 100%, even for low SNR values in the order of -10 dB. The PDPs of other OFDM symbols are extremely low compared to that of the PDWCH symbol. It is very vital to have high PDWCH detection probability, since misdetection of PDWCH symbol can increase both false alarm and misdetection of WI directly.

Finally, the energy saving performance of WRx-enabled and DRX-enabled cellular modules, for different values of w-cycle and short/long DRX cycle length are compared. In addition, for fair comparison, we assume that DRX long cycle
is four times of its short DRX cycle, and also that the short DRX timer is 16. Table III shows the resulting average delay and power consumption values for aforementioned traffic model.

For tighter delay constraint, both methods consume higher amounts of energy, the main reason being that cellular module remains in active state more than in case with longer delay constraints. As it can be seen from Table III, for the same delay requirements, cellular module with WRx consumes much less power than DRX. For instance, if buffering delay constraint is 20 ms, by utilizing DRX, mobile device may achieve average power consumption of 158.8 mW, while with employing WRx, this can be reduced to 110.2 mW. However, power consumption of WRx approaches that of DRX for very large or very short delays. This is primarily because of consuming higher amount of energy in sleep state in WRx than the deep sleep of long DRX cycle, and also due to overhead of start-up and power-down in very short w-cycles.

V. CONCLUSION

In this paper, a novel wake-up scheme was proposed together with an efficient wake-up signaling structure, such that reliable WUS detection, and thus large energy savings can be obtained in 5G and beyond mobile devices. Efficient receiver processing solutions, building on the proposed wake-up signal structure, were also described, for synchronization and wake-up symbol location estimation purposes, as well as to decode the actual wake-up indicator bit. Numerical evaluations building on the ETSI traffic model were also provided and analyzed, demonstrating reliable system operation even at very low SNRs. Finally, it was shown that up to 30% reduction in the mobile device power consumption can be obtained, compared to existing DRX solutions.
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