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Abstract—This paper introduces a direct model predictive (MIMO) systems are concerned with nonlinear, complex dy-
control (MPC) strategy to control both sides of a quasi-Z- pamics. The reason is that all the control objectives can

source inverter (qZSI) based on the inductor and the output e tackled in one stage since they are incorporated in one
currents. To improve the performance of the controlled systema L - .
performance criterion, i.e. the cost function.

long prediction horizon is implemented. However, the underlying R . ) .
optimization problem may become computationally intractable ~ Considering the complexity of the gZSlI, in this paper a
because of the increased computational power demands. Todirect MPC algorithm—implemented as a current controller—

overcome this and to solve the problem in real time in a js adopted to handle the multiple control objectives. Up-
computationally efficient manner, a branch-and-bound strategy 1, qate only a few research works have been focused on
is used along with a move blocking scheme. Simulation results ' .
highlight the effectiveness of the presented control strategy MPC for ZSI/qZSI' e.g. [14]-{16]. Itis nqteworthy that the
aforementioned works use a one-step horizon MPC. However,
|. INTRODUCTION a single-step horizon MPC is not sufficient to achieve a
Z-source inverter (ZSI) was proposedld03 as an efficient good system performance, especially when applied to comple
alternative to the traditional two-stage buck-boost iteer systems [17] such as the gZSl. Therefore, in this work, a
The ZSI fulfills the buck-boost function in a single-stagéong-horizon MPC is implemented to achieve an improved
inverter [1], resulting in an enhanced efficiency and reduc@erformance. Nevertheless, since the computational @mpl
cost compared to the traditional two-stage inverter [2]e Thty grows exponentially with the length of the prediction
quasi-Z-source inverter (qZSl) was presented as an imgroveorizon, strategies need to be employed that balance tthe-tra
version of the classical ZSI [3]. It has many advantages sucfi between the length of the prediction horizon and the
as continuous input current and joint earthing of the da@®u number of computations required. To keep the computational
and the dc-link bus. Moreover, the voltage of one of the guasiomplexity modest, a branch-and-bound technique [18] is
Z-source network capacitors is significantly reduced tesul employed combined with a move blocking scheme [19] that
in a smaller passive components size [4], [5]. yields a nontrivial prediction horizon. Simulation resulire
Using traditional linear control techniques to control theresented to verify the performance of the proposed approac
gZSl appears to be a challenging task. The main reason is that
the capacitor voltages (the dc-link voltage) and the inoluct !l. PHYSICAL MODEL OF QUASI-Z-SOURCEINVERTER
currents on the dc—§ide of the converter.have to be comro_lle Fig. 1 shows the configuration of the qZSI consisting of a
at the same time with the controlled variables on the aC'S'QﬁJasi-Z-source network, a three-phase two-level inveated

Hence, the design of a linear controller becomes cumbersoig rr, 1oad. With the inductorsL, L, and the capacitors,
since many cascaded loops are required [4], [6], [7]. As &, C,, the qZSI manages to deliver a dc voltage that
alternative, nonlinear control algorithms such as slidimgde 54 pe either equal to, or higher than the input voltage
control [8] and neural network control [9] have been appliegonsequently, it has two modes of operation, i.e. a buck and
to ZSI/qZSI. In comparison with the traditional proport@n st mode. During the buck mode, the converter operates
integral (P1) based control, these algorithms exhibit @t 55 the traditional two-level inverter. In boost mode, theShZ
namic behaviors, at the expense though of a further increasgoquces two operation states, namely the non-shoottfir
in the design complexity. o and the shoot-through states, see Fig. 2 [16].

Over the last decade, model predictive control (MPC) [10] 1, system states include the output curretite inductor

has been established as an attractive control algorithm fQfirents and the capacitor voltages. Thus, the state victo
power electronics applications [11]. Particularly, thecstled , _ [io'a io8 1L, iL, Ve, ve,]T € RO T,he three-phase
) ) 1 2 1 2 -

direct MPC—also referred to as finite control set (FCS)
M_P_C_has be.en extenswely used, thankls to Iits de§|gn SIM:1q ease the computations it is common practice to express dlaiethe
plicity; the switches of the converter are directly mangiatl stationary orthogonal systefa3) instead of the three-phase systéabc),

without requiring a modulator [11]-[13]. Moreover, MPC, in-€- §as = K&, where K is the transformation matrix of appropriate
imensions. Note, though, that, the subscript for vectorthéa/3 plane is

general_, and direct MPC’ in partiC_UIar’. have be?n proved gR)pped within the text to simplify the notation. Vectors e zbc plane are
be particularly effective when multiple-input multipledput denoted with the corresponding subscript.
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Fig. 1: Topology of the quasi-Z-Source Inverter (qZSl).

Cy .
Y e
Finn

. = 02 .

Ll ULy NE%AZL?
fmﬁ ie,| T +
T +

Vin -[ v = C1 NS\

)iload

(a) Non-shoot-through state.
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where gy is the peak dc-link voltage, see the appendix.

B. Shoot-Through State

At shoot-through state, the input voltage source and the
capacitors charge the inductors, while the diode is cytaxff
shown in Fig. 2(b). During this state, the load is short-aiied
since the upper and lower switches in at least one of the
three phases are turned on simultaneouslyu,e= 4, = 1,
where @, denotes the position of the lower switch in phase

“VCatp i x € {a,b,c}. The converter at the shoot-through state is
mfm n described by the following expression
+ o
in K v"1‘ o ) ) d ﬁ
v 1 T o 20— o)+ Gouan(t) + Hyw(t)  (28)
X t)=Ex(t), 2b
(b) Shoot-through state. y( ) ( ) ( )
Fig. 2: Operation states of the qZSI during the boost mode. where
_ iy , _ _ -0 0 0 0 0
switching positionsu,,. € U? are considered as the input 0o _R 0 0 0 0
to the system, withu,p. = [ug up u]? andd = {0,1}. In 0 OL 0 0 0o L
addition, the output and the inductor currents are the dutpu Fy = 0 0 0 0 1 L01 ,
variables, i.ey = [ioa i0 ir,]" € R?. Finally, the input 1 2
. . R, ; 0 0 0 - 0 0
voltage is considered as a disturbance to the systemyize. 1 1
0 0 —= 0 0 O
UVin S R Co
First the model of the converter is derived when the non- L
shoot-through state is considered, and in a subsequent step L (1) 0
the gZSI model with the shoot-through state is examined. 0 7 9
Go=ig | Y| K, Hy=|Ls
A. Non-Shoot-Through Sate 10 0 ’ 0
At non-shoot-through state, as can be seen in Fig. 2(a), 8 8 8

the diode is conducting, thus the input voltage source and

the inductors deliver energy to the capacitors and the Ioetg. Continuous-Time Model
Accordingly, the system model is given by '

Models (1) and (2) can be combined in one model that
will describe the boost mode operation of the gZSI. To do so,
an auxiliary binary variablelyx is introduced. Variablely,x
indicates the state at which the converter operates, i.e.

0
daux = { 1

if non-shoot-through

if shoot-through ()

Since the transition from non-shoot-through state to shoot
through state, and vice versa, is input-dependent, (3) ean b

if u, # u,Va € {a,b,c}
if 3z €{a,b,c} stou, =0, =1

(4)

da(t
% :Flil:(t) +G1uabc(t) +H1w(t) (13.)
y(t) = Ex(t), (1b)
where
r _% 0 0 0 0 0 7
0 -& 0 0 0 0
0 0 0 0 —L% 0
F,= 0 0 0o 0 0 -4, "
1 . Lo written as
u’ach(:,l) uach(;Tz) 1 0 0 0
C] 1 Cl _1 Cl O
I uabccfj(:,l) "abcclj(;,z) 0 C% 0 0 | daux = 1



Toref control of the dc side in order to boost the dc-link voltage to

i, e | | Cost function e qzsl ’ LFS'; ’ the desired level.
> minimization Considering the above and the model described in Sec-
ﬂ tion IlI, the discrete-time state-space model of the gZSlfis o
i, the form
Predictive |5 el
model x(k+1) = Ax(k) + Bua(k) + Dw(k)  (6a)

. . . . . y(k) = Cx(k), (6b)
Fig. 3: Direct model predictive control with reference tramckfor the qZSl.
ith A= (F+I)T,, B=GT,, D= HT, andC = E.
oreover, I denotes the identity matriX/; is the sampling
interval, andk € N.

Taking the above into account, the model of the convert
can be written as

da(t
% = Fa(t) + Guape(t) + Hw(t) (5a)
B. Optimal Control Problem
y(t) = Ba(t), (sb) ~ "
The control objective of the introduced MPC approach for
where the gZSl is threefold. First, the load current should accu-
'—% 0 0 0 0 0 rately track its reference valug, .. Moreover, the inductor
0 f% 0 0 0 0 currentiz, should be regulated along its reference trajectory,
0 0 0 0 % dLaux derived from an outer loop based on a power balance equation.
F=1, o 0 0 dTl daULXLl Finally, the switching losses are to be kept small, which is
my ms l—day _ dau 0 0 achieved by keeping the switching frequency relatively. low
& % _Cd; -G 0 0 At time-stepk, the cost function that penalizes the error of
LG G C2 Cz - the output variables and the switching effort over the finite
and prediction horizon ofN time steps is written as
my = (daux — 1)1;5)61('(—:711)7 mo = (daux — 1)uaTch(_:712) k+N-—1 , ,
J(k) = (+1]k)—y (C+118) ||o+] | Awase (| k .
Voreover ()= 3 118~y A (416
G=G,=G H=H,=H 3 , (7)
L= - L= A In (7) v, € R? is a vector encompassing the reference values
I1l. DIRECT MODEL PREDICTIVE CONTROL WITH of the output variables, i.€yer = [io,aref io,5.ref iLyref] -
REFERENCETRACKING Moreover, the termAw.p.(k) = wape(k) — wape(k — 1) IS

added to control the inverter switching frequency by penal-

The block diagram of the proposed direct predictive cofsing the switching transitions. Finally, the diagonalsiiive
troller with current reference tracking is illustrated igF3.  ¢amidefinite matrice® and R € R®*® are the weighting

As can be seen, the d_esirable_ system performance_z is achi riceg that set the trade-off between the overall tracking
by directly manipulating the inverter switches, W'thouethaccuracy and the switching frequency.

presentce (t); a mtl)dtglato:c. tghelpr?pose(:hMPC dal%.or'thm.f'rStThe optimal sequence of control actions is then
qom?ﬁ ets .efvgumfntﬁ epirll ov?r € pre Izlondh : computed by minimizing (7) over the optimization
(I.e. the trajectories o € vanables o concern) basedhen variable, i.e. the switching sequence over the horizon
measurements of the load and inductor currents and capa o T T T

; . o . k) = [ugp. (k) ubp (E+1) .. ul (k+N—1)]", ie.
voltages. Following, the optimal control action (i.e. thtsh-

ing signals) is chosen by minimizing a performance criterio
g signals) y gap minimize  J(k)

in real time. Note that according to (9ay, = ve, — vo,, U(k)
thus it suffices to measure only the input voltageand one subjectto  eq. (6) (8)
capacitor voltagev,. Moreover, only one inductor current Uk)eU .

is required to be measured sinég, = i5,, assuming that

Ly = Ly. with U = ¢/3~ . Having found the optimal switching sequence
U~ (k), only its first element), (k) is applied to the qZSlI,
A- Internal .Control Model . . _ whereas the rest are discarded. At the next time-stepl,
As mentioned above, sincg, = iz, only one inductor the whole procedure is repeated with updated measurements

current is considered as controlled variable. In additian, over a One_step shifted horizon, as the receding horizdnwo'
direct capacitor voltage control is not necessary since thgtates [10].

changes in the capacitor voltage affect the dc side the same

way the corresponding changes in.the i”P'UCtOV current d02The squared norm weighted with the positive (semi)definiterimad” is
Therefore, only one of the two variables is needed for thgen by|¢|3, = ¢ We.



C. Reducing the Computational Complexity The capacitor voltage-, = 50V (Figs. 4(b) and 6(b)) is

As already mentioned, increasing the prediction intervPnsidered as the difference between the capacitor voitage
leads to a better system performance. To reduce the cor@@d the input voltagei,, which is in line with (9a). Moreover,
quent increased computational burden, a branch-and-bodii@ Peak dc-link voltage260 V) is the sum of both capacitors
algorithm is implemented [18]. Moreover, a depth-first shar Voltages 200V +50 V), which corresponds to (10). Although
is performed on the generated search tree, the branched@h cases (one antstep horizon) exhibit good steady-state

which are the elements of the candidate solutions of (dehavior, thel-step horizon introduces less ripples and a better
ie. the elementsuq,.(()V¢ = k,....,k + N — 1 of the overall performance at the same switching frequency. The

switching sequence#/ (k). Hence, the optimal solution is @C-Side results are shown in Figs. 5 and 7 for one &nd
found by exploring each branch of the search tree as far §8P horizon, respectively. As can be seen in Figs. 5(a) and
possible, i.e. until reaching a dead end or the bottom levéf@). where the three-phase output currents are depiced al
where backtracking occurs to explore unvisited nodes indrig With their references, the tracking accuracy of the progose
layers. Having computed a good upper bound as soon cantroller is not_aﬁgcted by the shoot-through st.ate. oee,
possible, then suboptimal branches can be pruned at the ef|the same switching frequencykHz), MPC with a4-step
stages of the search process, thus reducing the number offAEZ0On achieves a current total harmonic distortion (TtD)
candidate solutions. 2.60% (see Fig. 7(b)), significantly lower than that with the
To further reduce the computations required, while keepir®§'e-step horizon, which i6.76% (see Fig. 5(b)).
the prediction horizon long enough, a move blocking tech- Table | summarizes the computational burden of the pro-
nique [19], is utilized in this paper. The main idea of thi®osed MPC algorithm, by showing the number of the complete
technique is to split the prediction horizon into two segtegn SWitching sequencel that are evaluated at each time-step to
N; and N,, where the total number of prediction steps igbtain the optimal solution. More specifically, the average
N = N;+N,, with Ny, N, € N*. The first part of the horizon the maximum number of examined sequengese displayed
N; is finely sampled with the sampling interval, while the for different lengths of the prediction horizon. To higftiig
second partV, is sampled more coarsely with a multiple othe computational efficiency of the proposed MPC algorithm,
T,, i.e. with T/ = n,T's, wheren, € N*. This results in a the number of the switching sequences evaluated with the
total prediction interval ofN,T, + NoT! = (N; + nyNo)Ts, exhaustive enumeration algorithm—typically used in thedfiel
thus, an adequate long prediction horizon is achieved usidgpower electronics to solve MPC problems of the form (8)
a few number of prediction steps [20], [21]. Using this tecH11]—is also shown. As can be seen, thanks to the branch-and-
nique, and in combination with the aforementioned branchound strategy and the move blocking scheme, the number

and-bound strategy, the calculation efforts can be dramigti Of examined sequences is significantly reduced. For example
decreased as shown in Section IV. for a prediction interval of5 time steps—corresponding to

a 5-step horizon with exhaustive enumeration, and-step

horizon with the move blocking—the maximum number of
In order to investigate the performance of the proposegquences—which is of importance for a real-time imple-

MPC scheme for the gZSI, several simulations using MATentation since it corresponds to the worst-case scenasio—i

LAB/Simulink have been conducted. The system parameteegiuced by abou97%. Finally, the resulting output current

are chosen asin = 150V, L1y = Ly, = 1mH, C; = Cy = THD is illustrated to emphasize that when longer prediction

480 uF, R = 109, and L = 10mH. Based on the desiredintervals are implemented the closed-loop system perfocama

output power(FPoy: = 1.8kW), the output current referencecan be improved.

ioref IS et to10A, while the inductor current reference is  Moreover, the transient response of the proposed MPC

equal to12 A (ir, ref = FPout/vin). The sampling interval used strategy for the qZSl is examined with &step horizon

is T = 20 us. For the scenarios examined below, the convertghd switching frequency ol0kHz. The output current is

operates at a switching frequency ifkHz, by setting in (7) stepped up fronT A to 10 A. Accordingly, the inductor current

Q=1andR = \,I, where)\, > 0 is appropriately chosen reference changes frofdA to 12A. The dc- and ac-side

such that the desired switching frequency results. results are shown in Figs. 8 and 9, respectively. As for the
First, the steady state operation of both sides of the qZSldg-side, the inductor current accurately tracks its refese

examined at one-step and multi-step prediction horizom. F@Iig_ 8(a)), consequently the capacitor voltage is changed

multi-step horizon, al-step horizon {V = 4) is chosen, with from 180V to 200V (Fig. 8(b)). This change results in a

Ny =3, N = 1, andn, = 2, resulting in a prediction interval change in the peak dc-link voltage. from 200V to 250V

of a5 time steps. Moreover), = 0.8 and 1.6 for one-step (Fig. 8(c)). As can be seen in Fig. 9, the output current is

and4-step horizon, respectively. The simulation results of thguickly and effectively tracked.

dc-side are illustrated in Figs. 4 and 6 for one atdtep

horizon, respectively. It can be noted that the inductorentr V. CONCLUSION

tracks its reference (Figs. 4(a) and 6(a)) resulting in astexb

capacitor voltagevs, = 200V (Figs. 4(b) and 6(b)) and a This paper proposes a direct model predictive current con-

peak dc-link voltage ofogc = 250V (Figs. 4(c) and 6(c)). trol scheme with reduced computational complexity for the

IV. SIMULATION RESULTS
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TABLE I: The average and the maximum numbers of the examined Bw@csequences depending on the length of the prediction horizon (with= 2).
The resulting output current THD for each case is also shown.

Length of Prediction Exhaustive Search Proposed MPC Strategy
Horizon NTs = (fvl %—713]V2)1} N1+ No ) N1 + N2 avg(¢ﬂ nla;<(¢) THD %
1 140 8 1+0 8 8 6.76
2 240 64 240 53 64 3.97
3 340 512 141 54 64 3.31
4 440 4,096 2+1 179 400 2.96
5 540 32,256 3+1 460 1,048 2.60
6 640 262,144 242 546 1,344 2.42
7 7+0 2,097,152 3+2 1,146 3,384 2.10
8 8+0 16,777,216 243 2,699 11,088 1.90
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sampling interval isTs = 20 us and\,, = 1.6. The switching frequency is
approximatelyl10 kHz.

(6]

quasi-Z-source inverter. A significant improvement in tgs-s  [7]
tem performance can be achieved, as quantified by the output
current THD, when using long prediction horizons. However|g
when considering long prediction horizons, enumeration of
all candidate solutions becomes computationally proikait
To solve the underlying optimization problem in real time,
a nontrivial prediction horizon—as resulted from a move
blocking scheme—is implemented which, combined with Gl
branch-and-bound technique, allows to keep the computtio[11]
burden modest.

APPENDIX

At steady-state operation and according to the inductdr vol
second balance, the average voltage of the inductors sheuld13]
zero. Therefore, the voltages of the capacitGrsandCs, ve,

[12]

andvc,, respectively, as well as the curreritg andiz, of [14]
the inductorsl; and Ls, respectively, are deduced as follows:
1-d d
vy = g liny VCa = T ggvn (9a) o
. . 1—-d .
Ly =ty = 5 g toad; (9Db) [16]

whered is the shoot-through duty cycle of the qZSlI, aipgqg
the load current as shown in Fig. 2(a). The peak value of the)
dc-link voltage during the non-shoot-through period is

) 1
Ude = Vo, T Vo, = mvin = buin (10) [18]

where b > 1 is the boost factor resulting from the shootfig)
through period.
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