
IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. XX, NO. XX, XXX 2020 1

Characterization and Performance Improvement of
Cooperative Wireless Networks with Nonlinear

Power Amplifier at Relay
Mahdi Majidi, Member, IEEE, Abbas Mohammadi, Senior Member, IEEE, Abdolali Abdipour, Senior

Member, IEEE, and Mikko Valkama, Senior Member, IEEE

Abstract—In this paper, the performance of the cooperative
cognitive radio network with the amplify-and-forward protocol
is studied when the relay uses a nonlinear power amplifier
(NLPA). Furthermore, taking the pulse shaping filter for the
data signal into account, the power of the adjacent channel
interference (ACI) to the primary users (PUs) caused by the
spectral regrowth of the relay output signal is analytically
calculated. Moreover, two compensation techniques are proposed
which are implemented at the destination receiver to deal with
the in-band nonlinear interference. The first technique is based
on the calculation of the distorted signal constellation to enhance
the performance of the demodulator. The second technique is
feedforward compensation at the receiver. The bit error rate
(BER) expressions for both techniques are presented. The ACI
resulting from the spectral regrowth due to the relay NLPA
is investigated by the simulation and numerical studies, and
then, the BER performance degradation at the destination node
and the performance improvement resulting from the proposed
compensation methods are evaluated. Since the ACI confines
the transmit power due to the interference power constraint
of the PU, the achievable BER of the secondary user (SU)
is studied. The simulation results show that the feedforward
compensation technique has better BER performance than the
modified constellation based approach.

Index Terms—Amplify and forward, power amplifier nonlin-
earity, cognitive radio, maximum ratio combining, nonlinearity
compensation.

I. INTRODUCTION

Cooperative communications, which is considered as a
promising technique for next generation wireless networks,
show great advantages in offering high transmission capacity
and reliability, network coverage, and quality of service [1],
[2]. The classification of the cooperative schemes depends
on the procedures used by the relay to process the received
signal from the source [3]. One of the most common relaying
schemes is amplify-and-forward (AF) protocol that simply
amplifies and transmits the received signal without any further
processing. Hence, it has low latency and complexity [4].
Although noise is amplified by the relay too, the AF method
can achieve full diversity order by using two independently
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faded versions of the signal at the destination [5], [6]. In this
paper, we adopt the AF protocol.

In general, the power amplifier (PA) is one crucial element
of any radio transmitter and consumes a large portion of energy
[7]. In many works, this analog component is assumed to
operate in linear region to make the performance analysis more
straightforward. However, PAs indeed have nonlinear behavior,
particularly when they operate at medium to high power levels
[8]. The nonlinearity of the PA causes both in-band and out-
of-band distortions. The former distortion increases the bit
error rate (BER) of transmission and degrades the system
capacity. The latter distortion which follows from the spectral
regrowth of the PA output signal results in interference to
the receivers that are using the adjacent channels which is
called adjacent channel interference (ACI) [9]. PA linearity
and efficiency are generally two conflicting requirements such
that more efficient PAs usually introduce more distortions [10].
Linearization techniques can be employed to mitigate these
impairments [11], however, nonlinear distortion effects cannot
be totally eliminated at the RF level [12]. Moreover, most
of the methods are complex and consume energy, and hence,
cannot be implemented in resource-constrained devices such
as relays [4]. Accordingly, the nonlinear distortion effects are
more pronounced in relays [13]. In the context of cognitive
radio (CR) network, the secondary user (SU) should keep
the interference power at the primary users (PUs) below
a predefined interference power constraint [14], [15]. This
constraint, when the relay in the CR network has a nonlinear
PA (NLPA), results in the limitation of the transmit power,
and consequently, degrades the SU performance [16]. One of
the applications of cooperation in CR networks is to increase
diversity in SU communication [17], [18]. A survey on various
methods of resource allocation in cooperative cognitive radio
networks is presented in [19]. In [20], [21], by taking into
account linear interference from source and relays of CR
network into PUs, the resource allocation and optimization are
perused, but so far, the nonlinear distortion effect of the NLPA
in the cooperative CR network have not been investigated.

In general, when the input signal to the NLPA is of OFDM
type, it can be assumed that it has Gaussian distribution and
according to the Bussgang theorem, the nonlinear distortion
at the output of the receiver FFT can be considered as
the summation of an additive Gaussian noise and the input
signal scaled by a complex factor [22], [23], which makes
the analytical evaluation of the system performance more
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straightforward. For the AF protocol with NLPA at relay,
combined with OFDM modulation, error and outage probabil-
ities are reported in [24]–[26], performance analysis of relay
selection is carried out in [27] and [28], and methods for power
allocation and modification of coefficients of the maximum
ratio combining (MRC) at the receiver are developed in [4]. In
order to compensate the effect of NLPA at relay in an OFDM
based AF network, in [29], a feedback procedure is used in
receiver to eliminate the additive noise produced due to the
nonlinear distortion from relay, however, this method increases
the delay because of the feedback loop. In the literature, the
ACI resulting from NLPA at the relay which is an important
aspect in CR networks has not been investigated.

The work in [30] considers an AF system with limited
power and non-OFDM based modulation, and thus, is not
building on the simplifying Gaussian input signal assumption
anymore. In that work, MRC weights have been obtained,
however, the impact of pulse shape and matched filter (MF)
at the destination receiver are not considered. Similarly, in
[2], the average signal-to-noise ratio (SNR) and symbol error
rate at destination are computed when the input signal is not
Gaussian distributed and there is third order nonlinearity at
the output of the relay PA. However, the MRC weights are
not modified and the MF at the destination is ignored in the
analysis. Because of spectral regrowth of the relay output
due to the third order distortion, if it is assumed that there
is no MF at the destination which limits the bandwidth, the
input bandwidth at destination should be three times the input
signal bandwidth at source which is not practical. On the other
hand, when NLPA is used in relay transmission, even though
the effective pulse shape is Nyquist, the output of the MF
includes intersymbol interference (ISI) which should be taken
into account. It is worth noting that in the literature related
to cooperative communications with NLPA at the relay, the
resulting spectral regrowth and the ACI to the PUs which
are very important aspects in CR networks have not been
investigated.

This paper investigates a cooperative AF system for non-
Gaussian distributed source signal, where the source and relay
nodes have linear and nonlinear PA, respectively, and the
destination has a filter matched to the signal pulse shape.
First, the PSD of the relay output in terms of its input SNR is
derived. Then, the interference level to the adjacent channels
of the relay is analytically calculated which forms a valuable
result for interference management in the CR network. At des-
tination, MRC is utilized to combine the received signals from
source and relay. By awareness of the nonlinear behavioral
model of the relay PA, we then present two techniques at
the destination for reducing the nonlinear distortion effects.
First, for an arbitrary linear digital modulation, the resulting
distorted signal constellation after the combination of two
branches at the destination is derived which can be employed
to modify the decision regions for detection of the data
symbols. In the second technique which is called feedforward
compensation, the destination uses the received signal from the
source to reconstruct and eliminate the nonlinear distortion of
the received signal from the relay. A polynomial model with
arbitrary order of nonlinearity is assumed for the NLPA in the
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Fig. 1. An AF cooperative cognitive network with an NLPA at the relay
node.

two proposed techniques. Furthermore, for both methods, we
redesign the weights used in MRC with respect to the noise
power and nonlinear distortion levels. Specifically, the main
contributions of this paper can be summarized as follows:
• Analytically formulating the spectral leakage at the relay
when its PA is nonlinear.
• Nonlinear compensation of the relay NLPA at the des-
tination of an AF cooperative network by the feedforward
technique and estimation of the distorted signal constellation.
• Redesign of the MRC weights for both proposed compen-
sation techniques.
• Providing the theoretical BER expressions for the proposed
compensation techniques.
• Extensive set of empirical numerical results are provided,
showing the accuracy of the analytical results.

The rest of this paper is organized as follows: Section II
introduces the system and channel models. Section III derives
the spectral leakage due to the PA nonlinearity at the relay
and presents the adjacent channel power analysis. In Section
IV two compensation schemes at the destination are proposed,
and the MRC weights are analytically calculated for both of
them. The probabilities of error of the suggested compensation
methods are derived in Section V. Numerical results and
discussion are provided in Section VI. Finally, Section VII
summarizes the main findings.

II. SYSTEM AND CHANNEL MODELS

We consider a two-hop single-relay network as illustrated
in Fig. 1 which consists of one source, one relay, and one
destination. By considering AF protocol, in the first time slot,
the source broadcasts its signal to the relay and destination by
using a linear PA. In the second time slot, the relay forwards
the received signal to the destination with an NLPA. As shown
in Fig. 1, four flat fading channels involved in this system
are the source-destination, source-relay, relay-destination, and
relay-PU, which are mutually independent and denoted by
hs,d, hs,r, hr,d, and hr,p, respectively. In the following, the
transmit and receive signals at the nodes will be described.
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A. Source Node

The data signal at source is given by

xs(t) =

+∞∑
n=−∞

sng(t− nT ), (1)

where sn is the nth data symbol, T is the symbol duration, and
g(t) is a band-limited pulse shaping filter with bandwidth B
such that B 6 1/T . The data symbols are assumed to be zero
mean, independent and identically distributed (i.i.d.) as well
as symmetric complex random variables (such as square M-
QAM) with unit variance. Before transmission, xs(t) will be
scaled by

√
Ps which makes the power of the resulting signal

to be PsEg/T where Eg is the energy of g(t) [31]. Finally, it
is amplified by a linear PA with coefficient a1, and hence, the
signal a1

√
Psxs(t) is transmitted from the source.

B. Relay Node

The received signal at the relay node is given by

ys,r(t) = hs,ra1
√
Psxs(t) + ns,r(t), (2)

where ns,r(t) is the additive circularly symmetric complex
Gaussian noise process. We assume that there is an ideal
low-pass filter with bandwidth B at the input of the relay.
Hence, the power spectral density (PSD) of the noise is equal
to N0Π( f

2B ) where Π(f) is a rectangular function which takes
the value 1 for |f | ≤ 0.5, and zero otherwise. Therefore, the
noise power at the relay, denoted by σ2

ns,r
, is 2N0B. As shown

in Fig. 1, the received signal ys,r(t) is scaled by kr to provide
the input signal of the relay PA as follows

xr(t) = krys,r(t)

= krhs,ra1
√
Psxs(t) + krns,r(t), (3)

where kr is determined such that the power of xr(t) is PrEg/T
and Pr is the power scaling factor. Hence, we have

kr =

√
PrEg/T√

|hs,r|2 |a1|2 PsEg/T + 2N0B
, (4)

where the denominator is the square root of the power of
ys,r(t). For the NLPA at the relay, we adopt the (2Np +1)th-
order nonlinear behavioural model of the form [32]–[34]

zr(t) =

Np∑
i=0

a2i+1xr(t) |xr(t)|2i, (5)

where zr(t) is the output signal of the PA transmitted for the
destination node, and the coefficients a2i+1 can be complex
in general. Using (2) and (3), we can write zr(t) as (6) on the

bottom of this page where xNL
s (t) contains different powers

of xs(t) as follows

xNL
s (t),

Np∑
i=1

a2i+1k
2i+1
r

(
hs,ra1

√
Psxs(t)

)∣∣∣hs,ra1
√
Psxs(t)

∣∣∣2i,
(7)

and wr,d(t) is the summation of all cross-multiplication terms
of the various powers of signal xs(t) and noise ns,r(t) in (6).

C. Destination Node

The received signals at the destination node in the first
and second time slots from the source and relay nodes,
respectively, are given by

ys,d(t) = hs,da1
√
Psxs(t) + ns,d(t) (8)

yr,d(t) = hr,dzr(t) + nr,d(t), (9)

where the noise processes ns,d(t) and nr,d(t) have the same
distribution as ns,r(t) in (2). Using (6), the received signal
from the relay can be written in terms of the data signal as
follows

yr,d(t) =hs,rhr,dkra
2
1

√
Psxs(t) + hr,dkra1ns,r(t) + nr,d(t)

+ hr,d

(
xNL
s (t) + wr,d(t)

)
, (10)

where the NLPA at the relay accounts for the last term.

D. PU Node

In the system model, shown in Fig. 1, the CR system,
including source, relay, and destination nodes performs data
transmission in a spectrum hole. However, the nonlinearity of
the PA at the relay results in spectral leakage to the adjacent
channel, and hence, introduces interference to the PU node.
In the CR network, the power of this interference, denoted by
PAC, must be smaller than a predefined maximum tolerable
interference power, represented by Q, as follows

PAC ≤ Q, (11)

where PAC is calculated in the next section.

III. SPECTRAL LEAKAGE ANALYSIS

The spectral leakage resulting from the NLPA at the relay
causes interference to the adjacent channels. In addition, in the
CR network, the interferences from the secondary transmitters
(STs) to the PUs have to be controlled. In order to compute the
ACI, the PSD of the PA output signal is needed. Without loss

zr(t) = hs,rkra
2
1

√
Psxs(t) + kra1ns,r(t) +

Np∑
i=1

a2i+1k
2i+1
r

(
hs,ra1

√
Psxs(t) + ns,r(t)

) ∣∣∣hs,ra1
√
Psxs(t) + ns,r(t)

∣∣∣2i︸ ︷︷ ︸
, xNL

s (t)+wr,d(t)

. (6)
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TABLE I
THE PARAMETERS βmn.

Definition Definition
β11 k2r |hs,r|2 |a1|4 Ps β13 a1a∗3k

4
r |hs,r|4 |a1|4 P 2

s

β22 k2r |a1|2 β18 2a1a∗3k
4
r |hs,r|2 |a1|2 Ps

β33 |a3|2 k6r |hs,r|6 |a1|6 P 3
s β26 a1a∗3k

4
r

β44 |a3|2 k6r |hs,r|4 |a1|4 P 2
s β27 2a1a∗3k

4
r |hs,r|2 |a1|2 Ps

β55 |a3|2 k6r |hs,r|2 |a1|2 Ps β38 2 |a3|2 k6r |hs,r|4 |a1|4 P 2
s

β66 |a3|2 k6r β67 2 |a3|2 k6r |hs,r|2 |a1|2 Ps

β77 4 |a3|2 k6r |hs,r|4 |a1|4 P 2
s

β88 4 |a3|2 k6r |hs,r|2 |a1|2 Ps

of generality, we calculate the PSD for a third-order NLPA.
First, zr(t) from (5) is rewritten as

zr(t) = krhs,ra
2
1

√
Psxs(t)︸ ︷︷ ︸

1

+kra1 ns,r(t)︸ ︷︷ ︸
2

+a3k
3
r

{
hs,ra1

|hs,ra1|2 P
3
2
s x2

s (t)x
∗
s (t)︸ ︷︷ ︸

3

+h2
s,ra

2
1Ps x

2
s (t)n

∗
s,r(t)︸ ︷︷ ︸

4

+ h∗
s,ra

∗
1

√
Ps x

∗
s (t)n

2
s,r(t)︸ ︷︷ ︸

5

+ns,r(t) |ns,r(t)|2︸ ︷︷ ︸
6

+2 |hs,ra1|2

Ps |xs(t)|2 ns,r(t)︸ ︷︷ ︸
7

+2hs,ra1
√
Ps xs(t) |ns,r(t)|2︸ ︷︷ ︸

8

}
. (12)

where (.)∗ denotes the complex conjugate. The autocorrelation
function of the cyclostationary process zr(t) which can be
calculated by E {zr(t)z∗r (t+ τ)} reads as follows

R2zr(t; τ) =

8∑
m=1

8∑
n=1

βmnR
(m,n)
2zr

(t; τ), (13)

where R
(m,n)
2zr

(t; τ) is the cross-correlation function between
the mth term of zr(t) in (12) and the nth term of zr(t + τ),
and the coefficients βmn are given in Table I. Regarding the
coefficients on the right side of the table we have βmn = β∗

nm,
and some parameters βmn which are not defined in the table
are zero because of two reasons; First, according to a moment
theorem from [35] stated in Appendix A for zero mean
complex Gaussian noise, if the number of conjugated elements
are not equal to the others, the moment is zero. Secondly,
since the data signal constellation is assumed to be complex
symmetric the odd order moments of xs(t) are equal to zero
[36]. We have to extract non-zero R

(m,n)
2zr

(t; τ) in terms of
autocorrelation of noise and joint cumulants of xs(t) which can
be done by employing Leonov-Shiryaev formula [37], [38]. In
order to demonstrate this method, the derivation of R(7,7)

2zr
(t; τ)

is provided in Appendix B which results in

R
(7,7)
2zr

(t; τ) =
{
C2xs(t; 0

∗)C2xs(t+ τ ; 0∗) + |C2xs(t; τ
∗)|2

+ C4xs(t; 0
∗, τ, τ∗)

}
Rns,r(τ), (14)

where Rns,r(τ) is the autocorrelation function of ns,r(t)
and Ckxs is the kth-order cumulant of xs(t) and the
τ∗ in its argument implies that the corresponding term,
xs(t + τ), is conjugated. For instance, C4xs(t; 0

∗, τ, τ∗) =
cum {xs(t), x

∗
s (t), xs(t), x

∗
s (t+ τ)} where cum {·} denotes

the cumulant operation [39]. We can rewrite each joint cu-
mulant in (14) as ci+n,xs(t; τ)q where i + n is the order of
cumulant, n is the number of terms of cumulant with lag τ , and
q denotes the number of terms which are complex conjugate,
for example, C4xs(t; 0

∗, τ, τ∗) = c2+2,xs(t; τ)2. Now we have
the autocorrelation function R2zr(t; τ) and we need its time
average in order to compute the PSD. Hence, the kth order
joint cumulant of xs(t) in form of separate t-dependent and
τ -dependent functions is needed which is given in [39] as

ci+n,xs(t; τ)q =
γs,i+n,q

T

+∞∑
m=−∞

ρ
(i,n)
m
T

(τ)e
−j2π

T mt, (15)

where γs,k,q is the kth-order cumulant with q conjugations of
the data symbols sn, and ρ

(i,n)
u (τ) for every u is defined as

ρ(i,n)u (τ) ,
+∞∫

−∞

Gi(f + u)Gn(f)e
j2πfτdf, (16)

where Gi(f) , F{gi(t)} and F{·} denotes the Fourier
transform. Using (15), we can rewrite R2zr(t; τ) and integrate
over the period T to obtain its time average R2zr(τ) as follows

R2zr(τ) =
8∑

m=1

8∑
n=1

βmnR
(m,n)
2zr

(τ), (17)

where R
(m,n)
2zr

(τ) is the time average of R
(m,n)
2zr

(t; τ). For in-
stance, the time average of R(7,7)

2zr
(t; τ) from (14) is calculated

as follows

R
(7,7)
2zr

(τ) =

{(γs,2,1
T

)2 1∑
m=−1

(
ρ
(1,1)
m
T

(0)
)2

e(
−j2π

T mτ)+

(γs,2,1
T

)2 1∑
m=−1

ρ
(1,1)
m
T

(τ)ρ
(1,1)
−m
T

(τ) +
γs,4,2
T

ρ
(2,2)
0 (τ)

}
Rns,r(τ).

(18)

Finally, the PSD of zr(t) which is the Fourier transform of
R2zr(τ) becomes

S2zr(f) =
8∑

m=1

8∑
n=1

βmnS
(m,n)
2zr

(f), (19)

where for example S
(7,7)
2zr

(f) reads as follows

S
(7,7)
2zr

(f) =

{(γs,2,1
T

)2 1∑
m=−1

(
ρ
(1,1)
m
T

(0)
)2

δ
(
f − m

T

)
+
(γs,2,1

T

)2 1∑
m=−1

(
G
(
f +

m

T

)
G(f)

)
⋆
(
G
(
f − m

T

)
G(f)

)
+

γs,4,2
T

G2
2(f)

}
⋆

{
N0Π

{
f

2B

}}
, (20)

where G(f) , F{g(t)}, Π(f) and δ(f) are the rectangular
and Dirac delta functions, respectively, and ⋆ denotes the
convolution operation.

The SNR at the relay in a block fading is given by

SNRr =
|hs,r|2 |a1|2 PsEg

2N0BT
. (21)
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Fig. 2. Two methods for compensation of the PA nonlinearity, (a) Modified
decision regions and MRC coefficients, (b) Feedforward method with modified
MRC weights.

As mentioned in Section II-B, the power of the input signal
to the PA of relay is set to PrEg/T , however, the changes of
SNRr due to the changes of the fading channel hs,r, causes
the PSD of the relay output signal to be different at the various
realizations of hs,r. This issue will be investigated in Section
VI.

In the CR network context, the ACP (adjacent channel
power) resulting from the spectral regrowth of the relay output
should be controlled. The ACP in the adjacent channel with
frequency limits f1 and f2 is obtained by integrating S2zr(f)
over that interval, and then, taking the statistical expectation
over hr,p as follows

PAC = Ehr,p

{∫ f2

f1

S2zr(f)df

}
, (22)

which depends on Ps and Pr.

IV. COMPENSATION OF THE PA NONLINEARITY AT THE
DESTINATION

In this section, the effects of the NLPA at the relay on the
detected signal at the receiver node are examined and two
compensation methods are presented. Fig. 2(a) illustrates the
block diagram of the receiver node using the MRC method.
We assume that the channel state information of all fading
channels and the PA models of the source and relay nodes are

available at the destination. It is worth mentioning that when
a transmitter uses NLPA, the training sequence that can be
used at the receiver for channel estimation is the transmitter’s
training sequence which is passed through the NLPA model,
and as a result, the estimation would be straightforward. The
impulse response of the MF is the mirror-image of the pulse
shaping filter of the transmitter, i.e., g(−t), and with the
assumption of even symmetry it equals g(t). For any signal
y(t), we define ỹ(m) as

ỹ(m) ,
∫ +∞

−∞
y(t)g(t−mT )dt. (23)

Using (1) and (8), the received signal at the source node,
ys,d(t), after passing through the MF and sampling at time
mT is given by

ỹs,d(m) = hs,da1
√
PsEgsm + ñs,d(m), (24)

where in order to avoid ISI between the samples ỹs,d(m),
we assume that the effective pulse shape g(t)⋆g(t) satisfies
the Nyquist criterion [31] [40, p. 145]. Similarly, yr,d(t) from
(10) after passing through the MF and sampling is given by

ỹr,d(m)=hs,rhr,dkra
2
1

√
PsEgsm + hr,dkra1ñs,r(m)

+hr,d

(
x̃NL
s (m) + w̃r,d(m)

)
+ ñr,d(m), (25)

where the third term is due to the nonlinearity of the relay
PA. In the following subsections, first, by the use of the
MRC method and considering the effects of the NLPA of the
relay in (25), the suitable weights for combining ys,d(m) and
yr,d(m) are derived. In addition, the symbols of the resulting
distorted modulation constellation due to the PA nonlinearity
are derived. Then, the feedforward compensation method is
presented.

A. Modification of the MRC Coefficients with Considering the
Nonlinear Effects of the PA

At the destination node, we use the MRC method for
combining the received signals from the source and relay
[41]. In order to achieve the maximum signal to interference
and noise ratio (SINR) in this method, the coefficient of
each branch has to be proportional to the root mean square
of the transmitted signal power and complex conjugate of
the respective channel coefficient, and also must be inversely
proportional to the average power of noise and interference
of that branch [3], [42]. First, we obtain the MRC coefficient
related to the SD branch, i.e., k1 in Fig. 2(a). The suitable
coefficient for nominator of k1 is h∗

s,da
∗
1

√
PsEg , and since the

power of the noise term at the output of the MF in (24) is
N0Eg [31], we get

k1 =
h∗
s,da

∗
1

√
Ps

N0
. (26)

Similarly, in order to obtain the proper MRC weight for the
RD branch, with respect to ỹr,d(m) in (25), the nominator
should be h∗

s,rh
∗
r,dkr (a

∗
1)

2 √
PsEg , and by taking into account
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the impact of interference from the relay NLPA and destination
noise on the denominator as the power PNI, we get

kMC
2 =

h∗
s,rh

∗
r,dkr (a

∗
1)

2 √
PsEg

PNI
. (27)

where PNI is the power of noise and interference terms of
ỹr,d(m). The first term of ỹr,d(m) is the linearly amplified
information signal, and if we denote the summation of the
other terms by ŷr,d(m), we can obtain

PNI = E
{
|ŷr,d(m)|2

}
=

∫ +∞

−∞

∫ +∞

−∞
E {ŷr,d(t1)ŷr,d(t2)} g(t1)g(t2)dt1dt2.

(28)

In the sequel, we obtain PNI for a third order NLPA (Np = 1)
by substituting (9) and (12) into (28) which yields

PNI =

+∞∫
−∞

+∞∫
−∞

{
|hr,d|2

8∑
m=2

8∑
n=2

βmnR
(m,n)
2zr

(t, τ) +Rnrd
(τ)

}
g(t)g(τ)dtdτ. (29)

Then, we substitute the correlation functions R
(m,n)
2zr

(t; τ),
obtained for (13), into (29), and by the use of (15) and (16) we
transform them to the separate functions of t and τ . Finally,
we have

PNI = |hr,d|2
8∑

m=2

8∑
n=2

βmnP
(m,n) +N0Eg, (30)

where for example, P (7,7) can be expressed as (31).

B. Estimation of Distorted Constellation

The suitable coefficients for SD and RD branches at des-
tination in Fig. 2(a), i.e., k1 and kMC

1 , are computed in (26)
and (27), and after combination we have

yMC
d (m) = k1ỹs,d(m) + kMC

2 ỹr,d(m). (32)

The transmitted data symbol should be detected by the use
of yMC

d (m). Note that the MF output signal of RD branch
in (25) includes x̃NL

s (m) which denotes higher-order terms of
the data symbols. These terms make the constellation diagram
distorted and using the decision regions of the reference linear
case for demodulation will result in increased probability of
error. In order to deal with this nonlinear effect, we derive the
distorted constellation in terms of the nonlinear model of the

PA which can thereon be used in demodulation. First, we can
rewrite xNL

s (t) in (7) as

xNL
s (t)=

Np∑
i=1

a2i+1k
2i+1
r hs,r |hs,r|2ia1 |a1|2i P

(2i+1)
2

s xs(t)|xs(t)|2i

=

Np∑
i=1

a2i+1k
2i+1
r hs,r |hs,r|2i a1 |a1|2i P

(2i+1)
2

s{
+∞∑

m=−∞
sm |sm|2i g(2i+1)(t−mT )

}
+ xISI

s (t), (33)

where xISI
s (t) includes the ISI terms. Then, the corresponding

x̃NL
s (m) reads as follows

x̃NL
s (m) =

Np∑
i=1

a2i+1k
2i+1
r hs,ra1 |hs,ra1|2i P

(2i+1)
2

s

sm |sm|2i Eg(i+1) + x̃ISI
s (m), (34)

where Eg(i+1) is the energy of g(i+1)(t). The mth sample at
the output of RD branch can be obtained by substituting (34)
into (25) which yields

ỹr,d(m)=

Np∑
i=0

a2i+1k
2i+1
r hs,rhr,da1 |hs,ra1|2i P

(2i+1)
2

s

sm |sm|2i Eg(i+1) + hr,dkra1ñs,r(m)

+hr,d

(
x̃ISI
s (m) + w̃r,d(m)

)
+ ñr,d(m), (35)

where the first part depends only on mth symbol and we can
utilize it to modify the reference constellation points used in
the detection. Therefore, using (24), (32), and (35), the centers
of the distorted constellation points can be expressed as

sMC
n = sn

(
k1hs,da1

√
PsEg + kMC

2

Np∑
i=0

a2i+1k
2i+1
r hs,rhr,da1

|hs,ra1|2i Ps

(2i+1)
2 |sn|2i Eg(i+1)

)
, n ∈ {1, ...,M} , (36)

where M is the order of modulation, sn is the nth symbol of
the original constellation, and sMC

n is the nth symbol of the
modified reference constellation.

C. Feedforward Linearization at Destination Node

The correction of the output signal of the NLPA using
another signal created at its input is called feedforward lin-
earization [43]. In general, this method is applied to the
transmitter by the use of the input data signal which is
noiseless, however, in order to implement this method at the

P (7,7) = N0

+B∫
−B

[
γ2
s,2,1

T 2

1∑
m=−1

1∑
n=−1

ρ
(1,1)
m
T

(0)ρ
(1,1)
n
T

(0)G
(
f − m

T

)
G
(
f +

m

T

)
+

γ2
s,2,1

T 2

1∑
m=−1

1∑
n=−1

{
G
(
f +

m

T

)
G(f)

}

⋆
{
G
(
f +

n

T

)
G(f)

}
⋆

{
G

(
f − m+ n

T

)
G(f)

}
+
γs,4,2
T

3∑
m=−3

{
G2

(
f +

m

T

)
G2(f)

}
⋆
{
G
(
f − m

T

)
G(f)

}]
df. (31)
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receiver a reference signal is needed [44]. In our system, from
two received versions of data signal at the destination node,
only the received signal from the relay contains nonlinear
terms (xNL

s (t) in (10)). Hence, we argue that these nonlinear
terms can be eliminated by the use of the received signal
from the source. As shown in Fig. 2(b), we compensate the
nonlinearity through a feedforward path from the SD branch
to the RD branch. However, it should be noticed that the noise
ns,d(t) will also be amplified in this path.

In the feedforward path, first, ys,d(t) is multiplied by kc
in order to make the coefficient of xs(t) the same as the
coefficient of that at the input of the NLPA at relay. This
results in

kc =
hs,r

hs,d
kr. (37)

Then from the resulting signal, according to the model of the
NLPA at relay, the higher than first-order terms are regenerated
and multiplied by hr,d which yields vFFc (t) as follows

vFFc (t) =hr,d

Np∑
i=1

a2i+1(kcys,d(t)) |kcys,d(t)|2i

=hr,d

(
xNL
s (t) + wFF

s,d(t)
)
, (38)

where wFF
s,d(t) includes the summation of multiplicative signal

and noise terms. Now, the term hr,dx
NL
s (t) which is regen-

erated at the output of the feedforward path can be used for
the cancellation of the similar term in (10) in the RD branch.
Hence, as can be seen in Fig. 2(b), the input signal of the
MF in the RD branch through the use of (10) and (38) can be
expressed as

yFFr,d (t) =yr,d(t)− vFFc (t)

=hs,rhr,dkra
2
1

√
Psxs(t) + hr,dkra1ns,r(t) + nr,d(t)

+ hr,d

(
wr,d(t)− wFF

s,d(t)
)
. (39)

After sampling the MF output of the RD branch, the symbols
ỹFFr,d (m) are obtained. For the feedforward method, it is
necessary to derive the MRC coefficient in the RD branch,
which is here denoted by kFF2 . The numerator of kFF2 is equal
to that of kMC

2 in (27) and we have

kFF2 =
h∗
s,rh

∗
r,dkr (a

∗
1)

2 √
PsEg

PFF
NI

, (40)

where the power of the summation of the last four terms
of ỹFFr,d (m) related to the noise and interference is denoted
by PFF

NI . Note that, because wFF
s,d(t) contains ns,d(t) it is

uncorrelated with other noise and interference terms in (39).
Thus, PFF

NI can be expressed as

PFF
NI = PNI − PNL

s + |hr,d|2
(
Pw̃FF

s,d
− 2Re{Ers}

)
, (41)

where PNI given in (28) is the power of noise and interference
in the RD branch when there is no feedforward compensation,
PNL
s is the power resulting from x̃NL

s (m) which is subtracted
from PNI because of the feedforward path, Pw̃FF

s,d
is the power

of w̃FF
s,d(m), Re{·} stands for the real part of a complex

number, and Ers is equal to E
{
w̃∗

r,d(m)w̃FF
s,d(m)

}
. Assuming

the third order nonlinear model for the PA, PNI is given by
(30). Also, PNL

s includes non-zero terms of PNI which are
related to x̃NL

s (m) as follows

PNL
s = |hr,d|2

(
β33P

(3,3)+2Re{β38}P (3,8)
)
. (42)

In order to derive Pw̃FF
s,d

, first we write wFF
s,d(t) using (8) and

(38) as

wFF
s,d(t) = a3k

3
r

{
hs,r

h2
s,d

|hs,r|2
√
Psa

∗
1x

∗
s(t)n

2
s,d(t)

+ 2
hs,r

hs,d
|hs,r|2 |a1|2 Ps |xs(t)|2 ns,d(t) +

hs,r

h∗
s,d

|hs,r|2 a21

Psx
2
s(t)n

∗
s,d(t) +

hs,r |hs,r|2

hs,d |hs,d|2
ns,d(t) |ns,d(t)|2

+2
hs,r |hs,r|2

|hs,d|2
a1
√
Psxs(t) |ns,d(t)|2

}
. (43)

As a result of the moment theorem stated in Appendix A, the
cross-correlation of all terms of wFF

s,d(t) are zero. Hence, using
the same derivation as in Section IV-A we get

P w̃FF
s,d

= |a3|2 k6r

{
|hs,r|6

|hs,d|4
|a1|2 Ps

(
P (5,5) + 4P (8,8)

)
+
|hs,r|6

|hs,d|6
P (6,6) +

|hs,r|6

|hs,d|2
|a1|4 P 2

s

(
P (4,4) + 4P (7,7)

)}
.

(44)

and we have

Ers = 4 |a1|2 |a3|2 k6r
|hs,r|4

|hs,d|2
PsP

(1,1) (2N0B)
2
. (45)

We observe from PFF
NI in (41) that the feedforward path

causes the power of noise and interference in the RD branch,
i.e., PNI, decreases by PNL

s , however, third and fourth terms
of PFF

NI may cause it to become greater than PNI. Therefore,
in order that the feedforward compensation does not lead to
the increase of the power of noise and interference, it must be
active only when the following condition holds

PFF
NI < PNI, (46)

and when the feedforward compensation is not active, the
method of the previous section can be used instead.

V. ANALYTICAL BER

In this section, we derive the error probabilities of the
suggested compensation methods. To obtain the average BER,
first, we calculate the symbol error rate (SER) for a given
fading state under block fading assumption as follows [31]

PrSER =
M∑
i=1

P (si)
∑
j∈Di

Q

√ d2ij
2Pni

 , (47)

where P (si) is the prior probability that data symbol si is
transmitted, Di is the number of subregions for the ith data
symbol, Pni is the power of noise and interference of the
received data symbols after combination of two branches, and
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Fig. 3. The PSD of the source output signal for Ps = 2 dB, and the PSD of
the relay output signal for Pr = 2 dB and two different SNRrs.

dij is the Euclidean distance between ith and jth adjacent
data symbols in the constellation as dij = ∥si − sj∥. An ex-
ample distorted 16-QAM constellation and the corresponding
decision regions are presented in Fig. 2 of [12].

For the method of modified reference constellation and
MRC weights, the data symbols of the distorted constellation
is derived as (36). In this method, from (24) and (32), Pni is
given by

Pni = |k1|2 N0Eg +
∣∣kMC

2

∣∣2 PMC
ni,rd, (48)

where for a third order NLPA we have

PMC
ni,rd = |hr,d|2

PISI +
8∑

m=2
m ̸=3

8∑
n=2
n ̸=3

βmnP
(m,n)

+N0Eg,

(49)

and PISI is the average power of x̃ISI
s (m) which includes the

ISI terms after the MF of rd branch. The calculation of PISI

is presented in Appendix C.
Similarly, in the feedforward method, Pni can be computed

as

Pni = |k1|2 N0Eg +
∣∣kFF2

∣∣2 PFF
NI , (50)

where PFF
NI is given in (41). In this method, since the feed-

forward path from sd to rd branch removes the higher-order
terms of the information signal (Fig. 2(b)), the constellation
points after the combination are

sFFm = sm

(
k1hs,da1

√
PsEg + kFF2 a21krhs,rhr,d

√
PsEg

)
,

m ∈ {1, ...,M} . (51)
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Fig. 4. The ACP of the output signal of NLPA at the relay node in terms of
transmit SNR.

It is worth mentioning that the average SER can be obtained
by averaging PrSER over all fading channels [40] as

PravgSER = Ehs,r,hr,d,hs,d
{PrSER} (52)

=

∫
hs,r

∫
hr,d

∫
hs,d

PrSERfhs,r(u)fhr,d
(v)fhs,d

(z)dudvdz,

(53)

where fhs,r(u), fhr,d
(v), and fhs,d

(z) are the probability
density functions of hs,r, hr,d, and hs,d, respectively. The
expectation in (52) can be calculated by the Monte Carlo
method [45]. In addition, by the use of Gray encoding, the
equivalent average BER is given by the average SER divided
by log2(M) [31].

VI. NUMERICAL RESULTS

In this section, the performance of the cooperative CR
system with the NLPA at the relay node, and the performance
improvement due to the proposed nonlinearity compensation
methods are evaluated using the numerical and simulation
results. The modulation scheme is 16-QAM, the normalized
symbol time duration is 0.5, and the pulse shape is root raised
cosine (RRC) with a roll off factor 0.35 which results in a
normalized bandwidth of B = 1.35 [40]. The coefficient of
the linear PA at the source node is set as a1 = 14, and
the NLPA at the relay node has the coefficients a1 and a3
where a3 = −0.6e(jπ/10). Please note that, as can be seen
later, the values of a1 and a3 are selected such that the
BER of the receiver node be better than 10−3. We assume
that Pr = Ps, the fading channel coefficients are zero-mean
complex Gaussian distributed with unit variance, and the
normalized noise density reads N0 = 1.

Fig. 3 shows the spectral regrowth of the output signal of
the relay node due to its PA nonlinearity compared to the
PSD of the output signal of the source node in terms of
SNRr which is defined in (21). The PSD of the relay output
signal is illustrated for two cases including SNRr = 5 dB
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Fig. 5. Average BER performance versus transmit SNR.

(dashed curves) and SNRr = 30 dB (dashed-dotted curves)
when Ps = Pr = 2 dB. The analytical PSDs demonstrate
an excellent agreement with the Monte Carlo simulated ones.
Change of SNRr when Ps and Pr are fixed is due to the
variation of fading channel gain between source and relay
nodes, i.e., |hs,r|2, and hence, as can be seen, PSD of the
output signal of relay with NLPA, changes in different fading
blocks. When Ps and Pr are fixed, and SNRr is smaller, more
spectral regrowth is observed. This is because at the input
of the NLPA, the PSD of the noise-free data signal is more
concentrated in the center of the bandwidth, while the noise
PSD is constant, and hence, the PSD of the summation of noise
and data signal at the output of the NLPA is more spread when
the noise power is higher.

We assume the adjacent channel of the relay band in
frequency domain is from B to 3B, and define transmit SNR
as SNR , |a1|2 PsEg/N0. In Fig. 4, with Monte Carlo
simulation, the ACP is obtained in terms of transmit SNR.
In addition, using (22), the curve of analytical PSD is also
plotted where it matches well with the simulation results. This
figure is very useful in determining the interference power
from the relay to the PUs of adjacent channels in the CR
network context.

Fig. 5 illustrates the BER performance of a conventional
MRC receiver and the proposed techniques in terms of transmit
SNR. It is assumed that the conventional MRC is not aware
of nonlinearity. The curves related to two cases where there is
no cooperation (direct transmission) and where the relay has
linear PA (a3 = 0) are also illustrated which can be considered
respectively as the upper and lower bounds for the other
curves. For a fair comparison, the power of source is doubled
in no cooperation case. The analytical BER curves obtained
by the use of Section V match well with simulations which
validates the analysis. To compute the expected value in (52)
by the Monte Carlo method for each SNR, the fading channel
coefficients needed for 5000 fading blocks are generated with
complex Gaussian distribution; Next, in each fading block, the

-10 400 10 20 30 
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Fig. 6. Achievable BER versus interference power constraint of the PU.

analytical equation (47) for PrSER is calculated, and then,
5000 samples of PrSER are averaged. As can be seen in Fig.
5, when the conventional MRC is not aware of the nonlinear
behavior of PA at the relay, it cannot achieve BER better
than 10−3, but the modified MRC technique, and the modified
MRC and reference constellation based one have clearly better
performance than it at larger transmit SNR values. However,
the feedforward technique shows better BER performance than
the other one and achieves a BER of 3×10−4. Note that the
reason for upward movement of the curves after the bending
points is that the nonlinear interference power overtakes the
information signal power, and hence, decreases the SINR
which leads to the increase of BER.

In Fig. 6, the achievable BER is investigated with respect
to the maximum tolerable interference power at the PU of
the adjacent channel. In order to get this result, we assume
that the PU is active at the adjacent channel of the band of
our cooperative system, and the average channel gain between
the relay node and the PU in that adjacent channel is one.
Therefore, the average ACI to the PU in terms of SNR of the
cooperative system is equal to the ACP presented in Fig. 4.
The ACI must meet the given interference power constraint of
the PU, and hence, this constraint restricts the transmit power
of the cooperative system. On the other hand, restriction of
the transmit power leads to the limitation of the destination
SNR, and consequently, BER restriction. Fig. 6 shows the
effect of the maximum tolerable interference power of the
PU, i.e., Q, on the BER performance of cooperative cognitive
radio system. As can be seen, the theoretical BER curves are
in excellent agreement with the simulation results, and the
feedforward technique outperforms the other one.

VII. CONCLUSION

Analysis of noise and interference in a cooperative CR
network with AF protocol under an NLPA at the relay has been
presented in this paper. Furthermore, two alternative methods
to reduce the effects of relay NLPA at the destination receiver
were proposed. Although we consider the transmission band
of the cooperative system to be a spectrum hole, the spectral
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regrowth due to the relay NLPA causes interference to the PUs
which use the adjacent bands. For the computation of such
interference, we derived the PSD of the relay NLPA output
signal when the data signal is digitally modulated and has a
band-limited pulse shape. After that, for the MRC receiver
with MF in each branch of the destination node, we derived
the distorted modulation constellation, which can be used
as the reference constellation in the symbol detection at the
destination receiver. As an alternative enhancement method at
the destination receiver, a so-called feedforward technique was
also proposed, which uses the direct received signal from the
source node to suppress the higher-order nonlinear distortion
terms due to the relay NLPA. For both proposed methods,
we derived the appropriate MRC coefficients and theoretical
BER expressions with respect to the noise and nonlinear
interference powers. We evaluated the analytical PSD and
ACP numerically, and verified them through simulation results,
evidencing a very good match between the analytical and
simulation results. Furthermore, the numerical results demon-
strated the effect of the source-relay channel gain on the output
PSD of the NLPA at the relay when the input power to the
NLPA was fixed. Finally, we studied the achievable end-to-
end average BER performance of the proposed techniques
in terms of transmit SNR as well as the maximum tolera-
ble interference power of the PU by theory and simulation.
Noticeable improvement was achieved through the proposed
methods in comparison to the case where the destination was
not aware of the nonlinear behavior of the NLPA. Moreover,
simulation results closely match the analysis. As future works,
the performance of this system model can be analyzed in
terms of capacity and outage probability. Also, more relays
with NLPAs in a two or multi-hop wireless network can be
considered when their ACIs to the PUs must be limited, and
an optimal path in each block fading can be found.

APPENDIX A
A MOMENT THEOREM

In general, for the zero-mean complex Gaussian process
n(t), if i ̸= j we have the following moment theorem [35]

E
{
n(tm1)n(tm2) . . . n(tmi)n

∗(tl1)n
∗(tl2) . . . n

∗(tlj )
}
= 0,

(54)

where mk and lk are integer numbers.

APPENDIX B
DERIVATION OF R

(7,7)
2zr

(t; τ)

In this section, the autocorrelation function R
(7,7)
2zr

(t; τ)
which is given in (14) is derived. By the use of (12) and
(13) we have

R
(7,7)
2zr

(t; τ)=E
{
|xs(t)|2 |xs(t+ τ)|2

}
E
{
ns,r(t)n

∗
s,r(t+ τ)

}
,

(55)

where the second expectation is equal to Rns,r(τ). Because
the expected values of xs(t) and x∗

s (t) |xs(t+ τ)|2

are zero, E
{
|xs(t)|2 |xs(t+ τ)|2

}
is equal to

cov
{
xs(t), xs(t) |xs(t+ τ)|2

}
, and hence, equals

cum
{
xs(t), x

∗
s (t) |xs(t+ τ)|2

}
where cov {·} denotes

the covariance. In order to expand this cumulant of
products of xs(t) in terms of joint cumulants, we utilize
Leonov-Shiryaev formula [37], [38]. To do so, first, we
write the individual elements of the first argument of
cum

{
xs(t), x

∗
s (t) |xs(t+ τ)|2

}
in the first row of the

following two-way table, and list the individual elements of
the second argument of the cumulant in the second row as

xs(t)
x∗
s (t) xs(t+ τ) x∗

s (t+ τ)

Then from this table, we write the indecomposable partitions
defined in [37, p. 20] as follows

[{xs(t), x
∗
s (t)} , {xs(t+ τ), x∗

s (t+ τ)}]
[{xs(t), x

∗
s (t+ τ)} , {x∗

s (t), xs(t+ τ)}]
[{xs(t), x

∗
s (t), xs(t+ τ), x∗

s (t+ τ)}]

Now, in order to derive E
{
|xs(t)|2 |xs(t+ τ)|2

}
, we obtain

the multiplication of the cumulants of the subsets in each
partition, and then, add the results together as follows

cum {xs(t), x
∗
s (t)} cum {xs(t+ τ), x∗

s (t+ τ)}
+cum {xs(t), x

∗
s (t+ τ)} cum {x∗

s (t), xs(t+ τ)}
+cum {xs(t), x

∗
s (t+ τ), xs(t+ τ), x∗

s (t+ τ)}
=C2x(t; 0

∗)C2x(t+ τ ; 0∗) + C2x(t; τ
∗)C2x(t

∗; τ)

+ C4x(t; 0
∗, τ, τ∗). (56)

Because C2xs(t; τ
∗) is the conjugate of C2xs(t

∗; τ), we obtain
the desired result in (14).

APPENDIX C
DERIVATION OF PISI

In this appendix, we obtain the average power of x̃ISI
s (m)

in (34) for an NLPA with third order of nonlinearity (Np = 1)
as follows

PISI = E
{∣∣x̃ISI

s (m)
∣∣2} , (57)

where x̃ISI
s (m) is given by

x̃ISI
s (m) = a3k

3
rhs,ra1 |hs,ra1|2 P

3
2
s

+∞∫
−∞

x∗
s(t)x

2
s(t)g(t−mT )dt− sm |sm|2 Eg(2)

 . (58)



IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. XX, NO. XX, XXX 2020 11

Substituting (1) into (58) yields

x̃ISI
s (m) = a3k

3
rhs,ra1 |hs,ra1|2 P

3
2
s{

+∞∑
n=−∞

+∞∑
n′=−∞

s∗ns
2
n′

+∞∫
−∞

g(t− nT )g2(t− n′T )g(t−mT )dt

︸ ︷︷ ︸
,Fn,n′,m

+

+∞∑
n=−∞

+∞∑
n
′
1,n

′
2=−∞

n
′
1 ̸=n

′
2

s∗nsn′
1
sn′

2

+∞∫
−∞

g(t− nT )g(t− n′
1T )

g(t− n′
2T )g(t−mT )dt− sm |sm|2 Eg(2)

}
. (59)

Note that because the pulse shape g(t) decreases with increas-
ing t, we can simplify (59). As an example, for the RRC pulse
shape with roll-off factor 0.35, Fn,n′,m ≃ 0 for |m − n| > 2
or |m − n′| > 2. Substituting (59) into (57) and using the
moment properties of the data symbols sm according to the
given modulation type, we obtain PISI.
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