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#### Abstract

Recently, new opportunities for utilizing the extremely high frequencies have become instrumental to design the fifthgeneration (5G) mobile technology. The use of highly directional antennas in millimeter-wave (mmWave) bands poses an important question of whether 2D modeling suffices to capture the resulting system performance accurately. In this work, we develop a novel mathematical framework for performance assessment of the emerging 3D mmWave communication scenarios, which takes into account vertical and planar directivities at both ends of a radio link, blockage effects in three dimensions, and random heights of communicating entities. We also formulate models having different levels of details and verify their accuracy for a wide range of system parameters. We show that capturing the randomness of both $T x$ and $R x$ heights as well as the vertical antenna directivities becomes crucial for accurate system characterization. The conventional planar models provide overly optimistic results that overestimate performance. For instance, the model with fixed heights that disregards the effect of vertical exposure is utterly pessimistic. Other two models, one having random heights and neglecting vertical exposure and another one characterized by fixed heights and capturing vertical exposure are less computationally expensive and can be used as feasible approximations for certain ranges of input parameters.
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## I. Introduction

With the adoption of advanced communication technology in the forthcoming 5G networks [1], the wireless community envisions that multiple handheld and wearable devices are to be placed on and around user bodies [2]. These capable 'carriables' and 'wearables' may need to cooperate in proximity while utilizing the emerging millimeter-wave (mmWave) radios in ultra-dense deployments (e.g., augmented reality glasses in crowded scenarios). The use of mmWave technology allows for enabling extremely high network capacity and achieving lower latency as compared to the conventional communication under 6 GHz [3]. As a result, mmWave systems are expected to soon become an integral part of 5 G mobile networks by supporting unprecedented data rates at the air interface along with more efficient spatial frequency reuse.
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To this aim, the utilization of mmWave bands, such as 28,60 , and 72 GHz , has recently gained attention [4]. The higher free-space propagation loss at these frequencies can be partially compensated by the use of highly directional antenna radiation patterns at both the transmitting and the receiving ends of a link. The resultant 'pencil' beams are expected to reduce the interfering signals; hence, improving performance under specific conditions while approaching the noise-limited communication regime [5]. Another feature connected with the mmWave band is the incapability of the electromagnetic waves at these frequencies to 'travel around' the objects, whose size is larger than several centimeters. Therefore, various objects in the radio channel, such as human bodies, lampposts, and buildings, act as blockers to a propagating wave [6].

The evolution of communication systems in the 5G era is accompanied by the increasing complexity of the considered use cases. The envisioned use of drones to deliver service to massive crowds on the move as well as widespread utilization of 'high-end' wearable electronics (e.g., augmented reality glasses) will enable wireless connectivity in three dimensions [7]. Similarly, the emerging ultra-dense 5G scenarios, such as shopping mall deployments [8], embrace another powerful paradigm of device-to-device (D2D) communication, which is expected to push the limits of (beyond-) 5 G wireless systems by also exploring the third dimension, since the heights of communicating entities may become random.

In this work, we consider these emerging 3D mmWave communication scenarios with directional antennas at both transmitting ( Tx ) and receiving ( Rx ) ends of a link, having random heights and positions of the communicating entities, as well as possible blockage of radio propagation paths. Extending the tools of planar stochastic geometry to the third dimension, we derive novel expressions for the mean interference and signal-to-interference ratio (SIR). After obtaining these metrics, we continue with a numerical study to reveal the crucial effects pertaining to 3D mmWave communication scenarios as well as assess the accuracy of several simplified models that are the special cases of our developed more complex solution.

The main contributions of this work are as follows:

- novel mathematical framework allowing to capture the effects of random heights of communicating entities, planar and vertical directionalities of Tx and Rx antennas, as well as 3D blockage phenomenon for interference and SIR analysis in 3D mmWave scenarios;
- rigorous performance evaluation regarding the effects of
various system parameters, which shows that (i) randomness of $T x$ and $R x$ heights and vertical exposure probability are critical for accurate performance assessment of 3D mmWave deployments; (ii) the conventional planar model may provide optimistic results that overestimate the mean SIR by as much as 20 dB ; (iii) the model with fixed heights that disregards the effect of vertical directivity is utterly pessimistic, and the gap between these two extremes may approach $40-60 \mathrm{~dB}$; (iv) there exist simpler models that provide accurate approximations for the limited ranges of system parameters;
- performance assessment of various mmWave communication scenarios, including terrestrial, drone-aided, and D2D deployments, which indicates that for the same intensity of communicating entities the drone-assisted deployments are characterized by the best SIR conditions slightly outperforming the standard ground mmWave deployments and having dramatic gains over the D2D case.

The rest of the paper is organized as follows. Section II reviews the related work. The system model is formulated in Section III. The analysis is conducted in Section IV. Subsection IV-C outlines the special cases of the proposed model. Numerical assessment of the model and the examples that address various communication scenarios are provided in Section V. Conclusions are drawn in the last section.

## II. Related Work

Conventionally, the performance of cellular communication systems has been assessed with the tools of planar stochastic geometry [9]. In that framework, the communicating entities are represented as a realization of a spatial process on the plane, while the metrics of interest are expressed as functions of the Euclidean distance between them. Since the heights of the communicating devices - both the user equipment (UE) and the base station (BS) - are relatively small as compared to the coverage range of a radio link, the distance between the two nodes can be assumed to be planar, and thus geometric methods can be applied to capture the key performance metrics reasonably well, which includes interference, SIR, and channel capacity.

Despite the increased use of highly directional antenna radiation patterns, random heights of the involved entities, and the emergence of complex 3D blockage situations, the tools of planar stochastic geometry remain the most commonly employed for the performance analysis of mmWave systems. The moments of interference and SIR for mmWave systems in the presence of blockage have been derived in [10], [11]. The Laplace transform (LT) of interference and SIR probability density functions (pdfs) in the absence of blockage have been produced in [12]. The LT of SIR for the mmWave system operating at 28 GHz has been reported in [13], [14].

In [15], the authors provide SIR approximations for mmWave and terahertz systems in the presence of atmospheric absorption. More recently, engineering studies that address various implementation aspects of mmWave networks started to proliferate, see, e.g., [16], [17], [18]. However, all of the referred studies assume 2D planar deployments, which may lead to significant overestimation of the actual interference in
mmWave deployments, thus affecting the SIR and capacity estimates.

Over the last two decades, several authors questioned the popular 2D approximations of real-world 3D cellular network deployments. The work in [19] from the early 90s focused the community's attention on the challenge of 3D antenna analysis with respect to the signal incident angles. Particularly, the authors demonstrated that the use of 3D modeling allows to isolate the null appearances in the antenna radiation pattern more accurately as compared to the 2D approach. A decade later, the study in [20] rattled the 2D approximation conventionally employed in wireless network planning with several illustrative examples, where it leads to significant deviations from the optimal design.
Notably, the 'manifest' was such that the network planners, algorithm designers, and policy makers rely on a small set of radio propagation scenarios, by often assuming fixed Rx antenna heights. Therefore, the network design might be heavily affected by the 2D approximation at hand and more advanced 3D models are required for accurate modeling, development, and planning of the emerging radio systems. Specifically, the differences in the signal-to-interference-plusnoise ratio (SINR) of up to 20 dB have been revealed in several scenarios. Similar ideas have been propagated in [21], [22].

The recent push for taming higher frequency bands, where larger bandwidths for 5 G mmWave systems are becoming available, revives the discussion about the need for 3D models. Today, most of the studies in this area are related to simulations and measurements conducted in 3D where the focus is set on mmWave communications. For example, [23] focuses on developing a 3D model of the body blockage for smart wearable devices in indoor square premises. Indeed, the use of highly directional antennas, limited coverage range of the mmWave access points (APs), as well as a broader range of communication scenarios may inherently require capturing the third dimension. The authors of [24] elaborate on the analytical model for a 3D massive MIMO system that supports the elevation dimension and thus improves the system SINR.
Further, [25] considers a more realistic "3D+" case, where the APs are located higher than the UEs. One of the latest works in [26] describes the 3D fluid model, which allows to evaluate the cumulative distribution function (CDF) of SINR. The authors demonstrate that their proposed model provides higher accuracy than the counterpart 2D model when compared with simulations. Overall, many works are attempting to evaluate mmWave in 3D, but most of them rely on ray-based modeling techniques that are computationally hungry [27], [28], [29], [30]. One of the reasons to develop an analytical model is to reduce the time required for system-level network evaluation.
In our study [31], we preliminarily examined mmWave deployments with random heights of the communicating Tx nodes having highly directional radiation patterns as well as omnidirectional Rx nodes. Even though the corresponding analysis becomes much more complicated in contrast to 2 D modeling, the produced numerical results indicate that the error of approximation for SIR heavily depends on the antenna directivity pattern and may reach as high as 40 dB . Such error
levels may not be neglected as they can lead to extremely suboptimal network deployment and system design decisions.

## III. System Model

In this section, we formalize our system model by specifying the 3D deployment, the antenna radiation pattern, as well as the propagation and blockage models. We also introduce the target metrics of interest. Notation used in this paper is summarized in Table I.

## A. Network Deployment and Blockage Model

The considered deployment model is illustrated in Fig. 1(a). Assume that the locations of Rx nodes, labeled as $R_{i}, i=$ $0,1, \ldots$, are modeled by a Poisson point process in $\Re^{2}$ with the intensity of $\lambda$. Each Rx is associated with a Tx labeled as $T_{i}$. Positions of the Tx nodes are distributed uniformly within the circle of radius $R_{T}$ centered at the Rx. The Tx nodes are assumed to use the same frequency channel, thereby acting as 'interferers' to the tagged Rx . The heights of Tx and Rx nodes, $H_{T}$ and $H_{R}$, follow an exponential distribution with the parameters $\mu_{T}$ and $\mu_{R}$, respectively. Hence, the UE may be located not only in the user's hand but anywhere on the body. Rx and Tx nodes are associated with the communicating entities, e.g., humans are represented as cylinders with the radius of $r_{B}$, while the height, $H_{B}$, follows an exponential distribution with the parameter $\mu_{B}$.

Among the Tx-Rx pairs, we randomly select an arbitrary one $\left(R_{0}, T_{0}\right)$ and limit the effective interference area around the tagged Rx by a circle of radius $R_{I}$. The interference created by the Tx nodes located outside is assumed to be negligible, i.e., lower than the noise floor. $R_{I}$ is computed as a function of the propagation model, transmit power, and antenna directivity. In Fig. 1(a), the green bars represent the communicating pair of interest, while other bars correspond to competing entities, whose transmission may or may not affect the tagged Rx. Note that our model also considers the scenario where the radiation passes over the 'heads' of the blockers. However, as this work primarily focuses on the three-dimensional effects of blockage, the self-blockage phenomenon is not included.

We further assume that the communicating entities may occlude the line-of-sight (LoS) path between the interferers and the tagged Rx. Interference from a specific Tx may reach the tagged Rx only if its transmission is directed towards the tagged Rx and the LoS path is not blocked. In Fig. 1(a), the red bars represent the interfering pair affecting the tagged Rx , while the blue bars correspond to the pair, whose transmission is blocked. One may further extend this model by assuming an additional external Poisson field of blockers.

## B. Propagation and Antenna Models

In this study, the power at the receiver is modeled by following $P_{R}(r)=A r^{-\zeta}$ [32], where $\zeta$ is the loss exponent, $A$ is the factor accounting for the transmit power, frequency, and antenna gains, and $r$ is the propagation distance. We consider that the radiation patterns of the transmitting and
receiving antennas have similar shapes with different vertical and planar directivities. An antenna pattern is approximated as a pyramidal zone with the vertical and planar angles, $\alpha_{T, V}$ and $\alpha_{T, H}$, respectively, as displayed in Fig. 1(b).

To determine the gain $A$ corresponding to certain directivities $\left(\alpha_{V}, \alpha_{H}\right)$, observe that the surface area of the wavefront equals the area of the spherical rectangle shown in Fig. 1(b). Using the spherical law of cosines [33], we express $\cos \chi$ as

$$
\begin{align*}
\cos \chi & =\frac{\cos \left(\frac{\pi}{2}-\frac{L_{H}}{2}\right)-\cos \left(\frac{\pi}{2}-\frac{L_{H}}{2}\right) \cos \left(L_{V}\right)}{\sin \left(\frac{\pi}{2}-\frac{L_{H}}{2}\right) \sin \left(L_{V}\right)}= \\
& =\frac{\sin \left(\frac{L_{H}}{2}\right)}{\cos \left(\frac{L_{H}}{2}\right)} \frac{1-\cos \left(L_{V}\right)}{\sin \left(L_{V}\right)}= \\
& =\tan \left(\frac{L_{H}}{2}\right) \tan \left(\frac{L_{V}}{2}\right) \tag{1}
\end{align*}
$$

Observe that one quarter of the spherical excess of the rectangle in Fig. 1(b) is $(\rho-\pi / 2)$, which implies

$$
\begin{equation*}
\cos \left(\rho-\frac{\pi}{2}\right)=\tan \left(\frac{L_{H}}{2}\right) \tan \left(\frac{L_{V}}{2}\right) \tag{2}
\end{equation*}
$$

where $L_{H}$ and $L_{V}$ are spherical geodesics.
The spherical geodesics $L_{H}$ and $L_{V}$ correspond to the directivity angles $\alpha_{H}$ and $\alpha_{V}$, respectively. Therefore, the area of the spherical rectangle is

$$
\begin{equation*}
S_{A}=4 \arcsin \left(\tan \frac{\alpha_{V}}{2} \tan \frac{\alpha_{H}}{2}\right) \tag{3}
\end{equation*}
$$

As the power density at the wavefront is given by $P_{R}=$ $A r^{-\zeta}$, the antenna directivity gain corresponding to angles $\alpha_{V}$ and $\alpha_{H}$ can be established as

$$
\begin{equation*}
G\left(\alpha_{V}, \alpha_{H}\right)=\frac{4 \pi}{S_{A}}=\frac{\pi}{\arcsin \left(\tan \frac{\alpha_{V}}{2} \tan \frac{\alpha_{H}}{2}\right)} \tag{4}
\end{equation*}
$$

which leads to $A=P_{T} G\left(\alpha_{T, V}, \alpha_{T, H}\right) G\left(\alpha_{R, V}, \alpha_{R, H}\right)$.
Hence, the received power takes the following form

$$
\begin{equation*}
P_{R}(r)=\frac{\left[\arcsin \left(\tan \frac{\alpha_{V, R}}{2} \tan \frac{\alpha_{H, R}}{2}\right)\right]^{-1}}{\arcsin \left(\tan \frac{\alpha_{V, T}}{2} \tan \frac{\alpha_{H, T}}{2}\right)} P_{T} \pi^{2} r^{-\zeta}, \tag{5}
\end{equation*}
$$

where one can determine the path loss exponent $\zeta$ for a particular technology by using empirical data, see, e.g., [34] for the frequency range of $0.5-100 \mathrm{GHz}$. Note that for simplicity we assume no power control on the end nodes.

## C. Metrics of Interest

Our considered metrics are the first moments of aggregate interference and SIR. In particular, SIR is one of the fundamental metrics in wireless communications that characterizes the channel conditions and affects many wireless system parameters, such as the choice of the modulation and coding scheme [35], [36]. Notably, in practical systems, the knowledge of SIR value is mapped onto the modulation and coding scheme that is used at the air interface. We specifically note that the developed methodology can also be used to obtain moments of other metrics, including spectral efficiency, capacity, etc.

TABLE I
NOTATION USED IN THIS PAPER.

| Parameter | Definition | Parameter | Definition |
| :--- | :--- | :--- | :--- |
| $\lambda$ | Spatial density of Rx nodes | $\mu_{I}, \sigma_{I}^{2}$ | Mean and variance of interference |
| $R_{i}, T_{i}$ | $i$-th Rx/Tx | $\mu_{P_{R}}$ | Mean received power |
| $H_{R}, H_{T}$ | Rx/Tx heights | $K_{P_{R}, I}$ | Covariance between interference/received power |
| $1 / \mu_{R}, 1 / \mu_{T}$ | Mean height of Rx/Tx | $E\left[I_{1}^{n}\right]$ | Moments of interference from an interferer |
| $R_{T}$ | Maximum distance between Tx and Rx | $p_{C}(r)$ | Directional exposure probability at distance $r$ |
| $R_{I}$ | Interference radius around the tagged Rx | $p_{V}(r)$ | Vertical exposure probability at distance $r$ |
| $r_{B}, H_{B}$ | Communication entity's radius and height | $p_{H}(r)$ | Planar exposure probability at distance $r$ |
| $1 / \mu_{B}$ | Mean communication entity's height | $p_{B}(r)$ | Blockage probability at distance $r$ |
| $\lambda_{B}$ | Spatial density of blockers | $\Gamma(z)$ | Euler Gamma function |
| $N$ | Number of interferers | $J_{n}^{z}$ | Bessel function of the first kind |
| $L_{P}(r)$ | Path loss at distance $r$ | $E_{n}(x)$ | Exponential integral function |
| $\zeta$ | Path loss exponent | $H_{n}^{z}$ | Struve function |
| $P_{T}, P_{R}$ | Transmit and receive power | $G_{r}$ | Difference between LoS and blocker heights |
| $A$ | Factor accounting for Tx power and gains | $\xi_{i}, \eta_{i}$ | Auxiliary variables |
| $\alpha_{T, H}, \alpha_{T, V}$ | Planar and vertical Tx antenna directivities | $J^{2}$ | Jacobian of transformation |
| $\alpha_{R, H}, \alpha_{R, V}$ | Planar and vertical Rx antenna directivities | $\{\gamma, \theta, \beta\}$ | Angles defining vertical exposure probability |
| $\chi$ | Spherical angle for wavefront density | $H_{I T}, H_{I R}$ | Heights of interfering Tx/Rx pair |
| $L_{H}, L_{V}$ | Spherical geodesics | $d_{T}, d_{I}$ | Distances to the tagged and interfering Tx nodes |
| $\rho$ | Spherical excess of a rectangle | $f_{X}(x)$ | Probability density function of RV $X$ |
| $S_{A}$ | Surface area of a wavefront | $f_{\vec{X}}(\vec{x})$ | Joint probability density function of RVs $\vec{X}$ |
| $I$ | Aggregate interference | Vector of size $n$ |  |
| $S$ | Signal-to-interference ratio | Element $i$ of vector $\vec{x}^{n}, i=1,2, \ldots, n$ |  |


(a) Considered 3D communication scenario.

(b) Illustration of antenna radiation pattern modeling.

Fig. 1. Main system considerations.

The aggregate interference and SIR can be written as

$$
\begin{equation*}
I=A \sum_{i=1}^{N} d_{i}^{-\zeta}, S=\frac{A d_{0}^{-\zeta}}{A \sum_{i=1}^{N} d_{i}^{-\zeta}}=\frac{d_{0}^{-\zeta}}{\sum_{i=1}^{N} d_{i}^{-\zeta}} \tag{6}
\end{equation*}
$$

where $N$ is a Poisson random variable (RV) with the mean of $\lambda \pi R_{I}^{2}$, while $d_{i}, i=1,2, \ldots, N$, are the distances in $\Re^{3}$ between the Rx of interest and the interfering Tx nodes.

Our system model assumptions are summarized in Table II. Below, we analyze the system under these assumptions. In subsection IV-D, we relax some of them by showing how our framework can be extended to accommodate additional submodels.

## IV. Performance Analysis

In this section, we evaluate the SIR in the introduced 3D mmWave deployment. First, we provide an approximation for the mean SIR by using a Taylor series expansion. Next, we proceed with establishing the main results required to determine the SIR. Finally, we describe the special cases of the proposed model that can be considered as candidates for a suitable approximation.

## A. SIR Approximation

To obtain the mean SIR, we apply a Taylor series expansion of the SIR function $S=g(x, y)=P_{R} / I$. A second-order

TABLE II
SUMMARY OF SYSTEM ASSUMPTIONS.

| Consideration | Assumption |
| :--- | :--- |
| Rx deployment | Poisson point process in $\Re^{2}$ |
| Tx deployment | Uniform distribution in a circle of radius $R_{T}$ <br> around Rx |
| Rx height | Exponential distribution |
| Tx height | Exponential distribution |
| Blocker model | Cylinder with constant base radius and expo- <br> nentially distributed height |
| Propagation model | UMi Street-Canyon LoS model converted to <br> $A r^{-\zeta}$ model |
| Blockage model | Binary LoS blockage model ("zero- <br> interference" when LoS is blocked) |
| Radiation <br> model$\quad$ pattern | Pyramidal (constant power density at base, no <br> density outside) |
| Antenna sensitivity <br> model | Pyramidal (constant power density at base, no <br> density outside) |
| Metric of interest | Signal-to-interference ratio (SIR) |

approximation is obtained by expanding $g(x, y)$ around $\vec{\mu}=$ $\left(E\left[P_{R}\right], E[I]\right)=\left(\mu_{P_{R}}, \mu_{I}\right)$, which leads to [37]
$E[g(\vec{\mu})] \approx g(\vec{\mu})+\frac{g_{x x}^{\prime \prime}(\vec{\mu}) \sigma_{P_{R}}^{2}+2 g_{x y}^{\prime \prime} K_{P_{R}, I}+g_{y y}^{\prime \prime}(\vec{\mu}) \sigma_{I}^{2}}{2}$,
where $K_{P_{R}, I}$ is the covariance between $P$ and $I$, while $\sigma_{P_{R}}^{2}$ and $\sigma_{I}^{2}$ are the variances of $P_{R}$ and $I$, respectively.

Observing that

$$
\begin{equation*}
g_{x x}^{\prime \prime}(x, y)=0, g_{x, y}^{\prime \prime}(x, y)=-y^{-2}, g_{y y}^{\prime \prime}(x, y)=2 x / y^{2}, \tag{8}
\end{equation*}
$$

we arrive at the following approximation

$$
\begin{equation*}
E\left[P_{R} / I\right] \approx \frac{\mu_{P_{R}}}{\mu_{I}}-\frac{K_{P_{R}, I}}{\mu_{I}^{2}}+\frac{\sigma_{I}^{2} \mu_{P_{R}}}{\mu_{I}^{3}} \tag{9}
\end{equation*}
$$

The moments of the aggregate interference are obtained by using the Campbell's theorem [38]

$$
\begin{equation*}
E\left[I^{n}\right]=\int_{0}^{R_{I}} E\left[I_{1}^{n}(r)\right] p_{C}(r)\left[1-p_{B}(r)\right] 2 \lambda \pi r d r \tag{10}
\end{equation*}
$$

where $2 \lambda \pi r d r$ is the probability of having an interferer in the infinitesimal increment of the circumference $d r, p_{C}(r)$ is the probability that the transmit antennas of the interfering Tx nodes are oriented such that they contribute to the interference at the Rx (named here the exposure probability), $p_{B}(r)$ is the probability that the LoS path is being blocked by some Tx or Rx nodes, and $E\left[I_{1}^{n}(r)\right]$ are the moments of the interfering signal from a single interferer conditioned on the distance between the Rx and the interferer.

## B. Main Results

To obtain the mean SIR, the following are required: (i) the mean received power, $\mu_{P_{R}}=E\left[P_{R}\right]$, (ii) the first two conditional moments of the interference power from a single interferer, $E\left[I_{1}^{n}\right], n=1,2, \ldots$, (iii) the exposure probability, $p_{C}$, (iv) the blockage probability conditioned on the distance
$r, p_{B}(r)$, and (v) the covariance between the received power and the interference power, $K_{P_{R}, I}$. The propositions below establish these quantities.

Proposition 1 (Mean Received Power). The moments of the received signal power are given as

$$
\begin{align*}
E\left[P_{R}^{n}\right] & =A^{n} 2^{\frac{1}{2}-\zeta n}\left[W\left(\mu_{T}, \mu_{R}\right)+W\left(\mu_{R}, \mu_{T}\right)\right] \times \\
& \times \frac{\pi^{\frac{3}{2}} \csc \left(\frac{\pi \zeta n}{2}\right) \sec \left(\frac{\pi \zeta n}{2}\right) R_{T}^{-\left(\frac{n \zeta-5}{2}\right)}}{\mu_{R}^{2} \mu_{T}^{2}\left(\mu_{R}+\mu_{T}\right) \Gamma\left(\frac{n \zeta}{2}\right) \Gamma\left(\frac{n \zeta-1}{2}\right)} \tag{11}
\end{align*}
$$

where $W(x, y)$ is given by

$$
\begin{aligned}
& W(x, y)=x^{3}\left[2 \sqrt{2} y^{\zeta n} R_{T}^{\frac{n \zeta+1}{2}}+R_{T}^{2} 2^{\frac{\zeta n}{2}} y^{\frac{n \zeta+3}{2}} \Gamma\left(\frac{n \zeta-1}{2}\right) \times\right. \\
& \left.\quad \times\left(\cos \left(\frac{\pi \zeta n}{2}\right) H_{\frac{3-n \zeta}{2}}^{y R_{T}}-J_{\frac{n \zeta-3}{2}}^{y R_{T}}-\sin \left(\frac{\pi \zeta n}{2}\right) J_{\frac{3-n \zeta}{2}}^{y R_{T}}\right)\right],
\end{aligned}
$$

where $\Gamma(z)$ is the Euler Gamma function, $J_{n}^{z}$ is the Bessel function of the first kind, and $H_{n}^{z}$ is the Struve function.

Proof. The power of the received signal may be expressed as

$$
\begin{equation*}
P_{R}=A\left(\sqrt{\left(H_{T}-H_{R}\right)^{2}+r^{2}}\right)^{-\zeta} \tag{12}
\end{equation*}
$$

where $H_{T}, H_{R}$, and $r$ are the RVs.
The pdf of $\left|H_{T}-H_{R}\right|$ is known to be

$$
\begin{equation*}
f_{\left|H_{T}-H_{R}\right|}(y)=\frac{\left(e^{-y \mu_{R}}+e^{-y \mu_{T}}\right) \mu_{R} \mu_{T}}{\mu_{R}+\mu_{T}}, y>0 \tag{13}
\end{equation*}
$$

Then, the sought moments, $E\left[P_{R}^{n}(r)\right], n=1,2, \ldots$, of the received signal power can be established as in [39]

$$
\begin{equation*}
E\left[P_{R}^{n}\right]=\int_{0}^{R_{T}} \int_{0}^{\infty} \frac{A^{n}\left(e^{-y \mu_{R}}+e^{-y \mu_{T}}\right) \mu_{R} \mu_{T} 2 r}{\left(r^{2}+y^{2}\right)^{\frac{n \zeta}{2}}\left(\mu_{R}+\mu_{T}\right) R_{T}^{2}} d y d r \tag{14}
\end{equation*}
$$

Evaluating the integrals in (14), we arrive at (11).
The obtained result immediately leads to the following corollary, which delivers the conditional moments of interference power from a single interferer.

Corollary 1 (Conditional Moments of Interference Power from a Single Interferer). The conditional moments of interference are produced directly from (14) by fixing the planar distance between the interferer and the Rx, $r$, and assume the form of
$E\left[I_{1}^{n}(r)\right]=\frac{\left[W_{1}\left(\mu_{T}\right)+W_{1}\left(\mu_{R}\right)\right]\left[\left(\mu_{R}+\mu_{T}\right) \Gamma\left(\frac{n \zeta}{2}\right)\right]}{2^{-\frac{n \zeta+1}{2}} A^{n} \pi^{\frac{3}{2}} \mu_{R} \mu_{T}}$,
where $W_{1}(x)$ is given by

$$
\begin{align*}
W_{1}(x) & =\left[\frac{r}{x}\right]^{\frac{1-n \zeta}{2}}\left[2 J_{\frac{n \zeta-1}{2}}^{r x} \csc (n \pi \zeta)-\right. \\
& \left.-J_{\frac{1-n \zeta}{r}}^{r x} \sec \left(\frac{n \pi \zeta}{2}\right)+\csc \left(\frac{n \pi \zeta}{2}\right) H_{\left.\frac{1-n \zeta}{2}\right]}^{r x}\right] . \tag{16}
\end{align*}
$$

To determine the LoS blockage probability, we introduce the so-called LoS blockage zone, $A B C D$, as shown in Fig. 2. Whenever at least one center of a blocker falls into this zone,


Fig. 2. Illustration of blockage in three dimensions.
the LoS path becomes occluded. The blockage probability $p_{B}(r)$ is established in the following proposition, while Fig. 2 illustrates the proof.

Proposition 2 (Blockage Probability). The blockage probability in a Poisson field of blockers with exponentially distributed heights of the Tx and Rx nodes is established as
$p_{B}(r)=1-\left(\frac{\mu_{R} \mu_{T}}{\left(\mu_{B}+\mu_{R}\right)\left(\mu_{B}+\mu_{T}\right)}\right)^{\frac{2 r_{B} r \lambda \mu_{R} \mu_{T}}{\mu_{B}\left(\mu_{B}+\mu_{R}+\mu_{T}\right)}}$.
Proof. Let $G_{r}, 0<r<R_{I}$, be the RV denoting the difference between the height of the LoS path and the blocker height $H_{B}$ at planar distance $r$ from the Tx. Observe that the centers of blockers falling into the LoS blockage zone are distributed uniformly over $\left(0, R_{I}\right)$. Assuming $H_{R} \geq H_{T}$, we have

$$
\begin{equation*}
G_{r}=\frac{\left(H_{R}-H_{T}\right) Y}{r}+H_{T}-H_{B} \tag{18}
\end{equation*}
$$

where $H_{T}, H_{B}$, and $H_{R}$ are the RVs with known pdfs, $Y$ is the RV that is distributed uniformly in $(0, r)$. Note that in case of $H_{R}<H_{T}$, one needs to replace the RV $Y$ with $(r-Y)$. However, as long as $Y$ remains distributed uniformly in $(0, r)$, the $\mathrm{RV}(r-Y)$ is distributed as $Y$.

The probability that a single blocker located at the distance of $r$ from the Rx occludes the LoS path is delivered by
$p_{B, 1}(r)=1-\operatorname{Pr}\left\{\frac{\left(H_{R}-H_{T}\right) Y}{r}+H_{T}-H_{B}>0\right\}$.
Knowing $p_{B, 1}(r)$ and applying the properties of the Poisson process, we establish the overall blockage probability as

$$
\begin{align*}
p_{B}(r) & =1-\sum_{i=0}^{\infty} \frac{\left(2 \lambda r_{B} r\right)^{i}}{i!e^{2 \lambda r_{B} r}}\left[1-p_{B, 1}(r)\right]^{i}= \\
& =1-e^{-2 \lambda r_{B} r}-\sum_{i=1}^{\infty} \frac{\left(2 \lambda r_{B} r\right)^{i}}{i!e^{2 \lambda r_{B} r}}\left[1-p_{B, 1}(r)\right]^{i} \tag{20}
\end{align*}
$$

where $p_{B, 1}(r)=\operatorname{Pr}\left\{G_{r}-H_{B}>0\right\}$ is the unknown term.
Let $\vec{\xi}^{n}=\left\{\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}\right\}=\left\{H_{B}, H_{R}, H_{T}, Y\right\}$ where the joint pdf (jpdf) of

$$
\begin{equation*}
f_{\vec{\xi} n}\left(\vec{x}^{n}\right)=\frac{\mu_{B} e^{-\mu_{B} x_{1}} \mu_{R} e^{-\mu_{R} x_{2}} \mu_{T} e^{-\mu_{T} x_{3}}}{r} \tag{21}
\end{equation*}
$$

and define $\left\{\eta_{1}\right\}=\left\{G_{r}\right\}$ as the target variable. Supplementing with auxiliary variables

$$
\begin{equation*}
\vec{\eta}^{n}=\left\{\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right\}=\left\{G_{r}, H_{R}, H_{T}, Y\right\}, \tag{22}
\end{equation*}
$$

the transformation at hand reads as

$$
\begin{equation*}
y_{1}=f\left(\vec{x}^{n}\right)=G_{r}=\frac{\left(x_{2}-x_{3}\right) x_{4}}{r}+x_{3}-x_{1} \tag{23}
\end{equation*}
$$

where the auxiliary functions are $f_{i}\left(x^{n}\right)=x_{i}, i \in\{2,3,4\}$.
Note that the inverse transformation is a bijection

$$
x_{1}=\phi_{1}\left(\vec{y}^{n}\right)=-\frac{r y_{1}-r y_{3}-y_{2} y_{4}+y_{3} y_{4}}{r},
$$

which is complemented with $x_{i}=\phi_{i}\left(\vec{y}^{n}\right)=y_{i}, i \in\{2,3,4\}$.
Then, the jpdf can be represented as

$$
\begin{equation*}
f_{\vec{\eta}^{n}}\left(\vec{y}^{n}\right)=f_{\xi^{n}}\left(\phi_{1}\left(\vec{y}^{n}\right), \ldots, \phi_{n}\left(\vec{y}^{n}\right)\right)|\mathbb{J}| \tag{24}
\end{equation*}
$$

where $f_{\vec{\xi}^{n}}\left(\phi_{1}\left(\vec{y}^{n}\right), \ldots, \phi_{n}\left(\vec{y}^{n}\right)\right)$ can be established as

$$
\begin{align*}
f_{\vec{\xi}^{n}}\left(\vec{\phi}^{n}\left(\vec{y}^{n}\right)\right) & =\frac{\mu_{R} \mu_{T} \mu_{B}}{r} \times \\
& \times e^{\frac{\mu_{B}\left(r y_{1}-r y_{3}-y_{2} y_{4}+y_{3} y_{4}\right)}{r}-y_{2} \mu_{R}-y_{3} \mu_{T}} \tag{25}
\end{align*}
$$

and the Jacobian is $\mathbb{J}=\partial \phi_{1}\left(\vec{y}^{n}\right) / \partial y_{1}=-1$.
The pdf of $G_{r}$ can now be written as in (26), where

$$
\begin{equation*}
l_{1}\left(\vec{y}^{n}\right)=\max \left\{0, \frac{y_{2} y_{3}-r y_{2}}{y_{3}}, \frac{-r y_{2}+r y_{4}+y_{2} y_{3}}{y_{3}}\right\} \tag{27}
\end{equation*}
$$

and the final integrand takes the following form in (28).
Evaluating the integral in (26) is not feasible in the closed form. However, after changing the order of integration, we arrive at

$$
\begin{align*}
p_{B, 1}(r) & =1-\int_{0}^{r} \int_{0}^{\infty} f_{\eta_{1} \eta_{4}}\left(y_{1}, y_{4}\right) d y_{1} d y_{4}= \\
& =\frac{\mu_{R} \mu_{T} \log \left(\frac{\mu_{R} \mu_{T}}{\left(\mu_{B}+\mu_{R}\right)\left(\mu_{B}+\mu_{T}\right)}\right)}{\mu_{B}\left(\mu_{B}+\mu_{R}+\mu_{T}\right)} \tag{29}
\end{align*}
$$

Substituting (29) into (20) and simplifying, yields (17).
Observing Fig. 3 one may deduce that the directional exposure probability at the planar distance of $r$ between the Rx and the interferer, $p_{C}(r)$, can be found as

$$
\begin{equation*}
p_{C}(r)=p_{V}(r) p_{H}(r) \tag{30}
\end{equation*}
$$

where $p_{H}(r)$ is the probability that the interferer exposes the tagged Rx on the horizontal plane, $p_{V}(r)$ is the probability that this also occurs in the third dimension. Following [11], the planar exposure probability is produced by

$$
\begin{equation*}
p_{H}(r)=\frac{\alpha_{T, H} r}{2 \pi r} \frac{\alpha_{R, H} r}{2 \pi r}=\frac{\alpha_{T, H} \alpha_{R, H}}{4 \pi^{2}} \tag{31}
\end{equation*}
$$

where $\alpha_{T, H}$ and $\alpha_{R, H}$ are the planar directivities at Tx and Rx , respectively. The vertical exposure to interference is demonstrated in Fig. 3(a). The following proposition establishes the vertical exposure probability.

$$
\begin{align*}
f_{\eta_{1}}\left(y_{1}\right) & =\iint_{R^{3}} f_{\overrightarrow{\xi^{n}}}\left[\phi_{i}\left(\vec{y}^{n}\right)\right]|\mathbb{J}| d y_{2} d y_{3} d y_{4}=\int_{0}^{r} \int_{0}^{\infty} \int_{l_{1}\left(\vec{y}^{n}\right)}^{\infty} \frac{\mu_{R} \mu_{T} \mu_{B}}{r} e^{\frac{\mu_{B}\left(r y_{1}-r y_{3}-y_{2} y_{4}+y_{3} y_{4}\right)}{r}-y_{2} \mu_{R}-y_{3} \mu_{T}} d y_{2} d y_{3} d y_{4}= \\
& =\int_{0}^{r} \int_{0}^{\infty} \frac{\mu_{R} \mu_{T} \mu_{B}}{r \mu_{R}+\mu_{B} y_{4}} e^{\frac{r \mu_{B} y_{1}-r y_{3}\left(\mu_{T}+\mu_{B}\right)+\mu_{B} y_{3} y_{4}-\left(r \mu_{R}+\mu_{B} y_{4}\right) \max \left\{0, r\left(y_{1}-y_{3}\right) y_{4}^{-1}+y_{3}\right\}}{r}} d y_{3} d y_{4}=\int_{0}^{r} f_{\eta_{1} \eta_{4}}\left(y_{1}, y_{4}\right) d y_{4} \tag{26}
\end{align*}
$$

$$
\begin{align*}
f_{\eta_{1} \eta_{4}}\left(y_{1}, y_{4}\right) & =-\frac{\left(y_{4} \mu_{B}+r \mu_{R}\right)^{-1} e^{-\frac{r y_{1} \mu_{R}}{y_{4}}-\frac{r y_{1} \mu_{T}}{r-y_{4}}} \mu_{B} \mu_{R} \mu_{T}}{\left(r \mu_{B}-y_{4} \mu_{B}+r \mu_{T}\right)\left(-r \mu_{R}+y_{4} \mu_{R}+y_{4} \mu_{T}\right)} \times  \tag{28}\\
& \times\left(-e^{\frac{r y_{1} \mu_{T}}{r-y_{4}}} r y_{4} \mu_{B}+e^{\frac{r y_{1} \mu_{T}}{r-y_{4}}+r y_{1}\left(\frac{\mu_{R}}{y_{4}}+\frac{\mu_{T}}{-r+y_{4}}\right)} r y_{4} \mu_{B}+e^{\frac{r y_{1} \mu_{T}}{r-y_{4}}} y_{4}^{2} \mu_{B}-e^{\frac{r y_{1} \mu_{T}}{r-y_{4}}+r y_{1}\left(\frac{\mu_{R}}{y_{4}}+\frac{\mu_{T}}{-r+y_{4}}\right)} y_{4}^{2} \mu_{B}+\right. \\
& \left.+e^{\frac{r y_{1} \mu_{R}}{y_{4}}} r^{2} \mu_{R}-e^{\frac{r y_{1} \mu_{R}}{y_{4}}} r y_{4} \mu_{R}-e^{\frac{r y_{1} \mu_{R}}{y_{4}}} r y_{4} \mu_{T}-e^{\frac{r y_{1} \mu_{T}}{r-y_{4}}} r y_{4} \mu_{T}+e^{\frac{r y_{1} \mu_{T}}{r-y_{4}}+r y_{1}\left(\frac{\mu_{R}}{y_{4}}+\frac{\mu_{T}}{-r+y_{4}}\right)} r y_{4} \mu_{T}\right)
\end{align*}
$$



Fig. 3. Directional exposure for directional Tx and Rx nodes.

Proposition 3 (Vertical Exposure Probability). The vertical exposure probability in a system with directional Tx and $R x$ nodes is given by
$p_{V}(r)=\int_{-\infty}^{\infty} \int_{y_{4}-\frac{\alpha_{T, V}}{2}}^{\int_{y_{4}-\frac{\alpha_{R, V}}{2}}^{y_{4}+\frac{\alpha_{T, V}}{2}} f_{\gamma, \theta, \beta}\left(y_{1}, y_{4}, y_{6}\right) d y_{1} d y_{6} d y_{4}, ~}$
where $f_{\gamma, \theta, \beta}\left(y_{1}, y_{4}, y_{6}\right)$ is the jpdf of the angles $\{\theta, \gamma, \beta\}$, see Fig. 3, while $\alpha_{T, V}$ and $\alpha_{R, V}$ are the vertical directivities at Tx and Rx, respectively.
Proof. Consider the system of RVs $\{\theta, \gamma, \beta\}$, see Fig. 3, where $\theta$ is the angle at which the beam arrives to the tagged Rx from the tagged $\mathrm{Tx}, \gamma$ is the angle at which the LoS between the tagged Rx and the interferer rises above the horizon, and $\beta$ is the angle at which the beam is directed from a nontagged Tx to its associated Rx . Using $\alpha_{T, V}$ and $\alpha_{R, V}$ as the vertical directivities of the Tx and the Rx, the vertical exposure probability is characterized by (32).

Let us relabel the input RVs as

$$
\begin{equation*}
\overrightarrow{\xi^{n}}=\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{6}\right\}=\left\{H_{T}, H_{R}, d_{T}, H_{I T}, d_{I}, H_{I R}\right\} \tag{33}
\end{equation*}
$$

where $H_{T}$ and $H_{R}$ are the heights of the Tx and the Rx , respectively, $H_{I T}$ and $H_{I R}$ are the heights of the Tx and the Rx associated with the interfering radio link, while $d_{T}$ and $d_{I}$ are the planar distances between the tagged and the interfering communicating pairs. The jpdf of $\xi_{1}^{n}$ has the following multiplicative form

$$
\begin{equation*}
f_{\vec{\xi}^{n}}\left(\vec{x}^{n}\right)=\frac{4 x_{3} x_{5} \mu_{T}^{2} \mu_{R}^{2}}{R_{T}^{4}} e^{-\mu_{T} x_{1}-\mu_{R} x_{2}-\mu_{T} x_{4}-\mu_{R} x_{6}} \tag{34}
\end{equation*}
$$

which is due to independence of the involved RVs.
We also relabel the set of target RVs as

$$
\begin{equation*}
\vec{\eta}^{m}=\left\{\eta_{1}, \eta_{4}, \eta_{6}\right\}=\{\theta, \gamma, \beta\} \tag{35}
\end{equation*}
$$

and since the number of the target RVs, $m$, is lower than the number of the input RVs, $n$, we supplement them with the auxiliary RVs as

$$
\begin{equation*}
\vec{\eta}^{n}=\left\{\eta_{1}, \eta_{2}, \ldots, \eta_{6}\right\}=\left\{\theta, H_{R}, d_{T}, \gamma, d_{I}, \beta\right\} \tag{36}
\end{equation*}
$$

Further, the transformation in question and complementary auxiliary functions are given by
$\left\{\begin{array}{l}y_{1}=f_{1}\left(\vec{x}^{n}\right)=\theta=\tan ^{-1}\left(\frac{x_{1}-x_{2}}{x_{3}}\right), \\ y_{4}=f_{4}\left(\vec{x}^{n}\right)=\gamma=\tan ^{-1}\left(\frac{x_{4}-x_{2}}{r}\right), \\ y_{6}=f_{6}\left(\vec{x}^{n}\right)=\beta=\tan ^{-1}\left(\frac{x_{4}-x_{6}}{x_{5}}\right),\end{array} \quad\left\{\begin{array}{l}y_{2}=f_{1}\left(\vec{x}^{n}\right)=x_{2}, \\ y_{3}=f_{3}\left(\vec{x}^{n}\right)=x_{3}, \\ y_{5}=f_{5}\left(\vec{x}^{n}\right)=x_{5} .\end{array}\right.\right.$

Note that the inverse transformation is a bijection within the domain of $\theta, \gamma$, and $\beta=(-\pi / 2, \pi / 2)$. Hence, the inverses are $\left\{\begin{array}{l}x_{1}=\phi_{1}\left(\vec{y}^{n}\right)=y_{2}+y_{3} \tan y_{1}, \\ x_{4}=\phi_{4}\left(\vec{y}^{n}\right)=y_{2}+r \tan y_{4}, \\ x_{6}=\phi_{6}\left(\vec{y}^{n}\right)=y_{4}+y_{5} \tan y_{6},\end{array} \quad\left\{\begin{array}{l}x_{2}=\phi_{2}\left(\vec{y}^{n}\right)=y_{2}, \\ x_{3}=\phi_{3}\left(\vec{y}^{n}\right)=y_{3}, \\ x_{5}=\phi_{5}\left(\vec{y}^{n}\right)=y_{5} .\end{array}\right.\right.$

As a result, the sought jpdf may be written as
$f_{\vec{\eta}^{n}}\left(\vec{y}^{n}\right)=\iiint_{\mathrm{R}^{3}} f_{\vec{\xi}^{n}}\left(\phi_{1}\left(\vec{y}^{n}\right), \ldots, \phi_{n}\left(\vec{y}^{n}\right)\right)|\mathbb{J}| d y_{2} d y_{5} d y_{3}$,
where the Jacobian is computed by

$$
\begin{equation*}
\mathbb{J}=-r y_{3} y_{5} \sec ^{2}\left(y_{1}\right) \sec ^{2}\left(y_{4}\right) \sec ^{2}\left(y_{6}\right) \tag{40}
\end{equation*}
$$

and the integrand is available as

$$
\begin{align*}
f_{\vec{\xi}^{n}}\left(\vec{\phi}^{n}\left(\vec{y}^{n}\right)\right) & =\frac{4 y_{3} y_{5} \mu_{R}^{2} \mu_{T}^{2}}{R_{T}^{4}} e^{-y_{2} \mu_{R}-\mu_{T}\left(y_{2}+y_{3} \tan \left[y_{1}\right]\right)} \times \\
& \times e^{-\mu_{T}\left(y_{2}+x \tan \left[y_{4}\right]\right)-\mu_{R}\left(y_{4}-y_{5} \tan \left[y_{6}\right]\right)} . \tag{41}
\end{align*}
$$

Performing the integration, we arrive at (42), where

$$
\begin{align*}
& h_{1}=\max \left\{0,-y_{4} \cot \left(y_{1}\right),-r \tan \left(y_{4}\right)\right\}, \\
& h_{2}=\max \left\{0,-y_{3} \tan \left(y_{1}\right),-r \tan \left(y_{4}\right)\right\} . \tag{43}
\end{align*}
$$

Here, the latter two integrals can also be taken, which leads to a closed-form expression for $f_{\gamma, \theta, \beta}\left(y_{1}, y_{4}, y_{6}\right)$. The final form of the target jpdf is provided in Supplement ${ }^{1}$.

Note that the numerical integration according to (32) is computationally challenging. The corresponding details are provided in Appendix A.
Proposition 4 (Covariance $K_{P_{R}, I}$ ). The covariance between the interference and the received signal powers is given

$$
\begin{equation*}
E\left[P_{R} I\right]=A^{2} \lambda \pi R_{I}^{2} p_{C} E\left[\left(X_{i} X_{0}\right)^{-\zeta}\right] \tag{44}
\end{equation*}
$$

and $E\left[\left(X_{0} X_{i}\right)^{-\zeta}\right]$ is obtained by the numerical integration of
$\int_{0}^{R_{I}} \int_{0}^{R_{T}} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \frac{\left[\left(x_{1}-x_{2}\right)^{2}+x_{5}^{2}\right]^{-\frac{\zeta}{2}}}{\left[\left(x_{1}-x_{3}\right)^{2}+x_{4}^{2}\right]^{\frac{\zeta}{2}}} f\left(x_{1}, . ., x_{5}\right) d x_{1} . . d x_{5}$,
with the associated jpdf in the following form

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{5}\right)=\frac{\mu_{T} \mu_{R}^{2} e^{-\mu_{T} x_{1}-\mu_{R}\left(x_{2}+x_{3}\right)} 4 x_{4} x_{5}}{\left(R_{T} R_{I}\right)^{2}} \tag{46}
\end{equation*}
$$

Proof. By formulating $K_{P_{R}, I}=E\left[P_{R} I\right]-\mu_{P_{R}} \mu_{I}$, we have

$$
\begin{equation*}
E\left[P_{R} I\right]=E\left[A X_{0}^{-\zeta} \sum_{i=1}^{N} A X_{i}^{-\zeta}\right] \tag{47}
\end{equation*}
$$

where $X_{0}$ is the distance between the Tx and the tagged Rx , $X_{i}, i=1,2, \ldots, N$, are the distances between the interferers and the Rx, and $N$ is the number of interferers.

Applying the Wald's identity [39] yields

$$
\begin{equation*}
E\left[P_{R} I\right]=A^{2} E[N] E\left[\left(X_{i} X_{0}\right)^{-\zeta}\right] \tag{48}
\end{equation*}
$$

where $E[N]=\lambda \pi R_{I}^{2} p_{C}, E\left[\left(X_{0} X_{i}\right)^{\zeta}\right]$ are the only unknowns.
Therefore, we rewrite $E\left[\left(X_{0} X_{i}\right)^{-\zeta}\right]$ as

$$
\begin{equation*}
E\left[\left(\left[\left(H_{R}-H_{T}\right)^{2}-r_{0}\right]\left[\left(H_{R}-H_{I}\right)^{2}-r_{i}\right]\right)^{-\frac{\zeta}{2}}\right] \tag{49}
\end{equation*}
$$

where $r_{0}$ is a constant, and consequently arrive at (44).
Note that the computational complexity of the numerical integration depends on the integration order. By choosing it as in (45), the said complexity may be reduced to the sum of single integrals, which can be easily evaluated numerically.
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## C. Special Cases of the Model

Our proposed 3D model includes a number of cases of particular interest that are characterized by different computational complexity. As these simpler models can be efficiently utilized to approximate the SIR for certain limited ranges of system parameters, we summarize them in what follows.

1) Directional Tx Nodes and Omnidirectional Rx Nodes

Mobile terminals are not expected to feature more than several antennas, which implies that their sensitivity and antenna directivity might not be too high. At the same time, assuming omnidirectional antennas at one end of the radio communication link permits for a drastic decrease in computational complexity for the considered model. The critical difference between the proposed 3D model and a model with omnidirectional sensitivity at the Rx nodes lies in treating the exposure probability. The planar exposure probability is immediately delivered by $p_{H}(r)=\alpha / 2 \pi$, while the vertical exposure probability is derived in Appendix B.
2) Fixed Heights of Communicating Entities

In certain mmWave-based scenarios, the heights of the communicating entities are known in advance. In this case, the heights of the Tx and Rx nodes can be fixed, which leads to a significant simplification of the model. Another application of this formulation is by approximating the original model having random heights with the use of the mean heights. The main difference between the proposed model and this simplification is in the exposure and blockage probabilities. The propositions that establish these components are provided in Appendix B. Since the vertical exposure probability can be made available in the closed form, the computational complexity of the model with fixed heights is much smaller.

## 3) Fully Planar Model

This model is the simplest case, where both the interference and the SIR can be expressed with the help of an exponential integral function. The primary difference between the 3D model and the planar case is in the probability of blockage, $p_{B}(r)$, as well as the exposure probability, $p_{C}(r)$. Accordingly, $p_{C}(r)$ reduces to $p_{C}(r)=\left(\alpha_{T} \alpha_{R}\right) / 4 \pi^{2}$, where $\alpha_{T}$ and $\alpha_{R}$ are planar antenna directivities. Further, the blockage probability in the planar model can be approximated by the probability that the center of at least one blocker falls into the LoS blockage zone having the sides of $2 r_{B}$ and $X$, where $X$ is the RV with the pdf of $f_{X}(x)=2 x / R_{T}^{2}$, see Fig. 2(b). The conditional blockage probability is given by the void probability of the spatial Poisson process, see e.g., [6]

$$
\begin{equation*}
p_{B}(r)=e^{-2 \lambda r_{B} r} \tag{50}
\end{equation*}
$$

Using (10), the moments of interference are expressed as

$$
\begin{align*}
E\left[I^{n}\right] & =\int_{r_{B}}^{R_{I}}\left(A r^{-\zeta}\right)^{n}\left(1-e^{-2 \lambda r_{B} r}\right) \frac{\alpha}{2 \pi} 2 \lambda \pi r d r= \\
& =A^{n} \alpha \lambda\left[\frac{E_{n \zeta-1}\left(-2 \lambda r_{B}^{2}\right)}{r_{B}^{\zeta n-2}}-\frac{E_{n \zeta-1}\left(-2 \lambda r_{B} R_{I}\right)}{R_{I}^{\zeta n-2}}\right] \tag{51}
\end{align*}
$$

where $E_{n}(x)$ is the exponential integral function [40].

$$
\begin{align*}
f_{\vec{\eta}^{n}}\left(\vec{y}^{n}\right)= &  \tag{42}\\
& =\int_{0}^{R_{T}} \int_{h_{1}}^{R_{T}} \int_{h_{2}}^{\infty} \frac{4 r y_{3}^{2} y_{5}^{2} \mu_{R}^{2} \mu_{T}^{2} \sec y_{1}{ }^{2} \sec y_{4}{ }^{2} \sec y_{6}{ }^{2}}{R_{T}^{4}} e^{-y_{2} \mu_{R}-\mu_{T}\left(y_{2}+y_{3} \tan y_{1}\right)-\mu_{T}\left(y_{2}+r \tan y_{4}\right)-\mu_{R}\left(y_{4}-y_{5} \tan y_{6}\right)} d y_{2} d y_{5} y_{3}= \\
& =\int_{0}^{R_{T}} \int_{h_{1}}^{R_{T}} \frac{4 r y_{3}^{2} y_{5}^{2} \mu_{R}^{2} \mu_{T}^{2} \sec y_{1}{ }^{2} \sec y_{4}{ }^{2} \sec y_{6}{ }^{2}}{R_{T}^{4}\left(\mu_{R}+2 \mu_{T}\right)} e^{-y_{4} \mu_{R}-\left(\mu_{R}+2 \mu_{T}\right) h_{2}-y_{3} \mu_{T} \tan \left[y_{1}\right]-r \mu_{T} \tan \left[y_{4}\right]+y_{5} \mu_{R} \tan \left[y_{6}\right]} d y_{5} d y_{3}
\end{align*}
$$

Finally, the mean can be evaluated by using (9), where $K_{P, I}=0$ for the 2D case, while the moments of interference are delivered by (51) and the mean received signal is then

$$
\begin{equation*}
E\left[P_{R}\right]=\int_{r_{B}}^{R_{T}} A x^{-\zeta} \frac{2 x}{R_{T}^{2}} d x=\frac{2 A\left(r_{B}^{2-\zeta}-R_{T}^{2-\zeta}\right)}{(\zeta-2) R_{T}^{2}} \tag{52}
\end{equation*}
$$

## D. Extensions of the Model

The system analyzed in this section follows the assumptions summarized in Table II. However, some of those can be relaxed, thus allowing to capture more complex environments. Below, we briefly summarize the feasible extensions of our model.

One of the critical assumptions is the exponential distribution of Tx, Rx, and blocker heights. The rationale behind this consideration is the analytical tractability of the exponential distribution and the lack of data on heights of practical mmWave-based entities. However, as verified by the authors, one may use any distribution characterized by an exponential function with constants. This class includes Laplace, Gaussian, and Uniform distributions that may potentially provide better approximations in specific scenarios of interest.

The developed framework assumes zero power density and sensitivity outside of the half-power beamwidth (HPBW) of the antenna radiation/sensitivity pattern. A straightforward extension would be to use the pyramid with sphere abstraction tackled in [11]. Another crucial assumption of our approach is the use of UMi Street-Canyon model, which leads to "zerointerference" conditions when blockers occlude the LoS path. Although the framework in its current form cannot be extended to an algorithmic 3GPP cluster-based model originally proposed in [41], one may capture non-zero interference by using two power law propagation models in the form of $A_{i} e^{-\zeta_{i}}, i=0,1$, where 0 and 1 correspond to LoS and nLoS conditions. In this case, (10) takes the following form

$$
\begin{align*}
E\left[I^{n}\right] & =\int_{0}^{R_{I}} E\left[I_{1,0}^{n}(r)\right] p_{C}(r)\left[1-p_{B}(r)\right] 2 \lambda \pi r d r+ \\
& +\int_{0}^{R_{I}} E\left[I_{1,1}^{n}(r)\right] p_{C}(r) p_{B}(r) 2 \lambda \pi r d r \tag{53}
\end{align*}
$$

where $E\left[I_{1,0}^{n}\right]$ and $E\left[I_{1,1}^{n}\right]$ are the moments of interference from a single interferer conditioned on the distance between the Rx and the interferer as well as on the event that the LoS path is non-blocked and blocked, respectively. The quantities in question are obtained similarly to $E\left[I_{1}^{n}\right]$ in Proposition 1.

On top of the basic model, our developed framework is flexible enough to account for additional considerations related to blockage. First, one may capture the effect of an additional Poisson field of blockers by increasing the blocker intensity in Proposition 2. Self-blockage is captured by introducing an additional multiplier to the Campbell expression in (10). Similarly, one may extend our model to account for blockage by large static objects, such as buildings. Particularly, one may use the following blockage probability provided by 3GPP in [34]

$$
p_{L}(r)=\left\{\begin{array}{ll}
1, & r \leq 18 \mathrm{~m}  \tag{54}\\
\left(18+r e^{-\frac{r}{36}}-18 e^{-\frac{r}{36}}\right) / x, & r>18 \mathrm{~m}
\end{array},\right.
$$

where $r$ is the two-dimensional distance between Tx and Rx .
The methodology proposed in our paper can also be employed to obtain other metrics of interest, which includes SINR, spectral efficiency, and Shannon channel capacity. As an example, consider the Shannon capacity function, $C=$ $f(P, I)=B \log _{2}(1+P / I)$. In this case, the second-order Taylor approximation for the mean capacity takes the form

$$
\begin{equation*}
E[C]=\frac{2\left[\left(2+\sigma_{I}^{2}\right) \mu_{i} \mu_{P}+\left(2+\sigma_{I}^{2}\right) \mu_{P}^{2}\right]-B\left(2 K_{P I}+\sigma_{P}^{2}\right) \mu_{i}^{2}}{2 \log _{2} \mu_{i}^{2}\left(\mu_{i}+\mu_{P}\right)^{2}} \tag{55}
\end{equation*}
$$

where $\mu_{P}$ and $\mu_{I}$ are the mean received power and the mean interference power, respectively, $\sigma_{P}^{2}$ and $\sigma_{I}^{2}$ are the variances of the received power and the interference power, respectively, and $K_{P I}$ is the covariance between them, while $B$ is the bandwidth. Here, the terms required to estimate $E[C]$ are the same as those derived in this work to determine the mean SIR. Hence, knowing $B$ one can estimate the Shannon capacity, whereas setting $B=1$ produces spectral efficiency as well.

The framework developed in this paper cannot be used to provide the distributions of the metrics of interest. However, one can obtain higher moments, such as variance, skewness, and kurtosis, by providing a partial characterization of the respective distributions. For example, a Taylor approximation for the variance $\sigma^{2}[S]=P /(N+I)$ takes the following form

$$
\begin{equation*}
\sigma^{2}[S]=\frac{\left(N_{0}+\mu_{I}\right)^{2} \sigma_{I}^{2}+\mu_{P}^{2} \sigma_{P}^{2}-2 K_{P I}\left(N_{0}+\mu_{I}\right) \mu_{P}}{N_{0}+\mu_{I}^{4}} \tag{56}
\end{equation*}
$$

where $N_{0}$ is the Johnson-Nyquist noise.
Higher moments will not only provide quantitative and qualitative description of the distributions, but may also be used to produce approximations for the metrics of interest, such as coverage and outage probabilities. The latter can be
accomplished by using the Markov and Chebyshev inequalities,

$$
\begin{equation*}
\operatorname{Pr}\{S \geq a\}=\frac{E[S]}{a}, \operatorname{Pr}\{|S-E[S]| \geq k \sigma[S]\}<\frac{1}{k^{2}} \tag{57}
\end{equation*}
$$

Alternatively, one can employ Hoeffding bounds [42].

## V. Numerical Assessment and Examples

In this section, we conduct an extensive numerical evaluation of the proposed model. We first assess the accuracy of the developed formulation by comparing the results with those obtained by using simulations. Further, we investigate the effects of system parameters, characterize the approximation error induced by utilizing the simplified models, and report on the range of input parameters where they offer accurate approximations. Finally, we analyze the SIR performance by considering dissimilar antenna array configurations, which correspond to various deployment options in mmWave systems as well as typical use cases, including AP to UE, drone-cell to UE, and UE to UE deployments. The default parameters utilized throughout this section are summarized in Table III.

TABLE III
CONSIDERED SYSTEM PARAMETERS.

| Parameter | Value |
| :--- | :--- |
| Intensity of communicating pairs, $\lambda$ | $0.05 \mathrm{Tx} / \mathrm{m}^{2}$ |
| Path loss exponent, $\zeta$ | 2.1 |
| Blocker radius, $r_{B}$ | 0.3 m |
| Carrier frequency | 28 GHz |
| Maximum distance between Tx and Rx, $R_{T}$ | 15 m |
| Maximum distinguishable interference distance, $R_{I}$ | 150 m |
| Mean Rx height, $E\left[H_{R}\right]=1 / \mu_{R}$ | 1.5 m |
| Mean Tx height, $E\left[H_{T}\right]=1 / \mu_{T}$ | 5 m |
| Vertical directivity of Tx antenna, $\alpha_{T, V}$ | $2^{\circ}$ |
| Planar directivity of Tx antenna, $\alpha_{T, H}$ | $25^{\circ}$ |
| Vertical directivity of Rx antenna, $\alpha_{R, V}$ | $25^{\circ}$ |
| Planar directivity of Rx antenna, $\alpha_{R, H}$ | $25^{\circ}$ |
| Mean blocker height, $E\left[H_{B}\right]=1 / \mu_{B}$ | 1.7 m |

## A. Accuracy Assessment

The vertical exposure probability, $p_{V}$, is a critical intermediate parameter that induces the difference between the planar and the 3D model. Recalling that the estimation of $p_{V}$ is also the most complicated step in the formulated model, we first assess the accuracy of approximating $p_{V}$ and then proceed with illustrating the accuracy of the SIR approximation.

The value of the vertical exposure probability as a function of the distance between the $T x$ and the $R x$ as well as the Tx vertical directivity are demonstrated in Fig. 4(a). Here, the model approximates the simulation data tightly, while the values reside within the confidence intervals. One may also notice that the confidence intervals grow as the antenna directivities become smaller. The reason is that in our simulation campaign the number of experiments was set to $10^{7}$ trials


Fig. 4. Results obtained with our model and simulations.
for all of the considered points. For small antenna directivity, the number of trials when the Rx is exposed is insufficient for an accurate assessment within a reasonable time, which provides additional motivation for mathematical modeling. Similar conclusions can be made by observing Fig. 4(b), which illustrates the SIR as a function of the intensity of communicating pairs and the Tx planar directivity. Hence, in what follows, we rely on the developed analytical model to showcase the response of SIR to the system parameters.

## B. Effects of System Assumptions

In our study, we have adopted a number of crucial assumptions regarding the interference model, noise, and height distribution of entities. We now proceed by quantifying their effects. Fig. 5(a) illustrates the mean SIR for different distributions of heights of the communicating entities (Exponential, Laplace, Uniform, and Normal) for two Tx planar antenna directivities, $2^{\circ}$ and $25^{\circ}$, as a function of the intensity of Tx and Rx pairs in the environment. To provide a fair comparison with the exponential distribution characterized by a single parameter, we assume that the standard deviation equals the mean for all the considered distributions as well. As one may notice, the type of the distribution does not affect the mean SIR drastically for the considered range of system parameters. It is interesting to note that using exponential distribution results in slightly more optimistic results.

Further, Fig. 5(b) demonstrates the mean SIR as a function of the Tx-Rx pairs intensity for two types of interference models. The first model is the "zero-interference" consideration


Fig. 5. The effects of noise, interference models, and height distribution.


Fig. 6. Dependence of SIR on system parameters and comparison of models.


Fig. 7. Dependence of SIR on system parameters and comparison of models.
used in this paper, where we assume that no interference is produced in case of blockage. The second model is a two power law abstraction, where in case of blockage the amount of contributed interference is 7 dB less as compared to the LoS case. Analyzing the data presented in Fig. 5(b), one may observe that accounting for interference created by the nodes that are currently blocked does not affect the mean SIR considerably. The reason is that the blockage probability and thus the signal power from the blocked interferers affect the total interference significantly less as compared to the exposure probability. Note that we considered how to extend our approach to the two power law interference model.

Finally, Fig. 5(c) offers a comparison between the SIR captured by our study as a parameter of interest and the SINR that also accounts for noise. First, we note that both curves are characterized by a qualitatively similar behavior. Furthermore,
the introduction of noise does not result in a significant difference as compared to the SIR. The underlying reason is that the use of directional antennas in prospective mmWave systems leads to relatively high values of the received power.

## C. Effects of System Parameters

Further, we analyze the effects of system parameters on the value of SIR. Our developed 3D model is characterized by high numerical complexity, which is mostly attributed to the computation of the vertical exposure probability. Therefore, it should be useful in practice to have a less sophisticated model that provides with a reasonable approximation. In this subsection, we identify the range of parameters in addition to analyzing the response of SIR to the input system parameters, where simpler models that are the special cases of the
developed 3D formulation lead to accurate approximations. In addition to a simple planar model disregarding the random heights and the vertical exposure probability, we also consider various combinations of models with fixed/random heights ( $\mathrm{FH} / \mathrm{RH}$ ) that either take or do not take into account the vertical exposure probability ( $\pm \mathrm{PV}$ ). We refer to these models as FH, RH, and PV. Then, our 3D model is denoted as RH + RV. Note that all of the models include blockage. Recall that using the fixed heights and/or neglecting the vertical exposure eliminates the need for numerical integration to obtain $p_{V}$, thus making the modeling computationally simpler.

To this end, Fig. 6 depicts the SIR values for different models as a function of the two system parameters: the intensity of communicating pairs, $\lambda$, and the Tx vertical antenna directivity, $\alpha_{T, V}$. Analyzing the data outlined in Fig. 6(a), we observe that SIR decreases as the intensity of communicating pairs grows for all the considered models. This confirms that all selected models provide accurate "qualitative" description of the system at hand. Further, notice that no simpler models provide an accurate approximation of SIR across the entire range of $\lambda$.
Interestingly, the planar model that completely disregards the effects of the third dimension drastically overestimates the actual SIR performance in the system. The reason is that neglecting the heights of communicating entities dramatically increases the blockage probability, which eventually yields less interference approaching the Rx nodes. Then, three other models that partially account for the effects of the third dimension underestimate the actual SIR performance. The model taking into consideration the randomness of heights but disregarding the vertical exposure probability remains the closest to the proposed 3D model across the feasible range of intensities of the communicating pairs. The difference between these models is at most several decibels and decreases as $\lambda$ becomes smaller. The least accurate model is the one with the fixed heights and the absence of vertical exposure probability.

Further, consider the effect of vertical antenna directivity as illustrated in Fig. 6(b) and Fig. 6(c) for the two values of planar antenna directivity at the $\mathrm{Tx}, \alpha_{T, H}=2^{\circ}$ and $\alpha_{T, H}=25^{\circ}$. Clearly, the levels of SIR predicted by the three models that disregard the vertical exposure are independent of $\alpha_{T, V}$. For the rest of the models, higher vertical antenna directivity leads to better system performance for both considered values of planar directivities. At the same time, the model with fixed heights provides a large deviation from the actual values of the mean SIR for all the considered values of the vertical antenna directivity. Particularly, it constitutes at least 10dB for the two values of the planar directivities. For small vertical directivities within the range $\left(1^{\circ}-5^{\circ}\right)$, the model neglecting the vertical exposure probability, coincidentally, provides an adequate approximation as we have already noticed by analyzing Fig. 6(a). This conclusion remains valid as long as the $R x$ antenna directivities are rather large, i.e., $20^{\circ}$ or more. The rest of the models drastically underestimate the actual system performance.

The mean height of the Tx and the Rx are critical system parameters that affect the vertical exposure probability, $p_{V}$, and, consequently, SIR. Fig. 7(a) demonstrates the effect of
the mean Tx height on the mean SIR. The mean height of the Tx affects the SIR performance only over a rather small subset of values, i.e., within the range of $1-10$ meters, thus implying that this parameter is important for the AP-UE communication scenarios. For others, the mean SIR remains constant. Analyzing the approximations, one may notice that only the model with fixed heights that also takes into account the vertical exposure probability captures the actual trend in the mean SIR. However, quantitatively, the two curves are approximately 20 dB apart. For smaller mean Tx heights, the model with random heights that neglects the effect of $p_{V}$ provides an accurate approximation, while for larger values of the mean Tx height, the results for the simplest planar model are reasonably close. We note that the impact of the mean Rx height is qualitatively similar and thus is omitted here.

We continue by considering the effect of the Tx planar directivity as illustrated in Fig. 7(b) and Fig. 7(c) for the vertical antenna directivity at the Tx of $2^{\circ}$ and $25^{\circ}$, respectively. Intuitively, the higher the Tx planar directivity is, the better the system performance becomes. Furthermore, a monotonous trend is visible for both considered values of the vertical directivity. The actual SIR predicted by our developed model is in between the two models both offering reasonable approximations across the entire range of the considered planar directivities and the Tx vertical directivity of $2^{\circ}$ : one with random heights that disregards the vertical exposure and another one with fixed heights accounting for the vertical exposure. However, for larger values of the vertical directivity, only the latter one remains adequate.

Finally, we note that the planar 2D model offers an optimistic upper bound on the SIR performance across the entire range of the input system parameters. Similarly, the model with fixed heights that neglects the vertical exposure probability is always the most pessimistic choice. The gap between these formulations can be as high as 60 dB , thus implying that none of them can be used as a tight performance bound. The least computationally expensive model that provides with a reasonable approximation is the one having fixed heights and accounting for $p_{V}$. However, for certain ranges of input parameters, its prediction may still deviate by more than 10 dB from the actual SIR performance.

## D. SIR in Typical Communication Scenarios

By design, our developed model is capable of characterizing various types of communication scenarios. We now proceed with assessing the SIR performance of the three typical wireless setups, (i) AP to UE, (ii) Drone (UAV) to UE, and (iii) UE to UE. The scenario parameters are summarized in Table III except for the heights of the communicating entities. The mean Rx and Tx heights for the corresponding three cases are $(5,1.5),(40,1.5)$, and $(1.5,1.5)$, respectively.

The use of highly directional antennas at both ends of a radio link leads to challenges related to the need for efficient and accurate electronic beamtracking mechanisms [43], [44]. It is particularly important when the Tx and the Rx are mobile, and we consider three different choices of directivity at both sides of a link. The first case features $128 \times 4$ and
$4 \times 4$ arrays at Tx and Rx , respectively, and is intended to model the situation for the first generation of mmWave systems. The second and the third cases are associated with $128 \times 128 / 4 \times 4$ and $128 \times 128 / 64 \times 64 \mathrm{Tx} / \mathrm{Rx}$ arrays, and reflect further evolution of mmWave systems. To obtain the antenna directivities, we apply a well-accepted linear array approximation for the HPBW, $\alpha=102 / M$, where $M$ is the number of antenna elements in the corresponding dimension, planar or vertical, see, e.g., [45]. We refer to these three cases as today, near future, and distant future.

Accordingly, Fig. 8 displays the mean SIR as a function of the intensity of communicating pairs for various antenna configurations at Tx and Rx as well as different communication scenarios. Analyzing the antenna array configurations, the gains achieved by using more sophisticated antenna design at Tx and Rx are mostly quantitative, that is, for the same intensity of communicating pairs the use of more antennas improves the SIR. It is essential that a significant improvement stems from enabling better vertical directivity at the Tx by moving from $128 \times 4$ to $128 \times 128$ array. By analyzing the data for the same antenna configurations, one may notice that the D2D (UE to UE) scenario is characterized by the worst SIR performance. This behavior is a direct consequence of having a smaller mean Tx height that increases the vertical exposure probability. The best performance across all the antenna configurations is observed for the UAV scenario. However, the difference between the Tx height of 5 and 40 meters is marginal for larger values of the intensity of communicating pairs and is becoming larger as $\lambda$ decreases.

## VI. Conclusions

In this work, we proposed a 3D model for the evaluation of SIR in the emerging mmWave systems, which takes into account the vertical and planar directivities at both ends of a radio link, the blockage effects in three dimensions, as well as the random heights of communicating entities. By design, our model is capable of characterizing a number of mmWave deployment scenarios, which include standard AP-based layouts, drone-assisted cases, and D2D-aided mmWave connectivity. The resulting expressions for the mean interference and SIR involve a series of integrals that cannot be solved in the closed form or expressed in terms of tabulated functions. To provide with more practical approximations, we additionally developed several simpler models having different levels of details as well as assessed their accuracy across a wide range of input system parameters.

Utilizing our developed model, we further studied in detail the response of SIR to the choice of system parameters. Particularly, we demonstrated that both the randomness of Tx and Rx heights and the vertical exposure probability are essential for accurate performance characterization of 3D mmWave deployments. The conventional planar stochastic geometry models always provide an overly optimistic output that can overestimate the mean SIR by as high as 20 dB . In contrast, the model with fixed heights that disregards the effect of vertical exposure is entirely pessimistic. The range between these two extremes may approach $40-60 \mathrm{~dB}$, thus
prohibiting their use as tight upper or lower bounds. The other model assuming random heights but neglecting vertical exposure as well as another one characterized by fixed heights and capturing vertical exposure is much less computationally expensive, and both can be utilized as adequate approximations for certain ranges of system parameters.

Finally, we assessed the performance of various mmWave communication scenarios, including AP-, UAV-, and D2Dbased deployments. We demonstrated that for the same intensity of communicating entities the UAV-based deployments are characterized by the best SIR conditions. It is important to note that the gains in applying UAVs instead of the standard APs are not dramatic, since the impact of heights on the SIR levels is most prominent for smaller values. Conversely, the D2D-based scenario is susceptible to the worst SIR performance.

## Appendix A

## Evaluating Vertical Exposure Probability

Numerical evaluation of the vertical exposure probability is the most computationally expensive component of the proposed model. Below, we briefly outline a computational procedure for estimating the vertical exposure probability $p_{V}(r)$.
An example of jpdf $f_{\gamma, \theta, \beta}\left(y_{1}, y_{4}, y_{6}\right)$ is shown in Fig. 9(a). To estimate $p_{V}(r)$, one needs to integrate it according to (32). Fig. 9(b) depicts regions, where $|\theta-\gamma|<\alpha_{T, V} / 2 \cap|\theta-\beta|<$ $\alpha_{R, V} / 2$, over which the jpdf needs to be integrated to estimate the vertical exposure probability. Finally, the intersections between the piecewise integrand and the integration regions are given in Fig. 9(c).
To illustrate the integration process, let us fix $\theta=-\pi / 3$. Fig. 10(a) displays the jpdf of $\{\gamma, \beta\}$ where $\theta=-\pi / 3$. Further, by fixing $\beta=-\pi / 5$, we arrive at the regions where the jpdf has different shapes of piecewise function overlapping with the $|\theta-\gamma|<\alpha_{T, V} / 2 \cap|\theta-\beta|<\alpha_{R, V} / 2$ as shown in Fig. 10(b). Further, we need to integrate over these regions. We obtain $p_{V}(r)$ in the closed form (see in (58)) by selecting one of them as shown in Fig. 10(c) to illustrate the process.

## Appendix B <br> Propositions for Special Cases of the Model

In this Appendix, we summarize our results for the special cases of the model: (i) vertical exposure probability for omnidirectional Rx nodes, (ii) vertical exposure probability for fixed heights of communicating entities, and (iii) blockage probability for fixed heights of Tx and Rx nodes.

Proposition 5 (Vertical Exposure Probability for Omnidirectional Rx Nodes). The vertical exposure probability, $p_{V}(r)$, for directional antennas at Tx nodes and omnidirectional ones at $R x$ nodes, is established by integrating the jpdf of angles $\beta, \theta$ over $|\beta-\theta|<\alpha_{T, V} / 2$ (Fig. 11), i.e.,

$$
\begin{equation*}
p_{V}(r)=\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{y_{4}-\frac{\alpha_{T, V}}{2}}^{y_{4}+\frac{\alpha_{T, V}}{2}} f_{\beta, \theta}\left(y_{1}, y_{4}\right) d y_{1} d y_{4}, \tag{59}
\end{equation*}
$$



Fig. 8. SIR levels for different scenarios and antenna directivities.


Fig. 9. Details of integration for vertical exposure probability $p_{V}(r)$.


Fig. 10. Details of integration for vertical exposure probability $p_{V}(r)$.
where $f_{\beta, \theta}\left(y_{1}, y_{4}\right)$ is the jpdf of $\beta$ and $\theta$ is

$$
\begin{align*}
& \left.f_{\eta_{1}, \eta_{4}}\left(y_{1}, y_{4}\right)=\iiint_{\mathrm{R}^{3}} f_{\vec{\xi}^{n}}\left[\phi_{i}\left(\vec{y}^{n}\right)\right)\right]|\mathbb{J}| d y_{2} d y_{3} d y_{5}= \\
& =\int_{0}^{R_{I}} \int_{0}^{R_{T}} \int_{l\left(y_{i}\right)}^{\infty} \frac{4 \mu^{3} y_{3}^{2} y_{5}^{2} \mathrm{e}^{-\mu\left(y_{3} \tan \left(y_{1}\right)+3 y_{2}+y_{5} \tan \left(y_{4}\right)\right)}}{\sec ^{-2}\left(y_{1}\right) \sec ^{-2}\left(y_{4}\right) R_{I}^{2} R_{T}^{2}} d y_{2} d y_{3} d y_{5}= \\
& =\int_{0}^{R_{I}} \int_{0}^{R_{T}} \frac{4 \mu^{2} y_{3}^{2} y_{5}^{2} e^{-\mu\left(3 l\left(y_{i}\right)+y_{3} \tan \left(y_{1}\right)+y_{5} \tan \left(y_{4}\right)\right)}}{\sec ^{-2}\left(y_{1}\right) \sec ^{-2}\left(y_{4}\right) 3 R_{I}^{2} R_{T}^{2}} d y_{3} d y_{5}= \\
& =\int_{0}^{R_{I}} f_{\eta_{1} \eta_{4} \eta_{5}}\left(y_{1}, y_{4}, y_{5}\right) d y_{5} . \tag{60}
\end{align*}
$$

Proof. Let $\overrightarrow{\xi^{n}}=\left\{\xi_{1}, \ldots, \xi_{4}\right\}=\left\{H_{R}, H_{T}, d_{T}, H_{I T}\right\}$ and observe that its jpdf has a multiplicative form due to independence of the involved components, i.e.,

$$
\begin{equation*}
f_{\overrightarrow{\xi^{n}}}\left(\vec{x}^{n}\right)=\frac{2 x_{3}}{R_{T}^{2}} \mu_{R} e^{-\mu_{R} x_{1}} \mu_{T} e^{-\mu_{T} x_{2}} \mu_{T} e^{-\mu_{T} x_{4}} \tag{61}
\end{equation*}
$$

Let also $\vec{\eta}^{m}=\left\{\eta_{1}, \eta_{4}\right\}=\{\beta, \theta\}$. Since the number of the target RVs, $m$, is lower than the number of the input RVs, $n$, we complement the target RVs with the auxiliary ones as

$$
\begin{equation*}
\vec{\eta}^{n}=\left\{\eta_{1}, \ldots, \eta_{4}\right\}=\left\{\beta, H_{T}, d_{T}, \theta\right\} . \tag{62}
\end{equation*}
$$

$$
\begin{aligned}
& p_{V}(r)=\int_{-\cot ^{-1}\left(\frac{5 \sqrt{R T^{2}}}{\pi}\right)-\tan ^{-1}\left(\frac{\sqrt{5-2 \sqrt{5}} r}{R_{T}}\right)}^{\frac{1}{10}(5 \alpha R-2 \pi)} \quad\left[\begin{array}{l}
\frac{1}{10}\left(5 \alpha_{T, V}-2 \pi\right) \\
\times\left(e^{\mu_{R} R_{T} \tan \left(y_{6}\right)}\left(\mu_{R} R_{T} \tan \left(y_{6}\right)\left(\mu_{R} R_{T} \tan \left(y_{6}\right)-2\right)+2\right)-2\right) \\
\times\left(\mu_{T}^{2}\left(-R_{T}^{2}\right)-2 \mu_{T} R_{T} \cot \left(y_{1}\right)+2 \cot ^{2}\left(y_{1}\right)\left(e^{\mu_{T} R_{T} \tan \left(y_{1}\right)}-1\right)\right)
\end{array}\right] d y_{1} d y_{6}=
\end{aligned}
$$

$$
\begin{align*}
& \frac{1}{5 R_{T}^{4} \mu_{R} \mu_{T}\left(\mu_{R}+2 \mu_{T}\right)} 2(6-2 \sqrt{5}) e^{\frac{\pi \mu_{R}}{5}-\sqrt{5-2 \sqrt{5}}} r\left(\mu_{R}+\mu_{T}\right) r \\
& =\times\binom{\frac{2(5+2 \sqrt{5})\left(5 r^{2}-2 \sqrt{5} r^{2}+R_{T}^{2}+e^{\sqrt{5-2 \sqrt{5}} r \mu_{T}} R_{T}^{2}\left(-1+\sqrt{5-2 \sqrt{5}} r \mu_{T}\right)\right)}{r^{2}}}{+\frac{20+10 e^{R_{T} \mu_{T} \tan \left[\frac{\pi}{5}-\frac{\alpha_{T}}{2}\right]}\left(-1+R_{T} \mu_{T} \cos \left[\frac{\pi}{10}+\alpha_{T}\right]-\sin \left[\frac{\pi}{10}+\alpha_{T}\right]\right)}{\sin \left[\frac{\pi}{10}+\alpha_{T}\right]-1}}  \tag{58}\\
& \times\binom{\frac{e^{-\frac{\pi \mu_{R}}{5}}\left(-e^{\frac{\pi \mu_{R}}{5}}\left(\pi^{2}+25 R_{T}^{2}\right)+5 R_{T}^{2}\left(5+\pi \mu_{R}\right)\right.}{}}{+\csc \left[\frac{\pi}{5}-\frac{\alpha_{R}}{2}\right]^{2}-e^{-R_{T} \mu_{R} \tan \left[\frac{\pi}{5}-\frac{\alpha_{R}}{2}\right]}\left(1+R_{T} \mu_{R} \tan \left[\frac{\pi}{5}-\frac{\alpha_{R}}{2}\right]\right) \tan \left[\frac{1}{10}\left(3 \pi+5 \alpha_{R}\right)\right]^{2}} .
\end{align*}
$$



Fig. 11. Vertical exposure for omnidirectional Rx nodes.

Hence, the transformation in question is

$$
\left\{\begin{array}{l}
y_{1}=f_{1}\left(\vec{x}^{n}\right)=\beta=\arctan \left[\left(x_{1}-x_{2}\right) / x_{3}\right]  \tag{63}\\
y_{4}=f_{4}\left(\vec{x}^{n}\right)=\theta=\arctan \left[\left(x_{4}-x_{2}\right) / r\right]
\end{array}\right.
$$

and the auxiliary functions are $f_{i}\left(\vec{x}^{n}\right)=x_{i}, i=\{2,3\}$.
The inverses are bijections in the domains of interest, i.e.,

$$
\left\{\begin{array}{l}
x_{1}=\phi_{1}\left(\vec{y}^{n}\right)=y_{2}+y_{3} \tan y_{1}  \tag{64}\\
x_{4}=\phi_{4}\left(\vec{y}^{n}\right)=y_{2}+r \tan y_{4}
\end{array}\right.
$$

which are complemented with $x_{i}=\phi_{i}\left(\vec{y}^{n}\right)=y_{i}, i=\{2,3\}$.
The jpdf can then be represented as

$$
\begin{equation*}
f_{\vec{\eta}^{n}}\left(\vec{y}^{n}\right)=f_{\xi^{n}}\left(\phi_{1}\left(\vec{y}^{n}\right), \ldots, \phi_{n}\left(\vec{y}^{n}\right)\right)|\mathbb{J}| \tag{65}
\end{equation*}
$$

where the Jacobian of the transformation is computed in the form of $\mathbb{J}=y_{3} r \sec ^{2} y_{1} \sec ^{2} y_{4}$ and the jpdf $f_{\overrightarrow{\xi^{n}}}\left(\phi_{1}\left(\vec{y}^{n}\right), \ldots, \phi_{n}\left(\vec{y}^{n}\right)\right)$ takes the form of (61).

Denoting $l\left(y_{i}\right)=\max \left(0,-y_{3} \tan y_{1},-r \tan y_{4}\right)$, we obtain (60). Performing the last integration, we arrive at the jpdf of $\beta$ and $\theta, f_{\beta, \theta}\left(y_{1}, y_{4}\right)$ as in (66).

Proposition 6 (Vertical Exposure Probability for Fixed Heights of Tx and Rx). The vertical exposure probability for fixed heights of $T x$ and Rx nodes, $h_{T}$ and $h_{R}$, is given by

$$
\begin{equation*}
p_{V}(r)=p_{V}\left(r, \alpha_{T, V}\right) p_{V}\left(r, \alpha_{R, V}\right), \tag{67}
\end{equation*}
$$

where the probability $p_{V}(r, \alpha)$ is

$$
\begin{cases}\frac{\left(h_{T}-h_{R}\right)^{2}\left[\cot \left(\frac{\alpha}{2}-\gamma\right)^{2}-\cot \left(\frac{\alpha}{2}+\gamma\right)^{2}\right]}{R_{2}^{2}}, & \left(h_{T}-h_{R}\right) r \in U_{1},  \tag{68}\\ \frac{1-\left(h_{T}-h_{R}\right)^{2} \cot \left(\frac{\alpha}{2}+\gamma\right)^{2}}{R_{T}^{2}}, & \left(h_{T}-h_{R}\right) r \in U_{2},\end{cases}
$$

where the regions are determined by

$$
\begin{equation*}
U_{1}=\left(A_{+}, B\right) \cup\left(B, A_{+}\right), U_{2}=\left(A_{+}, A_{-}\right) \cup\left(A_{-}, B\right) \tag{69}
\end{equation*}
$$

and $A_{ \pm}=\cot \left( \pm \alpha / 2+\gamma_{0}\right), B=\cot ([\pi-\alpha] / 2)$.
Proof. Observe that when the heights of Tx and Rx nodes are constant, the angles $\theta, \gamma$, and $\beta$ are mutually independent, see Fig. 11. Therefore, the vertical exposure probability $p_{V}(r)$ can be written as $p_{V}(r)=p_{V}\left(r, \alpha_{T, V}\right) p_{V}\left(r, \alpha_{R, V}\right)$, where $p_{V}\left(r, \alpha_{T, V}\right)$ and $p_{V}\left(r, \alpha_{R, V}\right)$ are the probabilities that Tx 'hits' a non-tagged Rx and the antenna of the Rx is directed towards a non-tagged Tx , respectively. These probabilities can be established similarly as follows.

Let $\xi$ be the distance between Tx and Rx , and $\alpha$ be the antenna directivity. Denoting the sought angle by $\epsilon$, we have

$$
\begin{equation*}
p_{V}(r, \alpha)=\int_{\gamma-\alpha / 2}^{\gamma+\alpha / 2} f_{\epsilon}(x) d x \tag{70}
\end{equation*}
$$

where $f_{\epsilon}(x)$ is the pdf of the $\mathrm{RV} \epsilon$.
The transformation of interest is $\phi(y)=\left(h_{T}-h_{R}\right) \cot (y)$ and the pdf is $f_{\xi}(x)=2 R_{T}^{-2} x$. Completing the said transformation, we obtain $f_{\epsilon}(y)$ in the following form

$$
\begin{equation*}
f_{\epsilon}(y)=\frac{2\left(h_{T}-h_{R}\right)^{2} \cot (y) \csc \left(y^{2}\right)}{R_{T}^{2}}, 0<y<\frac{\pi}{2} . \tag{71}
\end{equation*}
$$

Performing the integration, we arrive at (68).
Proposition 7 (Blockage Probability for Fixed Heights of Tx and Rx). The blockage probability in a Poisson field of blockers with fixed heights of $T x$ and $R x, h_{T}$ and $h_{R}$, is

$$
\begin{equation*}
p_{B}(r)=1-e^{\frac{2 \lambda\left(e^{\left.-h_{R} \mu_{B}-e^{-h_{T} \mu_{B}}\right) r_{B} r}\right.}{\left(h_{R}-h_{T}\right) \mu_{B}}} . \tag{72}
\end{equation*}
$$

Proof. Assuming $h_{T}>h_{R}$, observe that the height of the LoS path is uniformly distributed within $\left(h_{R}, h_{T}\right)$. Since the pdf of the difference between the LoS path and the height of a blocker is uniformly distributed in $\left(0, R_{I}\right), G_{r}$ is a convolution of the uniform and the exponential distributions, i.e.,

$$
\begin{align*}
f_{G_{r}}(y) & =\frac{e^{-\left(h_{R}+h_{T}-y\right) \mu_{B}}\left(e^{h_{R} \mu_{B}}-e^{h_{T} \mu_{B}}\right)}{h_{R}-h_{T}}- \\
& -\frac{-1+e^{\left(-h_{T}+y\right) \mu_{B}}}{h_{T}-h_{R}}, h_{R}<y \cap h_{T}>y \tag{73}
\end{align*}
$$

Then, the probability of blockage by a single obstacle is

$$
\begin{align*}
p_{B, 1}(r) & =1-\operatorname{Pr}\left\{G_{r}>0\right\}=1-\int_{0}^{\infty} f_{G_{r}}(y) d y= \\
1 & \frac{e^{-h_{R} \mu_{B}}-e^{-h_{T} \mu_{B}}+h_{R} \mu_{B}-h_{T} \mu_{B}}{h_{R} \mu_{B}-h_{T} \mu_{B}}= \\
& =\frac{-e^{-h_{R} \mu_{B}}+e^{-h_{T} \mu_{B}}}{\left(h_{R}-h_{T}\right) \mu_{B}} \tag{74}
\end{align*}
$$

Substituting (74) into (20), we arrive at (72).
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Supplement A Joint probability density function $f_{\gamma, \theta, \beta}\left(y_{1}, y_{4}, y_{6}\right)$
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| :---: | :---: |
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| $\begin{aligned} & -\frac{4 r \cot \left(y_{1}\right) \csc ^{2}\left(y_{1}\right)}{\mu_{R} \mu_{T} T_{T}\left(\mu_{R}+2 \mu_{T} \mu^{2}\right)} \operatorname{sc}^{2}\left(y_{4}\right) \cot \left(y_{6}\right) \csc ^{2}\left(y_{6}\right)\left(e^{\mu_{R} R_{T} \tan \left(y_{6}\right)}\left(\mu_{R} R_{T} \tan \left(y_{6}\right)\left(\mu_{R} R_{T} \tan \left(y_{6}\right)-2\right)+2\right)-2\right) \times \\ & \times e^{\mu_{R} r \tan \left(y_{4}\right)-\mu_{R} y_{4}}\left(\mu_{T} r \tan \left(y_{4}\right)\left(\mu_{T} r \tan \left(y_{4}\right)+2\right)-2 e^{\mu_{T} r \tan \left(y_{4} 4\right)}+2\right) \end{aligned}$ | $\begin{aligned} & \left(y_{1}=0 \wedge y_{4}<0 \wedge R_{T}<\left\|y_{4} \cot \left(y_{6}\right)\right\| \wedge R_{T} \tan \left(y_{1}\right) \leq r \tan \left(y_{4}\right)\right) \vee \\ & \vee\left(y_{1} \leq 0 \wedge y_{4}<0 \wedge R_{T}<\left\|y_{4} \cot \left(y_{6}\right)\right\| \wedge R_{T} \tan \left(y_{1}\right)=r \tan \left(y_{4}\right)\right) \end{aligned}$ |
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| $\left.\begin{array}{l} \left.\times\left(e^{\mu_{R} R \tan \left(y_{6}\right) y_{4} \cot \left(y_{6}\right) \mid} \times\left(\mu_{R} \tan \left(y_{6}\right)\left(\mu_{R} v_{4}^{2} \cot \left(y_{6}\right)-2 \mid y_{4} \cot \left(y_{6}\right)\right)\right)+2\right)-2\right) \times \\ \left.\times\left(\begin{array}{l} 2\left(\left(\mu_{R}+\mu_{T}\right)^{3}\left(e^{\mu_{T} R_{T} \tan \left(y_{1}\right)}-1\right) e^{r\left(\mu_{R}+2 \mu_{T} T \tan \left(y_{4}\right)\right.}+\mu_{T}^{3} e^{\mu_{T} R_{T} T_{T} \tan \left(y_{1}\right)}\left(e^{R_{T}\left(\mu_{R}+\mu_{T}\right) \tan \left(y_{1}\right)}-1\right)\right)+\mu_{T} R_{T}\left(\mu_{R}+\mu_{T}\right) \tan \left(y_{1}\right) \times \\ \times\left(\mu_{T}^{2} R_{T} R_{T}\left(\mu_{R}+2 \mu_{T}\right) \tan \left(y_{1}\right)\right. \end{array} R_{T}\left(\mu_{R}+\mu_{T}\right) \tan \left(y_{1}\right)-2\right)-\left(\mu_{R}+\mu_{T}\right)^{2}\left(\mu_{T} R_{T} \tan \left(y_{1}\right)+2\right) e^{r\left(\mu_{R}+2 \mu_{T}\right) \tan \left(y_{4}\right)}\right) \end{array}\right) .$ | $\left(\left\|y_{4} \cot \left(y_{6}\right)\right\| \geq 0 \wedge y_{1}<0 \wedge R_{T} \tan \left(y_{1}\right) \geq r \tan \left(y_{4}\right) \wedge y_{4} \geq 0 \wedge R_{T}>\mid y_{4} \cot \left(y_{6} \mid\right)\right.$ |
|  | $\begin{aligned} & \left(y_{1}=0 \wedge y_{4}<0 \wedge R_{T}>\left\|y_{4} \cot \left(y_{6}\right)\right\| \wedge\left\|y_{4} \cot \left(y_{6}\right)\right\|>0 \wedge R_{T} \tan \left(y_{1}\right) \leq r \tan \left(y_{4}\right)\right) \vee \\ & \vee\left(y_{1} \leq 0 \wedge y_{4}<0 \wedge R_{T}>\left\|y_{4} \cot \left(y_{6}\right)\right\| \wedge\left\|y_{4} \cot \left(y_{6}\right)\right\|>0 \wedge R_{T} \tan \left(y_{1}\right)=r \tan \left(y_{4}\right)\right) \end{aligned}$ |
| $\begin{aligned} & \frac{4 r \cot \left(y_{4}\right) \sec ^{2}\left(y_{4}\right) \csc \left(y_{6}\right)}{\mu_{R} \mu_{T} R_{T}^{4}\left(\mu_{R}+\mu_{T}\right)^{2}\left(\mu_{R}+2 \mu_{T}\right)} e_{R}^{\mu_{R}\left(-y_{4}\right)-\mu_{T} r \tan \left(y_{4}\right)} \times \\ & \times\left(\mu_{R}\left(2 \sqrt{y_{4}^{2} \cot \left(y_{6}\right) \cot \left(y_{6}\right)}-\mu_{R} y_{4}^{2} \cot \left(y_{6}\right)\right) e^{\mu_{R} \tan \left(y_{6}\right) \sqrt{y_{4}^{2} \cot \left(y_{6}\right) \cot \left(y_{6}\right)}}-2 \cot \left(y_{6}\right)\left(e^{\mu_{R} \tan \left(y_{6}\right) \sqrt{y_{4}^{2} \cot \left(y_{6}\right) \cot \left(y_{6}\right)}}-1\right)\right) \times \end{aligned}$ |  |
| $\times\left(\begin{array}{l} \mu_{T}^{3} R_{T}^{2}\left(\mu_{R}+\mu_{T}\right)^{2} \sec ^{2}\left(y_{1}\right)\left(-e^{\left.R_{T}\left(\mu_{R}+\mu_{T}\right) \tan \left(y_{1}\right)\right)}\right)+\csc ^{2}\left(y_{1}\right) \times \\ \times\left(\begin{array}{l} -2 \mu_{T}^{3} R_{T}\left(\mu_{R}+\mu_{\mu}\right) \tan \left(y_{1}\right)+2\left(\mu_{R}+2 \mu_{T}\right)\left(\mu_{R}^{2}+\mu_{R} \mu_{T}+\mu_{T}^{2}\right) e^{r\left(\mu_{R}+\mu_{T}\right) \tan \left(y_{4}\right)}+\mu_{T} r\left(\mu_{R}+\mu_{T}\right)\left(\mu_{R}+2 \mu_{T}\right) \tan \left(y_{4}\right) e^{r\left(\mu_{R}+\mu_{T}\right) \tan \left(y_{4}\right)} \\ \times\left(2 \mu_{R}+\mu_{T} r\left(\mu_{R}+\mu_{T}\right) \tan \left(y_{4}\right)\right)-2\left(\mu_{R}+\mu_{T}\right)^{3} e^{r\left(\mu_{R}+2 \mu_{T}\right) \tan \left(y_{4}\right)} \\ +2 \mu_{T}^{3} R_{T}\left(\mu_{R}+\mu_{T}\right) \csc \left(y_{1}\right) \sec \left(y_{1}\right) e^{R_{T}\left(\mu_{R}+\mu_{T}\right) \tan \left(y_{1}\right)} \end{array}\right)+ \end{array}\right.$ | $\left\|y_{4} \cot \left(y_{6}\right)\right\| \geq 0 \wedge y_{1}<0 \wedge R_{T} \tan \left(y_{1}\right)<r \tan \left(y_{4}\right) \wedge y_{4}<0 \wedge R_{T}>\left\|y_{4} \cot \left(y_{6}\right)\right\|$ |
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