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#### Abstract

Partial order methods alleviate state explosion by considering only a subset of actions in each constructed state. The choice of the subset depends on the properties that the method promises to preserve. Many methods have been developed ranging from deadlockpreserving to CTL*-preserving and divergence-sensitive branching bisimilarity preserving. The less the method preserves, the smaller state spaces it constructs. Fair testing equivalence unifies deadlocks with livelocks that cannot be exited, and ignores the other livelocks. It is the weakest congruence that preserves whether or not the system may enter a livelock that it cannot leave. We prove that a method that was designed for trace equivalence also preserves fair testing equivalence. We demonstrate its effectiveness on a protocol with a connection and data transfer phase. This is the first practical partial order method that deals with a practical fairness assumption.
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## 1 Introduction

State spaces of systems that consist of many parallel components are often huge. Typically many states arise from executing concurrent actions in different orders. The methods discussed in, e.g., $[3,5,9-11,13,19,20,25-$ $29,33-37]$, try to reduce the number of states by, roughly speaking, studying only some orders that represent all of them. This is achieved by only investigating a subset of actions in each state. This subset is usually called ample, persistent, or stubborn. In this study we call it aps, when the differences between the three do not matter.

The differences between stubborn, ample, and persistent set methods were discussed in detail in [37]. We
call them aps set methods. They are usually called partial order methods, but this phrase is also often used in a significantly wider sense, causing ambiguity. The literature on partial order methods is extensive, so it is not possible to provide a survey here. Let us, however, mention two classes of methods that are also called partial order but are fundamentally different from aps set methods.

The basic form of dynamic partial order methods (e.g., $[1,7,12,22]$ ) is restricted to acyclic systems, but cyclic systems can be dealt with to some extent with trickery. These methods investigate a sufficient collection of executions by firing one transition at a time. They do not compute aps sets. Instead, they recognize potential choice or conflict situations afterwards and, if necessary, later backtrack to investigate the opposite choice. When this works well, most states are encountered only once. This facilitates "stateless" model checking, meaning that states that are not along the current execution path need not be kept in memory. It makes it possible to analyse bigger systems than aps set methods do, but also runs the risk of extremely long analysis times if, against the expectation, same states are encountered repeatedly.

Unfolding methods (e.g., $[4,17,22]$ ) are based on building a partial order data structure that represents the behaviour of the system in a true concurrency fashion. Individual states are not represented explicitly. Instead, information on each individual state is distributed over many nodes of the structure. Again, difficulties arise when applying the idea to cyclic systems. Cyclic systems can be handled, but at a potentially high cost.

Aps set, dynamic partial order, and unfolding methods each have their distinct advantages and disadvantages. In the present publication, cyclic behaviour and explicit representation of states are central, making it hard to see how dynamic partial order or unfolding methods could apply.

The phrase "partial order" refers to the intuition that if two executions only differ in the order in which two
concurrent actions occur, then they are linearizations of the same, more abstract concurrent execution that does not specify the order. Unfolding methods represent these abstract executions rather directly, while aps set and dynamic partial order methods are often described as trying to represent only one linearization for each abstract execution. This intuition works well with executions that lead to a deadlock, that is, to a state that has no outgoing transitions.

However, traces and divergence traces, for instance, arise from not necessarily deadlocking executions. With them, to obtain good reduction results, a constructed execution must often lack occurrences of invisible actions and contain additional occurrences of invisible actions compared to executions that it represents. With branching time properties, thinking in terms of executions is insufficient to start with. Therefore, most aps set methods would better not be called partial order methods, because partial order intuition leads to subtly but dangerously wrong expectations on how the methods work, and thus hampers understanding them.

The more properties a method preserves, the worse are the reduction results that it yields. As a consequence, a wide range of aps set methods has been developed. The simplest only preserve the deadlocks (that is, the reduced state space has precisely the same deadlocks as the full state space) [25], while at the other end the CTL* logic (excluding the next state operator) and divergencesensitive branching bisimilarity are preserved $[9,20,29]$.

The preservation of the promised properties is guaranteed by stating conditions that the aps sets must satisfy. Various algorithms for computing sets that satisfy the conditions have been proposed. In an attempt to improve reduction results, more and more complicated conditions and algorithms have been developed. There is a trade-off between reduction results on the one hand, and simplicity and the time that it takes to compute an aps set on the other hand.

Consider a cycle where the system does not make progress, but there is a path from it to a progress action. As such, traditional methods for proving progress treat the cycle as a violation against progress. However, this is not always the intention. Therefore, so-called fairness assumptions [15] are often formulated, stating that the execution eventually leaves the cycle. Unfortunately, how to take them into account while retaining good reduction results has always been a problem for aps set methods. For instance, fairness is not mentioned in the partial order reduction chapter of [3]. Furthermore, as pointed out in [5], the most widely used condition for guaranteeing the preservation of linear-time progress (see, e.g., [3, p. 155]) often works in a way that is detrimental to reduction results.

Fair testing equivalence [21], which goes back to Section 3.3.2 in [40], always treats this kind of cycles as progress. If there is no path from a cycle to a progress action, then both fair testing equivalence and the tra-
ditional methods treat it as non-progress. This makes fair testing equivalence suitable for catching many nonprogress errors, without the need to formulate fairness assumptions. For instance, Section 3 presents a system where suitable fairness assumptions are difficult to formulate, but fair testing works well.

Fair testing equivalence implies trace equivalence. As a consequence, it cannot have better reduction methods than trace equivalence. Fair testing equivalence is a branching time notion. So one might have guessed that any method that preserves it would rely on strong conditions, resulting in bad reduction results. Suprisingly, it turned out that a more than 20 years old tracepreserving stubborn set method $[27,29]$ also preserves fair testing equivalence. This is the first main result of the present study. It means that no reduction power is lost compared to trace equivalence.

Most conditions in aps set methods can be enforced with algorithms that only look at the current state of the system under analysis. However, many methods also have a condition that looks at all states in a cycle or terminal strong component of the reduced LTS. Without the additional condition, if some part of the system can execute a cycle without the rest of the system participating, the method may incorrectly terminate after investigating only the behaviour of that part. This is known as the ignoring problem, because the method ignores the behaviour of the rest of the system.

Conditions that solve the ignoring problem are particularly difficult to enforce without significant loss of reduction power. In the present study, new observations and theorems lead to the conclusion that when preserving the trace (and fair testing) equivalence, in most cases, the ignoring problem need not be solved at all! This is our second main result.

General background concepts are introduced in Section 2 . Section 3 discusses two telecommunication protocols and fairness in their verification. Fair testing equivalence is defined in Section 4. Section 5 introduces stubborn sets. In Section 6 we prove that the trace-preserving stubborn set method also applies to fair testing equivalence, and a modified method to a modified equivalence. Implementation of stubborn sets excluding solutions to the ignoring problem is discussed in Section 7. This material makes this publication self-contained. Section 8 discusses further the ignoring problem and why it is good to avoid strong conditions. The new results on the ignoring problem are presented in Section 9. Section 10 shows some performance measurements, after which a conclusions section ends the study.

A much shorter version of this study appeared as [39]. Compared to it, the novel results on the ignoring problem are new; the method that preserves tree failure equivalence is new; and the discussion of many issues has been made much more extensive, with many small illustrative examples. The old solution to the ignoring problem has been removed.

## 2 Labelled Transition Systems

In this section we first define labelled transition systems and two operators for composing systems from them. We also define some useful notation. Then we define the wellknown trace equivalence and stable failures equivalence, and discuss why the failures must be stable.

The symbol $\tau$ denotes the invisible action. A labelled transition system or $L T S$ is a tuple $L=(S, \Sigma, \Delta, \hat{s})$ such that $\tau \notin \Sigma, \Delta \subseteq S \times(\Sigma \cup\{\tau\}) \times S$, and $\hat{s} \in S$. The elements of $S, \Sigma$, and $\Delta$ are called states, visible actions, and transitions, respectively. The state $\hat{s}$ is the initial state. An action is a visible action or $\tau$.

In drawings, states are represented as circles, and transitions as labelled arrows from a state to a state. The initial state is distinguished with an arrow whose tail is not adjacent to any state. If the alphabet is not given explicitly, it consists of the labels of transitions other than $\tau$. Figure 1 later in this section shows four LTSs. The alphabets of the first two and last two are $\{a, b\}$ and $\{b\}$, respectively.

We use the convention that, unless otherwise stated, $L^{\prime}=\left(S^{\prime}, \Sigma^{\prime}, \Delta^{\prime}, \hat{s}^{\prime}\right), L_{i}=\left(S_{i}, \Sigma_{i}, \Delta_{i}, \hat{s}_{i}\right)$, and so on.

The empty string is denoted with $\varepsilon$. We have $\varepsilon \neq \tau$ and $\varepsilon \notin \Sigma$.

Let $n \geq 0, s$ and $s^{\prime}$ be states, and $a_{1}, \ldots, a_{n}$ be actions. The notation $s-a_{1} \cdots a_{n} \rightarrow s^{\prime}$ denotes that there are states $s_{0}, \ldots, s_{n}$ such that $s=s_{0}, s_{n}=s^{\prime}$, and $\left(s_{i-1}, a_{i}, s_{i}\right) \in \Delta$ for $1 \leq i \leq n$. For instance, $\hat{s}-\tau a a a b \rightarrow$ $s_{4}$ in the $L$ in Figure 1. The notation $s-a_{1} \cdots a_{n} \rightarrow$ denotes that there is some $s^{\prime}$ such that $s-a_{1} \cdots a_{n} \rightarrow s^{\prime}$. The set of enabled actions of $s$ is defined as en $(s)=\{a \in$ $\Sigma \cup\{\tau\} \mid s-a \rightarrow\}$. The $L$ in Figure 1 has en $(\hat{s})=\{\tau\}$, en $\left(s_{2}\right)=\{a, b\}$, en $\left(s_{3}\right)=\{a\}$, and en $\left(s_{4}\right)=\emptyset$.

The reachable part of $L$ is the $\operatorname{LTS}\left(S^{\prime}, \Sigma, \Delta^{\prime}, \hat{s}\right)$, where

$$
\begin{aligned}
& -S^{\prime}=\left\{s \in S \mid \exists \sigma \in(\Sigma \cup\{\tau\})^{*}: \hat{s}-\sigma \rightarrow s\right\} \text { and } \\
& -\Delta^{\prime}=\left\{\left(s, a, s^{\prime}\right) \in \Delta \mid s \in S^{\prime}\right\}
\end{aligned}
$$

For instance, the reachable part of $\mathrm{O} \xrightarrow{a} \xrightarrow{b} \mathrm{O}$ O is $\stackrel{\rightharpoonup}{b} \mathrm{O}$ with the alphabet $\{a, b\}$.

The parallel composition of $L_{1}$ and $L_{2}$ is denoted with $L_{1} \| L_{2}$. It is the reachable part of $(S, \Sigma, \Delta, \hat{s})$, where $S=S_{1} \times S_{2}, \Sigma=\Sigma_{1} \cup \Sigma_{2}, \hat{s}=\left(\hat{s}_{1}, \hat{s}_{2}\right)$, and $\left(\left(s_{1}, s_{2}\right), a,\left(s_{1}^{\prime}, s_{2}^{\prime}\right)\right) \in \Delta$ if and only if
$-\left(s_{1}, a, s_{1}^{\prime}\right) \in \Delta_{1}, s_{2}^{\prime}=s_{2} \in S_{2}$, and $a \notin \Sigma_{2}$,
$-\left(s_{2}, a, s_{2}^{\prime}\right) \in \Delta_{2}, s_{1}^{\prime}=s_{1} \in S_{1}$, and $a \notin \Sigma_{1}$, or
$-\left(s_{1}, a, s_{1}^{\prime}\right) \in \Delta_{1},\left(s_{2}, a, s_{2}^{\prime}\right) \in \Delta_{2}$, and $a \in \Sigma_{1} \cap \Sigma_{2}$.
That is, if $a$ belongs to the alphabets of both components, then an $a$-transition of the parallel composition consists of simultaneous $a$-transitions of both components. If $a$ belongs to the alphabet of one but not the other component, then that component may make an $a$ transition while the other component stays in its current state. Also each $\tau$-transition of the parallel composition consists of one component making a $\tau$-transition without
the other participating. The result of the parallel composition is pruned by only taking the reachable part.

It is easy to check that $\left(L_{1} \| L_{2}\right) \| L_{3}$ is isomorphic to $L_{1} \|\left(L_{2} \| L_{3}\right)$. This means that " ||" can be considered associative, and that $L_{1}\|\cdots\| L_{m}$ is well-defined for any positive integer $m$. Figure 7 in Section 5 shows an example of a parallel composition. For the time being, please read $\tau_{1}$ and $\tau_{2}$ as $\tau$ in it.

The hiding of an action set $A$ in $L$ is denoted with $L \backslash A$. It is $L \backslash A=\left(S, \Sigma^{\prime}, \Delta^{\prime}, \hat{s}\right)$, where $\Sigma^{\prime}=\Sigma \backslash A$ and $\Delta^{\prime}=\left\{\left(s, a, s^{\prime}\right) \in \Delta \mid a \notin A\right\} \cup\left\{\left(s, \tau, s^{\prime}\right) \mid \exists a \in A\right.$ : $\left.\left(s, a, s^{\prime}\right) \in \Delta\right\}$. That is, labels of transitions that are in $A$ are replaced by $\tau$ and removed from the alphabet. Other labels of transitions are not affected. Figure 1 shows two examples.

Let $\sigma \in \Sigma^{*}$. The notation $s=\sigma \Rightarrow s^{\prime}$ denotes that there are $a_{1}, \ldots, a_{n}$ such that $s-a_{1} \cdots a_{n} \rightarrow s^{\prime}$ and $\sigma$ is obtained from $a_{1} \cdots a_{n}$ by leaving out each $\tau$. We say that $\sigma$ is the trace of the path $s-a_{1} \cdots a_{n} \rightarrow s^{\prime}$, of the sequence $a_{1} \cdots a_{n}$, and of the state $s$. The notation $s=\sigma \Rightarrow$ denotes that there is $s^{\prime}$ such that $s=\sigma \Rightarrow s^{\prime}$. The set of traces of $L$ is the set of traces of its initial state, that is,

$$
\operatorname{Tr}(L)=\left\{\sigma \in \Sigma^{*} \mid \hat{s}=\sigma \Rightarrow\right\}
$$

In Figure 1 we have $\operatorname{Tr}(L)=\operatorname{Tr}\left(L^{\prime}\right)=\{\varepsilon, a, a a, \ldots$, $b, a b, a a b, \ldots\}$ and $\operatorname{Tr}(L \backslash\{a\})=\operatorname{Tr}\left(L^{\prime} \backslash\{a\}\right)=\{\varepsilon, b\}$.

The LTSs $L_{1}$ and $L_{2}$ are trace equivalent if and only if $\Sigma_{1}=\Sigma_{2}$ and $\operatorname{Tr}\left(L_{1}\right)=\operatorname{Tr}\left(L_{2}\right)$. The first two LTSs in Figure 1 are trace equivalent, and so are the second two.

An equivalence " $\approx$ " is a congruence with respect to an operator $f$ if and only if for every $L$ and $L^{\prime}, L \approx L^{\prime}$ implies $f(L) \approx f\left(L^{\prime}\right)$. Trace equivalence is a congruence with respect to "\|", " $\backslash$ ", and all other widely used LTS operators. Please see [30] for a proof that all operators in a very wide class can be constructed from " || " and " $\backslash$ " up to trace equivalence. Therefore, trace equivalence is a congruence with respect to this class of operators.

A state $s$ is stable if and only if $\neg(s-\tau \rightarrow)$. Let $A \subseteq$ $\Sigma$. A state $s$ refuses $A$ if and only if $\neg(s=a \Rightarrow)$ for every $a \in A$. A stable failure of an LTS $L$ is a pair $(\sigma, A)$ where $\sigma \in \Sigma^{*}$ and $A \subseteq \Sigma$ such that there is some stable $s$ that refuses $A$ such that $\hat{s}=\sigma \Rightarrow s ; A$ is called a refusal set. It follows from the definition that if $(\sigma, A)$ is a stable failure of $L$, then $\sigma \in \operatorname{Tr}(L)$. Furthermore, $\sigma$ leads to a deadlock if and only if $(\sigma, \Sigma)$ is a stable failure of $L$. The stable failures of the $L$ and $L^{\prime}$ in Figure 1 are $\left(a^{n}, A\right)$ and $\left(a^{n} b, B\right)$ where $n \in \mathbb{N}, A \subseteq\{b\}$, and $B \subseteq\{a, b\}$. The stable failures of $L \backslash\{a\}$ and $L^{\prime} \backslash\{a\}$ are $(b, \emptyset)$ and (b, $\{b\}$ ).

Two LTSs are stable failure equivalent if and only if they have the same alphabets and the same stable failures. Stable failure equivalence is a congruence with respect to " || " and " $\backslash$ ". It is not a congruence with respect to the widely used "choice" operator and the more rare "interrupt" operator, but the equivalence that compares the alphabets, the traces, the stable failures,





Fig. 1. Ordinary failures suffer from a congruence problem
and the initial stability is a congruence with respect to both ( $L$ is initially stable if and only if $\hat{s}$ is stable).

Around 1990, some attention was paid to (ordinary) failures, defined otherwise like stable failures but not requiring that $s$ is stable. Every stable failure is a failure, but not necessarily vice versa. If $(\sigma, A)$ is a failure but not a stable failure, then $\sigma$ is a divergence trace, that is, there is $s$ such that $\hat{s}=\sigma \Rightarrow s-\tau \tau \cdots \rightarrow$. For instance, $(\varepsilon,\{b\})$ is an ordinary but not a stable failure of the $L \backslash\{a\}$ in Figure 1.

What is more, $(\varepsilon,\{b\})$ is not a failure of $L^{\prime} \backslash\{a\}$. On the other hand, $L$ and $L^{\prime}$ have the same alphabet, the same traces, the same failures, and the same divergence traces, and both are initially unstable. This means that unlike stable failures, ordinary failures do not yield a congruence, not even if aided by traces, etc. This is why stable failures became more popular.

Let us relate these failure concepts to the two most well known process-algebraic semantic models. The failures in the failures-divergences equivalence of CSP [23] are neither ordinary nor stable. Instead, they are the union of stable failures with all pairs $(\sigma, A) \in \Sigma^{*} \times 2^{\Sigma}$ such that some prefix of $\sigma$ is a divergence trace. This implies that failures-divergences equivalence does not preserve any information on the behaviour of the system beyond minimal divergence traces, a phenomenon sometimes called catastrophic divergence. To see beyond divergence, the equivalence that compares the traces and stable failures was later added to the CSP theory.

Milner's observation equivalence [18] preserves failures and is a congruence with respect to " $\|$ " and " $\backslash$ ". However, it is too strong for many verification purposes in the sense that it preserves much more information than needed. Because of its strength, although an aps set reduction method for it has been found [29], it is much less powerful than the methods in the present study.

In Section 4 we will find the weakest congruence that preserves ordinary failures. Before that we introduce the example system used in the experiments of this study, because it can be used to illustrate the benefits of the congruence.

## 3 Self-Synchronizing Alternating Bit Protocol

In this section we introduce the self-synchronizing alternating bit protocol used in the experiments in Section 10.


Fig. 2. The architecture and LTSs of the alternating bit protocol

We first introduce the famous original alternating bit protocol, from which our protocol has been developed. In mainstream verification, it is customary to use so-called fairness assumptions [15] to ensure that a system eventually provides service. In this publication we adopt a different approach to fairness. To motivate this decision, we discuss the use of the mainstream fairness assumptions on the original and self-synchronizing alternating bit protocols, pointing out problems.

Figure 2 shows the alternating bit protocol [2] modelled as a system of four LTSs. Its architecture is
(Sender $\|D C\| A C \|$ Receiver $) \backslash\left\{d_{0}, d_{0}^{\prime}, d_{1}, d_{1}^{\prime}, a_{0}, a_{0}^{\prime}, a_{1}, a_{1}^{\prime}\right\}$.
The actions sen, rec, $\mathrm{d}_{i}$, and $\mathrm{d}_{i}^{\prime}$ carry a data value that is not shown in the model. The black states and dashed transitions will be explained later.

The purpose of the protocol is to provide reliable data transmission from the sending site to the receiving site despite the fact that the communication channels between the sites may lose messages. A data value is given for transmission via the action sen. Sender composes a message consisting of the data value and an alternating bit that is either 0 or 1 . Accordingly, the message is modelled with $d_{0}$ or $d_{1}$. Sender sends it to Receiver via DC, which models a data channel. DC either loses the message by executing $\tau$, or delivers it to Receiver by executing $\mathrm{d}_{0}^{\prime}$ or $\mathrm{d}_{1}^{\prime}$. (Please remember that $\tau$-transitions by component LTSs of a parallel composition are not synchronized. So Sender and AC do not participate in the $\tau$-transition of DC.)

If the message has the alternating bit value that Receiver expects, then Receiver delivers its data content via rec, sends an acknowledgement with the same bit value, and then changes its expected bit value. If the message has the wrong bit value, Receiver only sends an acknowledgement. Analogously, the acknowledgement channel AC either loses the acknowledgement or delivers it to Sender.

When Sender receives an acknowledgement with the correct alternating bit value, it changes its own bit value and becomes ready for the transmission of the next data value. If such an acknowledgement does not arrive in time, Sender executes a $\tau$-transition (this is called timeout) and re-sends the data message. The length of the


Fig. 3. The service provided by the alternating bit protocol
waiting time is not modelled. If an acknowledgement with the wrong bit value arrives, Sender just consumes it.

In the figure, we have abstracted from the data values. In the model, each black state has a copy for each possible value of the data so that, in case of a re-send, the same value is sent.

If the data message gets through but the acknowledgement is lost or delayed, Sender re-sends a data value that has already been delivered. Thanks to the alternating bit, Receiver recognizes this situation and does not re-deliver the data value. The alternating bit in the acknowledgements prevents Sender from mis-interpreting a delayed acknowledgement of an earlier data message as an acknowledgement of the most recent data message.

Figure 3 shows an LTS that has the same traces, stable failures, and divergence traces as the system in Figure 2, assuming that there are two different data values, N and Y . Altogether, the only way how the protocol may fail is that Sender re-sends the same data message forever. This may happen because of repeated losses of data messages or acknowledgements, or because Sender repeatedly chooses a $\tau$-transition although an $a_{i}^{\prime}-$ transition with the correct $i$ is or will become enabled. If no data message gets through, this is seen as a $\tau$-selfloop before the recN- or recY-transition in the figure, and otherwise as the third $\tau$-self-loop. When Sender receives a correct acknowledgement, it becomes ready for a new sen-action. While waiting for it, the protocol may consume the data messages and acknowledgements that are still in transit, but from then on it does nothing until the next sen-action.

Often it is reasonable to assume that although the channels may lose messages, they are not totally broken, and although pre-mature timeouts are possible, Sender is not always too fast. In mainstream verification, these assumptions are modelled with fairness assumptions [15]. Full discussion would require more (or different) information on transitions than the labels in the LTS formalism provide. Therefore, we describe the idea in a slightly simplified form that is not technically correct in general, but works in the case of Figure 2.

Fairness is easiest to understand via its negation, unfairness. An infinite execution $\hat{s}-a_{1} \rightarrow s_{1}-a_{2} \rightarrow \ldots$ is weakly unfair towards an action $a$, if and only if there is $n \in \mathbb{N}$ such that when $i \geq n, s_{i}-a \rightarrow$ but $a_{i} \neq a$. That is, from some point on, $a$ is continuously enabled but does not occur. The execution is strongly unfair towards $a$, if and only if there is $n$ such that $s_{i}-a \rightarrow$
for infinitely many $i$, but $a_{i} \neq a$ when $i \geq n$. That is, from some point on, $a$ is repeatedly enabled but does not occur. Strong fairness towards $a$ implies weak fairness towards $a$. In applications, two sets $F_{\mathrm{w}}$ and $F_{\mathrm{s}}$ of actions are chosen, and it is assumed that all executions of the modelled system are weakly fair towards every element of $F_{\mathrm{w}}$ and strongly fair towards every element of $F_{\mathrm{s}}$. As a consequence, unfair executions of the model are considered to not correspond to "real" executions of the modelled system and thus are not considered as valid counter-examples to a property.

In the case of Figure 2, let $F_{\mathrm{w}}=F_{\mathrm{s}}=\left\{\right.$ sen, rec, $\mathrm{d}_{0}$, $\left.\ldots, a_{1}^{\prime}\right\}$. This models the informal assumption that, for instance, although messages may be lost at any time, they are not systematically lost. We now argue that in the presence of the dashed transitions in Figure 2, if an execution contains never-ending re-sendings, then it violates our fairness assumption. This means that it is not considered to correspond to a "real" execution. So in any "real" execution, any message that is sent is eventually delivered.

Assume that at some stage, Sender runs around the $d_{0}-\tau$-cycle without executing $a_{0}^{\prime}$. Executions of $a_{1}^{\prime}$ may but need not occur. For simplicity, we assume that Receiver is in its initial state (number 1 in the figure); similar arguments apply if it is in some other state. Strong fairness towards $\mathrm{d}_{0}^{\prime}$ prevents indefinite losses in DC and forces Receiver to move to state 2. Weak fairness towards rec forces Receiver to continue to state 3. If AC is not in its initial state, strong fairness towards $a_{0}^{\prime}$ and $a_{1}^{\prime}$ guarantees that it eventually moves there, by executing either $\mathrm{a}_{0}^{\prime}$ (which we assumed not to happen), $\mathrm{a}_{1}^{\prime}$, or $\tau$. (When fairness towards $x$ forces an LTS to leave a state, it does not necessarily mean that the state must be left via an $x$-transition.) Weak fairness now guarantees that Receiver executes $a_{0}$, entering state 4 . Then strong fairness towards $\mathrm{d}_{0}^{\prime}$ forces Receiver to move again. It returns to state 3 , since $\mathrm{d}_{1}^{\prime}$ is not available. Thus, $\mathrm{a}_{0}$ is repeated infinitely many times. As a consequence, $a_{0}^{\prime}$ is enabled infinitely often but not executed, so the execution violates strong fairness.

We now argue that if certain apparently innocent modifications are made to Sender, then our fairness assumption no longer rules out all never-ending re-sendings and thus no longer guarantees that any message that is sent is eventually delivered. Let us use subscripts to indicate the LTS whose $\tau$-transition is executed. First, if the dashed transitions are removed, then the cycle $\mathrm{d}_{0} \tau_{\text {Sender }} \mathrm{d}_{0}^{\prime} \mathrm{a}_{0} \tau_{\text {AC }}$ (where Receiver is in state 4 at the beginning) is fair, because $a_{0}^{\prime}$ is never enabled in it. Second, if the dashed transitions are kept but the solid vertical $a_{0}^{\prime}$ - and $a_{1}^{\prime}$-transitions are removed, then the cycle $\mathrm{d}_{0} \mathrm{~d}_{0}^{\prime} \mathrm{a}_{0} \tau_{\mathrm{AC}} \tau_{\text {Sender }}$ is fair. So, despite the use of fairness assumptions, these two versions may degenerate to never-ending re-sendings. The last version is observation equivalent [18] to the original version. This illustrates that fairness is not necessarily preserved dur-


Fig. 4. The example system: architecture, Sender, Receiver, D, A, Dloss, and Aloss. Each sen, rec, $\mathrm{d}_{0}, \mathrm{~d}_{1}, \mathrm{~d}_{0}$, and $\mathrm{d}_{1}$ carries a parameter that is either N or Y . Each black state corresponds to two states, one for each parameter value. Each $\bar{x}$ synchronizes with $x$ along a line in the architecture picture as explained in the main text. The output of the rightmost $D$ is consumed either by Receiver or Dloss, and similarly with the leftmost A
ing equivalence-preserving reductions, which is a major problem for process-algebraic verification methods.

This example also illustrates that to verify progress properties, the modeller may have to put in details that do not arise naturally from the original system description, such as the dashed transitions in Figure 2. The error scenario in the absence of the dashed transitions and presence of fairness is that always when the acknowledgement is in AC, Sender happens to be in the tail state of the $\mathrm{d}_{0}$-transition at least until the acknowledgement is lost. Because $\tau_{\text {Sender }}$ models timeout, an eternally resending Sender spends much more time in the head than the tail state of the $d_{0}$-transition. This makes the error scenario unrealistic in practice, so one would want a better fairness assumption.

In real life, it is usually unacceptable that a protocol may degenerate to never-ending re-sendings. Instead, the protocol should eventually give up and inform the user about the error situation. It should also be able to recover if the channel is later fixed. In the remainder of this section we design such a protocol by modifying the alternating bit protocol. It is called the self-synchronizing alternating bit protocol. To our best knowledge, it was first presented in [38]. It will be used to illustrate one
more problem related to traditional fairness. It will also be used in the experiments in Section 10.

The self-synchronizing protocol is shown in Figure 4. To get an infinite family of systems with bigger and bigger LTSs facilitating an interesting series of reduction measurements, we have replaced DC and AC by channels which can store more than one message. The data channel consists of some constant number of copies of cells D, together with Dloss. Each cell can hold one message, which it reliably delivers further. A message delivered by the rightmost $D$ is consumed either by Receiver or by Dloss. The latter models the loss of a data message. The acknowledgement channel is modelled in a similar fashion.

The system could be modelled by labelling the actions between Receiver and the first A-cell with $a_{0}^{0}$ and $a_{1}^{0}$, the actions between the first and second A-cell with $a_{0}^{1}$ and $a_{1}^{1}$, and so on, and similarly with the data channel. To avoid the resulting notational complexity, we use overbar notation instead. Excluding sen, ok, err, and rec, synchronization occurs between $x$ in one LTS and $\bar{x}$ in another LTS connected to the former LTS in the architecture picture. For instance, $d_{0}$ from Sender synchronizes with $\overline{\mathrm{d}}_{0}$ from the first D-cell.

We have added two actions to Sender, ok and err. They indicate that it is or is not certain that the message got through. Sender has an upper bound to how many times it tries to send each data message. We denote it with $\ell$. To not make Figure 4 too complicated, $\ell=1$ in it. Sender executes ok after getting an acknowledgement with the correct alternating bit value, and err after getting a timeout after the maximum number of sending attempts.

Assume that Sender has just executed err. If the data message was lost, then Receiver did not change its alternating bit value, but if it did get through (and the acknowledgement was lost or delayed), Receiver did change it. So Sender cannot know which alternating bit value to use for the next data message, so that Receiver will not reject it as a re-send of the previous message.

Because of this, after receiving the next sending request after err, Sender sends a flush message, waits for an acknowledgement for it, and only then sends the data message. Receiver acknowledges the flush message without executing rec. When the acknowledgement comes to Sender, it is certain that there are no remnant messages with the opposite bit value in the system, so the use of that value for the next data message is safe. This is true despite the fact that the acknowledgement with the expected bit value may itself be a remnant message.

Timeouts and re-sending also apply to flush messages. If $\ell$ flushing attempts have been made in vain, Sender executes err again. To make the protocol more fault-tolerant, the flush mechanism is used also in connection with the first sending request.

There are two kinds of data items: N and Y . Each black state in Figure 4 exists in two copies, one holding

N and another holding Y . Beyond this, the data items are not shown in the figure, to avoid cluttering it. In reality, instead of sen, there are the actions senN and $\operatorname{sen} \mathrm{Y}$, and similarly with rec, $\mathrm{d}_{0}, \overline{\mathrm{~d}}_{0}, \mathrm{~d}_{1}$, and $\overline{\mathrm{d}}_{1}$.

The protocol is expected to provide the following service. For each sen, it eventually replies with ok or err. If it replies with ok, it has delivered the data item with rec. If it replies with err, delivery is possible but not guaranteed, and it may occur before or after the err. There are no unsolicited or double deliveries. If the channels are not totally broken, the protocol cannot lose the ability to reply with ok.

Let us apply typical fairness assumptions to this system. In particular, we assume that neither channel can lose infinitely many messages in a row. These guarantee that if there are infinitely many sen-actions, then infinitely many flush or data messages go through, and infinitely many acknowledgements come back. To avoid the problem that we had with the original alternating bit protocol, let us further assume that Sender actually reads infinitely many of these acknowledgements.

Even these do not guarantee that any data item is ever delivered. This is because they do not prevent the data channel from passing every flush message and losing every data message.

Let us make the stronger assumption that the channels are fair to each kind of messages separately. That is, if both infinitely many flush messages and infinitely many data messages are sent, then both infinitely many flush messages and infinitely many data messages pass through the data channel. Then infinitely many senactions do guarantee infinitely many rec-actions. Unfortunately, they still do not guarantee any ok-actions. This is because the flush and data messages use the same ackmessages, so AC has the permission to work such that it passes acknowledgements only when Sender has most recently sent a flush message.

It might be that by introducing separate kinds of acknowledgements for flush and data messages, fairness assumptions could be made to work also for ok. However, this would mean making a non-trivial change to the protocol.

As a consequence, the traditional approach of proving progress that is based on fairness assumptions is difficult to use with the alternating bit protocol, and is not appropriate for the self-synhcronizing protocol. In the next section we introduce an LTS equivalence that offers an alternative approach to fairness that is free from this problem.

## 4 Fair Testing Equivalence

In this section we define the fair testing equivalence of [21] and discuss its intuition and properties that make it useful for verifying progress properties. As a preliminary step we define and discuss tree failure equivalence,


Fig. 5. The LTS $L_{\sigma}^{K}$
which is a strictly stronger equivalence with a related but much simpler definition.

In Section 2, the failures of an LTS $L$ were defined as the pairs $(\sigma, A)$ where $\sigma$ is a trace and $A$ is a set of visible actions such that $L$ can execute $\sigma$ and then refuse $A$. Refusing $A$ means that $L$ is in a state where it cannot execute any member of $A$, not even if $L$ is allowed to execute zero or more $\tau$-transitions before the member of $A$. Not necessarily all possible ways in which $L$ can execute $\sigma$ lead to the refusal of $A$, but at least one does. Now we replace $A$ by a set $K$ of non-empty strings of visible actions, obtaining a more general notion of refusal. Refusal of $K$ means that $L$ can execute no member $\kappa$ of $K$ to completion, not even if $L$ is allowed to also execute invisible actions. The empty string $\varepsilon$ is ruled out from $K$ because no state can refuse $\varepsilon$ anyway.

Definition 1. Let $L$ be an LTS, $K \subseteq \Sigma^{+}$, and $s \in S$. The state $s$ refuses $K$ if and only if for every $\kappa \in K$ we have $\neg(s=\kappa \Rightarrow)$. The pair $(\sigma, K) \in \Sigma^{*} \times 2^{\Sigma^{+}}$is a tree failure of $L$, if and only if there is $s \in S$ such that $\hat{s}=\sigma \Rightarrow s$ and $s$ refuses $K$. The set of tree failures of $L$ is denoted with $\operatorname{Tf}(L)$. The LTSs $L_{1}$ and $L_{2}$ are tree failure equivalent if and only if $\Sigma_{1}=\Sigma_{2}$ and $\operatorname{Tf}\left(L_{1}\right)=\operatorname{Tf}\left(L_{2}\right)$.

For example, $\hat{s}$ refuses $K$ if and only if $K \cap \operatorname{Tr}(L)=\emptyset$. Ordinary failures are a special case of tree failures, with the length of each $\kappa \in K$ being one. We have $\sigma \in \operatorname{Tr}(L)$ if and only if $(\sigma, \emptyset) \in \operatorname{Tf}(L)$.

Although, when refusing $K, L$ cannot execute any member $\kappa$ of $K$ to completion, $L$ can execute $\varepsilon$ and may be able to execute some non-empty proper prefixes of $\kappa$. To discuss such situations, we define that $\rho \in \Sigma^{*}$ is a prefix of $K$ if and only if there is $\pi$ such that $\rho \pi \in K$. We write $\rho^{-1} K$ for $\{\pi \mid \rho \pi \in K\}$. So $\rho$ is a prefix of $K$ if and only if $\rho^{-1} K \neq \emptyset$.

Tree failure equivalence preserves ordinary failures and is a congruence with respect to " ||" and """ [21]. However, it is not the weakest such congruence.

To see why this is the case, let us follow the line of thought in typical weakest congruence proofs. Take two LTSs $L_{1}$ and $L_{2}$ over $\Sigma$ that are related by such congruence, and consider some $(\sigma, K) \in \operatorname{Tf}\left(L_{1}\right)$. We only discuss the case $K \neq \emptyset$. From this tree failure and some $x \notin \Sigma$, we can construct $L_{\sigma}^{K}$ with alphabet $\Sigma \cup\{x\}$ as illustrated in Figure 5. This LTS consists of a $\sigma$-labelled path ending in $z_{\sigma}$, say, and a tree rooted at $z_{\sigma}$. This tree represents $K$. Formally, there is a state $z_{\rho}$ for each
prefix $\rho$ of $\sigma$, and for each $\rho$ of the form $\rho=\sigma \pi$, where $\pi$ is a prefix of $K$. For each state $z_{\rho a}$ where $a \in \Sigma, L_{\sigma}^{K}$ has the transition $\left(z_{\rho}, a, z_{\rho a}\right)$. So $z_{\varepsilon}-\rho \rightarrow z_{\rho}$ holds for every $z_{\rho} \in S_{\sigma}^{K}$. There also is the $x$-self-loop $\left(z_{\rho}, x, z_{\rho}\right)$ for every proper prefix of $\sigma$, and $\left(z_{\sigma \kappa}, x, z_{\sigma \kappa}\right)$ for every $\kappa \in K$. The initial state is $z_{\varepsilon}$.

Since $(\sigma, K) \in \operatorname{Tf}\left(L_{1}\right)$, by executing $\sigma, L_{1}$ can go to a state $s_{1}$ from which it cannot execute any member of $K$ to completion. If $L_{1}$ does this as a component of $\left(L_{1} \| L_{\sigma}^{K}\right) \backslash \Sigma$, the latter goes to the state $\left(s_{1}, z_{\sigma}\right) \in S_{1} \times$ $S_{\sigma}^{K}$. By the structure of $L_{\sigma}^{K}$, this state does not enable $x$. The same holds for every state that is reachable from it, because $L_{1}$ prevents the execution of any member of $K$ to completion. This means that $\left(L_{1} \| L_{\sigma}^{K}\right) \backslash \Sigma$ has the (ordinary) failure ( $\varepsilon,\{x\}$ ).

This must also hold for $\left(L_{2} \| L_{\sigma}^{K}\right) \backslash \Sigma$, by the choice of $L_{1}$ and $L_{2}$. It holds if and only if the system can go to a state $\left(s_{2}, z\right) \in S_{2} \times S_{\sigma}^{K}$ from which it cannot continue to a state that enables $x$. Here $z$ must be $z_{\sigma \rho}$ for some $\rho$ that is a prefix (but not a member) of $K$, $\hat{s}_{2}=\sigma \rho \Rightarrow s_{2}$, and $s_{2}$ must refuse $\rho^{-1} K$. That is, we cannot prove that $(\sigma, K) \in \operatorname{Tf}\left(L_{2}\right)$, we only can prove that $\left(\sigma \rho, \rho^{-1} K\right) \in \operatorname{Tf}\left(L_{2}\right)$ for some prefix $\rho$ of $K$.

This observation motivates the following definition. The either-part in item 2 handles the case $K=\emptyset$, and overlaps with the or-part (with $\rho=\varepsilon$ ) when $K \neq \emptyset$.

Definition 2. Let $L_{1}$ and $L_{2}$ be LTSs. They are fair testing equivalent if and only if

1. $\Sigma_{1}=\Sigma_{2}$,
2. if $(\sigma, K) \in \operatorname{Tf}\left(L_{1}\right)$, then either $(\sigma, K) \in \operatorname{Tf}\left(L_{2}\right)$ or there is a prefix $\rho$ of $K$ such that $\left(\sigma \rho, \rho^{-1} K\right) \in$ $\operatorname{Tf}\left(L_{2}\right)$, and
3. part 2 holds with the roles of $L_{1}$ and $L_{2}$ swapped.

Fair testing equivalence is a congruence with respect to " $\|$ ", " $\backslash$ ", and some other operators, and the addition of the comparison of initial stability makes it a congruence also with respect to the choice operator. Our discussion above indicates that it is the weakest congruence that preserves ordinary failures. For the same reason, it is also the weakest congruence that preserves the claim "in all futures always, there is a future where eventually $x$ occurs". Furthermore, if $L_{1}$ and $L_{2}$ are fair testing equivalent, then $\sigma \in \operatorname{Tr}\left(L_{1}\right)$ implies by the definitions that $(\sigma, \emptyset) \in \operatorname{Tf}\left(L_{1}\right),(\sigma, \emptyset) \in \operatorname{Tf}\left(L_{2}\right)$, and $\sigma \in \operatorname{Tr}\left(L_{2}\right)$. So fair testing equivalence implies trace equivalence. As a consequence, it cannot have better reduction methods than trace equivalence.

In [32] it was proven that trace equivalence is the only non-trivial alphabet-preserving congruence with respect to " ||", " $\backslash$ ", and (functional) renaming that is strictly weaker than fair testing equivalence. By the trivial alphabet-preserving congruence we mean the one that unifies two LTSs if and only if they have the same alphabets. With also the choice operator, precisely six


Fig. 6. A progressing, an intermediate, and a non-progressing LTS
non-trivial alphabet-preserving and eight non-alphabetpreserving congruences are strictly weaker than fair testing equivalence with initial stability. Four of the six are rather artificial, one is the trace equivalence, and one unifies all unstable LTSs while comparing the initial visible actions of stable LTSs. The latter is the weakest alphabet-preserving congruence that preserves initial stability.

Fair testing equivalence is insensitive to divergence in the sense that for every $L, L \| \delta \tau$ is fair testing equivalent to $L$. This means that if only sen and rec are visible, it abstracts away from the infinite sequences of resending that caused problems in Section 3. On the other hand, if the protocol can enter a situation from which rec is no longer possible, fair testing equivalence reveals it as a refusal of $\{r e c\}$. As a consequence, mainstream fairness assumptions are not needed to verify progress.

The notion of progress that can be verified with fair testing equivalence is strictly weaker than with mainstream fairness assumptions. Both notions treat the first LTS in Figure 6 as guaranteeing progress and the last LTS as not guaranteeing. Fair testing does and the mainstream notion does not treat the second LTS as yielding progress. This means that if the mainstream notion of progress is the real goal, then fair testing equivalence may fail to reveal some errors but never gives false alarms. From this perspective, it is thus not perfect, but better than nothing and easy to use, because there is no need to formulate fairness assumptions. On the other hand, sometimes the weaker guarantee of progress provided by fair testing equivalence is sufficient. On finitestate LTSs, it actually corresponds to strong fairness with respect to transitions instead of actions [21].

## 5 Stubborn Sets

Stubborn set methods for process algebras apply to LTS expressions of the form

$$
L=\left(L_{1}\|\cdots\| L_{m}\right) \backslash A
$$

To discuss them, it is handy to first give indices to the $\tau$-actions of the $L_{i}$. Let $\tau_{1}, \ldots, \tau_{m}$ be symbols that are distinct from each other and from all elements of $\Sigma=$ $\Sigma_{1} \cup \cdots \cup \Sigma_{m}$. For $1 \leq i \leq m$, we let $\bar{L}_{i}=\left(S_{i}, \bar{\Sigma}_{i}, \bar{\Delta}_{i}, \hat{s}_{i}\right)$, where

$$
\begin{aligned}
-\bar{\Sigma}_{i}= & \Sigma_{i} \cup\left\{\tau_{i}\right\} \text { and } \\
-\bar{\Delta}_{i}= & \left\{\left(s, a, s^{\prime}\right) \mid a \in \Sigma_{i} \wedge\left(s, a, s^{\prime}\right) \in \Delta_{i}\right\} \cup \\
& \left\{\left(s, \tau_{i}, s^{\prime}\right) \mid\left(s, \tau, s^{\prime}\right) \in \Delta_{i}\right\}
\end{aligned}
$$

(a)

(b)


Fig. 7. (a) A system with $V=\{a, b\}$ and $I=\left\{u, v, \tau_{1}, \tau_{2}\right\}$
(b) The LTS and a reduced LTS of (a) obeying D0, D1, and D2. The reduced LTS consists of the states and transitions on yellow (grey in black/white print) background, with $\tau$ replacing the labels in $I$. Stubborn sets are computed with esc $(s, x)$, where $x$ is the leftmost enabled action in (a)
(c) Like (b), but also V is obeyed

The methods compute a reduced version of

$$
L^{\prime}=\left(\bar{L}_{1}\|\cdots\| \bar{L}_{m}\right) \backslash\left(A \cup\left\{\tau_{1}, \ldots, \tau_{m}\right\}\right)
$$

For convenience, we define
$-\bar{L}=\bar{L}_{1}\|\cdots\| \bar{L}_{m}$,

- $V=\Sigma \backslash A$ (the set of visible actions), and
$-I=(\Sigma \cap A) \cup\left\{\tau_{1}, \ldots, \tau_{m}\right\}$
(the set of invisible actions).
Now we can write $L^{\prime}=\left(\bar{L}_{1}\|\cdots\| \bar{L}_{m}\right) \backslash I=\bar{L} \backslash I$.
It follows from the definitions that $L^{\prime}$ is the same LTS as $L$. The only difference between $\bar{L}_{1}\|\cdots\| \bar{L}_{m}$ and $L_{1}\|\cdots\| L_{m}$ is that the $\tau$-transitions of the latter are $\tau_{i}$-transitions of the former, where $i$ reveals the $L_{i}$ from which the transition originates. The hiding of $I$ makes them $\tau$-transitions again. We have $V \cap I=\emptyset$, $V \cup I=\bar{\Sigma}=\Sigma \cup\left\{\tau_{1}, \ldots, \tau_{m}\right\}$, and $\bar{L}$ has no $\tau$-transitions at all (although it may have $\tau_{i}$-transitions). Therefore, when discussing stubborn sets, the elements of $V$ and $I$ are called visible and invisible, respectively.

If $L_{i}$ has no $\tau$-transitions, then $\tau_{i}$ is unnecessary. To simplify our examples, we often drop such $\tau_{i}$ s.

Figure 7 (a) shows an example of $\bar{L}_{1}\|\cdots\| \bar{L}_{m}$ with $m=3$. In it, $L=L^{\prime}=\left(\bar{L}_{1}\left\|\bar{L}_{2}\right\| \bar{L}_{3}\right) \backslash\left\{u, v, \tau_{1}, \tau_{2}\right\}$. The corresponding $\bar{L}=\bar{L}_{1}\left\|\bar{L}_{2}\right\| \bar{L}_{3}$ is shown in (b). We will refer to this system many times in the sequel, explaining the rest of the figure.

Each stubborn set method uses a function $\mathcal{A}$ that assigns to each $s \in S$ a subset of $\bar{\Sigma}$, called a stubborn set. Before discussing the definition of $\mathcal{A}$, let us see how it is used. The method computes a subset of $S$ called $S_{\mathrm{r}}$ and a subset of $\Delta$ called $\Delta_{\mathrm{r}}$. It starts by letting $S_{\mathrm{r}}=$ $\{\hat{s}\}$ and $\Delta_{\mathrm{r}}=\emptyset$. For each $s$ that it has put in $S_{\mathrm{r}}$ and for each $a \in \mathcal{A}(s)$, it puts in $S_{\mathrm{r}}$ every $s^{\prime}$ that satisfies $\left(s, a, s^{\prime}\right) \in \bar{\Delta}$ (unless $s^{\prime}$ is already in $S_{\mathrm{r}}$ ). Furthermore, it puts $\left(s, a^{\prime}, s^{\prime}\right)$ in $\Delta_{\mathrm{r}}$ (even if $s^{\prime}$ is already in $S_{\mathrm{r}}$ ), where $a^{\prime}=\tau$ if $a \in I$ and $a^{\prime}=a$ otherwise. The only difference to the computation of $L^{\prime}=(S, \Sigma, \Delta, \hat{s})$ is that in the latter, every $a \in \bar{\Sigma}$ is used instead of every $a \in \mathcal{A}(s)$.

We will also talk about $\bar{\Delta}_{\mathrm{r}}=\left\{\left(s, a, s^{\prime}\right) \mid s \in S_{\mathrm{r}} \wedge\right.$ $\left.a \in \mathcal{A}(s) \wedge\left(s, a, s^{\prime}\right) \in \bar{\Delta}\right\}$. It is otherwise like $\Delta_{\mathrm{r}}$, but the labels in $I$ have not yet been hidden.

In Figure 7, the elements of $S_{\mathrm{r}}$ and $\bar{\Delta}_{\mathrm{r}}$ are drawn on yellow background. To get $\Delta_{\mathrm{r}}, \tau$ must be replaced for the labels in $I$. In (b), $\mathcal{A}(\hat{s})=\{a\}$. In (c), $\mathcal{A}(\hat{s})=$ $\left\{a, b, u, \tau_{2}\right\}$. There is, however, neither $b$ - nor $u$-transition from the initial state, because $b$ and $u$ are disabled there. We will see in Section 7 why $u \in \mathcal{A}(\hat{s})$ and, in general, how the $\mathcal{A}(s)$ are obtained. The $\tau_{1}$-transition from the initial state is not on yellow background, because $\tau_{1} \notin$ $\mathcal{A}(\hat{s})$.

Let $\bar{L}_{\mathrm{r}}=\left(S_{\mathrm{r}}, \bar{\Sigma}, \bar{\Delta}_{\mathrm{r}}, \hat{s}\right)$. The LTS

$$
L_{\mathrm{r}}=\left(S_{\mathrm{r}}, \Sigma, \Delta_{\mathrm{r}}, \hat{s}\right)=\bar{L}_{\mathrm{r}} \backslash I
$$

is the reduced LTS, while

$$
L=L^{\prime}=(S, \Sigma, \Delta, \hat{s})
$$

is the full LTS. Because $L_{\mathrm{r}}$ is easy to obtain from $\bar{L}_{\mathrm{r}}$ and the labels of transitions are more informative in $\bar{L}_{r}$, when we say that we show a picture of a reduced LTS, we sometimes actually show $\bar{L}_{\mathrm{r}}$. We will refer to concepts in $L_{\mathrm{r}}$ and $\bar{L}_{\mathrm{r}}$ with the prefix "r-", and to $L$ and $\bar{L}$ with "f-". For instance, if $s \in S_{\mathrm{r}}$ and $\neg(s=\sigma \Rightarrow)$ holds in $L_{\mathrm{r}}$ for all $\sigma \in K$, then $s$ is an r-state and $s$ r-refuses $K$. Because $S_{\mathrm{r}} \subseteq S$ and $\Delta_{\mathrm{r}} \subseteq \Delta$, every r-state is also an f -state and every r-trace is an f-trace. Furthermore, if an r-state f-refuses a set, then it also r-refuses the set.

In Figure 7 (b), $b$ and $b a$ are f-traces but not r-traces. In Figure 7 (c), the f-traces and r-traces are the same. We will soon state conditions on $\mathcal{A}$ that guarantee that every f -trace of an r-state is also its r-trace.

Typically many different functions could be used as $\mathcal{A}$, and the choice between them involves trade-offs. For example, a function may be easy and fast to compute, but it may also tend to give worse reduction results (that is, bigger $S_{\mathrm{r}}$ and $\Delta_{\mathrm{r}}$ ) than another more complex function. Therefore, we will not specify a unique function $\mathcal{A}$.

Instead, we now give four conditions such that if $\mathcal{A}(s)$ satisfies them in every $s \in S_{\mathrm{r}}$, then the traces of the system are preserved. The efficient computation of sets that satisfy the conditions and yield good reduction is a difficult problem. We will deal with it in two steps in Sections 7 and 9. The first two conditions are illustrated in Figure 8.


Fig. 8. Illustrating D1 (left) and D2 (right). The solid states and transition sequences are assumed to exist and the condition promises the existence of the dashed ones. The yellow part is in the reduced LTS, the rest is not necessarily


Fig. 9. An example with $\mathcal{A}(\hat{s})=\left\{\tau_{1}\right\}$ but $\tau_{1}$ and $a_{1}$ are not independent, although D1 and D2 hold

D1 If $a \in \mathcal{A}(s), s-a_{1} \cdots a_{n} a \rightarrow s_{n}^{\prime}$, and $a_{1}, \ldots, a_{n}$ are not in $\mathcal{A}(s)$, then $s-a a_{1} \cdots a_{n} \rightarrow s_{n}^{\prime}$.
D2 If $a \in \mathcal{A}(s), s-a_{1} \cdots a_{n} \rightarrow s_{n}, a_{1}, \ldots, a_{n}$ are not in $\mathcal{A}(s)$, and $s-a \rightarrow s^{\prime}$, then there is $s_{n}^{\prime}$ such that $s^{\prime}-a_{1} \cdots a_{n} \rightarrow s_{n}^{\prime}$ and $s_{n}-a \rightarrow s_{n}^{\prime}$.
$\mathbf{V}$ If $\mathcal{A}(s) \cap V \cap \operatorname{en}(s) \neq \emptyset$, then $V \subseteq \mathcal{A}(s)$.
SV For each $a \in V$ there is an r-state $s_{a}$ and an r-path from $s$ to $s_{a}$ such that $a \in \mathcal{A}\left(s_{a}\right)$.

Intuitively, D1 says two things. First, it says that a sequence of actions that are not in the current stubborn set ( $a_{1} \cdots a_{n}$ in the definition) cannot enable an action that is in the current stubborn set ( $a$ in the definition). That is, disabled actions in a stubborn set remain disabled while actions outside the set occur. Second, together with D 2 it says that the enabled actions inside the current stubborn set are in a certain kind of a commutativity relation with enabled sequences of outside actions. In theories where actions are deterministic (that is, for every $s, s_{1}, s_{2}$, and $a, s-a \rightarrow s_{1}$ and $s-a \rightarrow s_{2}$ imply $s_{1}=s_{2}$ ), the then-part of D2 is usually written simply as $s_{n}-a \rightarrow$. It, D1, and determinism imply our current version of D2. However, we do not assume that actions are deterministic.

Certain partial order semantic models of concurrency use a so-called independence relation [16]. Unlike in the present study, actions are assumed to be deterministic. If $a_{1}$ and $a_{2}$ are independent, then in every state $s$ (1) if $s-a_{1} \rightarrow s_{1}$ and $s-a_{2} \rightarrow s_{2}$, then there is an $s^{\prime}$ such that $s_{1}-a_{2} \rightarrow s^{\prime}$ and $s_{2}-a_{1} \rightarrow s^{\prime}$; (2) if $s-a_{1} a_{2} \rightarrow$ then $s-a_{2} \rightarrow$; and (3) if $s-a_{2} a_{1} \rightarrow$ then $s-a_{1} \rightarrow$. It is often claimed that ample, persistent, and stubborn set methods rely on an independence relation. This is why they are classified as "partial order methods". In reality, they rely on various strictly weaker relations. For instance, even if determinism is assumed, D1 and D2 do not imply independence of $a_{1}$ from $a$, because they fail to yield (3). Figure 9 demonstrates that because the definition of independence refers to all states, an enabled action inside and outside the stubborn set need not satisfy part (1)
of independence. Please see $[36,37]$ for a more extensive discussion on this issue.

The names D1 and D2 reflect the fact that together with a third condition called D0, they guarantee that the reduced LTS has precisely the same deadlocks as the full LTS. Indeed, all deadlocks in Figure 7 are on yellow background. D0 is not needed in the method that is the main topic of the present study, because its purpose is not to preserve deadlocks but traces. However, various issues are much easier to explain in the presence of D0 instead of SV. Therefore, we now present D0 and then a result that uses it. We will later replace SV for D0.

## D0 If en $(s) \neq \emptyset$, then $\mathcal{A}(s) \cap$ en $(s) \neq \emptyset$.

That is, if $s$ is not a deadlock, then $\mathcal{A}(s)$ contains an enabled action.

To understand how D0, D1, and D2 do their job, we now prove that they guarantee that deadlocks are preserved, although the proof can be found in [29] and elsewhere. We also illustrate how V acts in proofs. It says that if the stubborn set contains an enabled visible action, then it contains all visible actions (also disabled ones). It makes the reduction preserve the ordering of visible actions. Together with D0, D1, and D2 it guarantees that traces that lead to deadlocks are preserved.

Theorem 1. Assume D0, D1, and D2. Assume that $n \in \mathbb{N}, s_{n} \in S_{\mathrm{r}}, s^{\prime} \in S$ is a deadlock, and $s_{n}-a_{1} \cdots a_{n} \rightarrow$ $s^{\prime}$ in L. Then there is a permutation $b_{1} \cdots b_{n}$ of $a_{1} \cdots a_{n}$ such that $s_{n}-b_{1} \cdots b_{n} \rightarrow s^{\prime}$ in $L_{\mathrm{r}}$. If also $V$ is assumed, then $b_{1} \cdots b_{n}$ has the same trace as $a_{1} \cdots a_{n}$.

Proof. To prove the first claim, we use induction on $n$. The base case $n=0$ is obvious, since then $s^{\prime}=s_{n}$.

If $n>0$, then $s_{n}-a_{1} \rightarrow$. By D0, there is $a \in \mathcal{A}\left(s_{n}\right)$ such that $s_{n}-a \rightarrow$. If none of $a_{1}, \ldots, a_{n}$ is in $\mathcal{A}\left(s_{n}\right)$, then $s^{\prime}-a \rightarrow$ by D 2 , contradicting the fact that $s^{\prime}$ is a deadlock. So there is a smallest $i$ such that $1 \leq i \leq n$ and $a_{i} \in \mathcal{A}\left(s_{n}\right)$. There is some $s_{n}^{\prime}$ such that $s_{n}-a_{1} \cdots a_{i} \rightarrow$ $s_{n}^{\prime}-a_{i+1} \cdots a_{n} \rightarrow s^{\prime}$ in $L$. By D1, there is $s_{n-1} \in S_{\mathrm{r}}$ such that $s_{n}-a_{i} \rightarrow s_{n-1}$ in $L_{\mathrm{r}}$ and $s_{n-1}-a_{1} \cdots a_{i-1} \rightarrow s_{n}^{\prime}$ in $L$. Since $s_{n-1}-a_{1} \cdots a_{i-1} \rightarrow s_{n}^{\prime}-a_{i+1} \cdots a_{n} \rightarrow s^{\prime}$ in $L$, the induction hypothesis yields $s_{n-1}-b_{2} \cdots b_{n} \rightarrow s^{\prime}$ in $L_{\mathrm{r}}$ for some permutation $b_{2} \cdots b_{n}$ of $a_{1} \cdots a_{i-1} a_{i+1} \cdots a_{n}$. By choosing $b_{1}=a_{i}$ we have the claim.

To get the second claim, it suffices to prove that $s_{n}-a_{i} a_{1} \cdots a_{i-1} a_{i+1} \cdots a_{n} \rightarrow s^{\prime}$ has the same trace as $s_{n}-a_{1} \cdots a_{n} \rightarrow s^{\prime}$. This is obvious if $a_{i} \in I$. If $a_{i} \in V$, then $a_{i}$ is an enabled visible action in $\mathcal{A}\left(s_{n}\right)$. By V , all visible actions are in $\mathcal{A}\left(s_{n}\right)$. So $a_{1}, \ldots, a_{i-1}$ are invisible. As a consequence, again $s_{n}-a_{i} a_{1} \cdots a_{i-1} a_{i+1} \cdots a_{n} \rightarrow s^{\prime}$ has the same trace as $s_{n}-a_{1} \cdots a_{n} \rightarrow s^{\prime}$.

The system in Figure 7 (a) has the traces $\varepsilon, a, a a$, $a b, b$, and $b a$. Indeed, the reduced LTS in (c) has them all. However, there was a cost: the reduced LTS in (c) is much bigger than in (b). We can see from the figure that $b a$ cannot be preserved unless $\tau_{2} \in \mathcal{A}(\hat{s})$, and $a a$ cannot
be preserved unless $a$ or $\tau_{1}$ is in $\mathcal{A}(\hat{s})$. We will return to this example in Section 7.

The function $\mathcal{A}_{\emptyset}$ that always returns the empty set satisfies $\mathrm{D} 1, \mathrm{D} 2$, and V . Its use as $\mathcal{A}$ would result in a reduced LTS that has one state and no transitions. It is thus obvious that D1, D2, and V alone do not guarantee that the reduced LTS has the same deadlocks as the full LTS. Adding D0 solves the problem for deadlocks and deadlock traces, but not for all traces, because $\left\{\tau_{1}\right\}$ satisfies D0, D1, D2, and V in the initial state of $\left(\underset{\sim}{b} \tau_{1} \| \xrightarrow{b}\right.$ ) $\backslash\left\{\tau_{1}\right\}$. Then a reduced LTS is obtained whose only transition is a $\tau$-transition from the initial state to itself, losing the trace $a$. This is an example of the ignoring problem mentioned in Section 1.

The condition SV forces the method to investigate, intuitively speaking, everything that is relevant for the preservation of the traces. It does that by guaranteeing that every visible action is taken into account, not necessarily in the current state but necessarily in a state that is r-reachable from the current state. Taking always all visible actions into account in the current state would make the reduction results much worse. In Section 6 we prove that D1, D2, V, and SV guarantee that the reduced LTS is fair testing equivalent (and thus also trace equivalent) to the full LTS. The details of how SV does its job will become clear in the proof of Lemma 2.

The name is SV because, historically, a similar condition was first used to guarantee the preservation of what is called safety properties in the linear temporal logic framework [15]. So "S" refers to safety and "V" refers to the use of the notion of visibility. Recently, an improvement of SV has been found [33,35,37], but its definition is so complicated that we skip it in the present study.

If $V=\emptyset$, then $\mathcal{A}_{\emptyset}$ satisfies also SV. Then $\operatorname{Tr}(L)=$ $\{\varepsilon\}=\operatorname{Tr}\left(L_{\mathrm{r}}\right)$ even if $L_{\mathrm{r}}$ is the one-state LTS that has no transitions. That is, if $V=\emptyset$, then $\mathcal{A}_{\emptyset}$ is trace-preserving and yields ideal reduction results.

No matter what $V$ is, the function $\mathcal{A}(s)=\bar{\Sigma}$ always satisfies D1, D2, V, and SV (and D0). However, it does not yield any reduction.

## 6 The Fair Testing and Tree Failure Equivalence Preservation Theorems

In most of this section we assume that $L_{\mathrm{r}}=\left(S_{\mathrm{r}}, \Sigma, \Delta_{\mathrm{r}}, \hat{s}\right)$ has been constructed with the trace-preserving stubborn set method in Section 5, that is, obeying D1, D2, V, and SV. We first show that $L_{\mathrm{r}}$ is fair testing equivalent to $L$, where $L=(S, \Sigma, \Delta, \hat{s})$ denotes the corresponding full LTS, based on a series of lemmata. Then we demonstrate that the method does not necessarily preserve tree failure equivalence, but it can be made to preserve it by replacing a stronger condition for V .

We first prove a result that will afterwards be used to prove the induction step in an induction proof. The


Fig. 10. Illustrating Lemma 2 (left) and Lemma 3 (right)
induction proof will show that if an r-state has a nonempty f-trace, then the state has the trace also as an rtrace. By the definition of traces, the f-trace arises from some path in $L$. Lemma 2 tells that there is a path in $L$ that starts at the same state, has the same trace, whose first part is in $L_{\mathrm{r}}$, and the rest of whom is shorter than the original path. The lemma and its proof are illustrated in Figure 10 left.

Lemma 2. Assume D1, D2, $V$, and $S V$. Assume that $n \in \mathbb{N}, s_{n} \in S_{\mathrm{r}}, s_{n}^{\prime} \in S, \varepsilon \neq \sigma_{n} \in V^{*}$, and there is an $f$-path of length $n$ from $s_{n}$ to $s_{n}^{\prime}$ such that its trace is $\sigma_{n}$. Then there are $s_{n-1} \in S_{\mathrm{r}}, s_{n-1}^{\prime} \in S, \lambda_{n-1} \in V \cup\{\varepsilon\}$, and $\sigma_{n-1} \in V^{*}$ such that $\lambda_{n-1} \sigma_{n-1}=\sigma_{n}, s_{n}=\lambda_{n-1} \Rightarrow s_{n-1}$ in $L_{\mathrm{r}}, s_{n}^{\prime}=\varepsilon \Rightarrow s_{n-1}^{\prime}$ in $L$, and there is an f-path of length $n-1$ from $s_{n-1}$ to $s_{n-1}^{\prime}$ such that its trace is $\sigma_{n-1}$.

Proof. Let $s_{0,0}=s_{n}$ and $s_{0, n}=s_{n}^{\prime}$. Let the f-path of length $n$ be $s_{0,0}-a_{1} \cdots a_{n} \rightarrow s_{0, n}$. Because $\sigma_{n} \neq \varepsilon$, there is a $v$ such that $1 \leq v \leq n$ and $a_{v} \in V$. By SV, there are $k \in \mathbb{N}, s_{1,0}, \ldots, s_{k, 0}$, and $b_{1}, \ldots, b_{k}$ such that $a_{v} \in \mathcal{A}\left(s_{k, 0}\right)$ and $s_{0,0}-b_{1} \rightarrow s_{1,0}-b_{2} \rightarrow \ldots-b_{k} \rightarrow s_{k, 0}$ in $L_{\mathrm{r}}$. Let $h$ be the smallest natural number such that $\left\{a_{1}, \ldots, a_{n}\right\} \cap \mathcal{A}\left(s_{h, 0}\right) \neq \emptyset$. We have $0 \leq h \leq k$ because $a_{v} \in \mathcal{A}\left(s_{k, 0}\right)$. By $h$ applications of D 2 at $s_{0,0}, \ldots, s_{h-1,0}$, there are $s_{1, n}, \ldots, s_{h, n}$ such that $s_{i, 0}-a_{1} \cdots a_{n} \rightarrow s_{i, n}$ in $L$ for $1 \leq i \leq h$ and $s_{0, n}-b_{1} \rightarrow s_{1, n}-b_{2} \rightarrow \ldots-b_{h} \rightarrow$ $s_{h, n}$ in $L$. If $b_{i} \in V$ for some $1 \leq i \leq h$, then $V \subseteq$ $\mathcal{A}\left(s_{i-1,0}\right)$ by V. It yields $a_{v} \in \mathcal{A}\left(s_{i-1,0}\right)$, which contradicts the choice of $h$. So $\left\{b_{1}, \ldots, b_{h}\right\} \subseteq I$. As a consequence, $s_{0,0}=\varepsilon \Rightarrow s_{h, 0}$ in $L_{\mathrm{r}}$ and $s_{0, n}=\varepsilon \Rightarrow s_{h, n}$ in $L$.

Because $\left\{a_{1}, \ldots, a_{n}\right\} \cap \mathcal{A}\left(s_{h, 0}\right) \neq \emptyset$, there is a smallest $i$ such that $1 \leq i \leq n$ and $a_{i} \in \mathcal{A}\left(s_{h, 0}\right)$. By D1 at $s_{h, 0}$, there is $s_{n-1}$ such that $s_{h, 0}-a_{i} \rightarrow s_{n-1}$ in $L_{\mathrm{r}}$ and $s_{n-1}-a_{1} \cdots a_{i-1} a_{i+1} \cdots a_{n} \rightarrow s_{h, n}$ in $L$. Let $\sigma_{n-1}$ be the trace of $a_{1} \cdots a_{i-1} a_{i+1} \cdots a_{n}$. We choose $s_{n-1}^{\prime}=$ $s_{h, n}$. If $a_{i} \notin V$, then we choose $\lambda_{n-1}=\varepsilon$, yielding $\lambda_{n-1} \sigma_{n-1}=\sigma_{n}$. If $a_{i} \in V$, then $V \subseteq \mathcal{A}\left(s_{h, 0}\right)$ by V , so none of $a_{1}, \ldots, a_{i-1}$ is in $V$, and by choosing $\lambda_{n-1}=a_{i}$ we obtain $\lambda_{n-1} \sigma_{n-1}=\sigma_{n}$. That $s_{n}=\lambda_{n-1} \Rightarrow s_{n-1}$ in $L_{\mathrm{r}}$ follows from $s_{0,0}=\varepsilon \Rightarrow s_{h, 0}-a_{i} \rightarrow s_{n-1}$ in $L_{\mathrm{r}}$. The rest of the claim is obtained by replacing $s_{n}^{\prime}$ for $s_{0, n}$ and $s_{n-1}^{\prime}$ for $s_{h, n}$ in already proven facts.

We now show that if an r-state has an (empty or non-empty) f-trace, then the state has the trace also as an r-trace. What is more, there is an f-state that is f reachable via invisible actions from the end of both the original f-path and the r-path. This latter property will be used afterwards to prove that the refusal sets after
or


Fig. 11. Illustrating Lemma $4 ; a_{i}$ is invisible
the trace in $L_{r}$ are what they should be. The lemma is illustrated in Figure 10 right.

Lemma 3. Assume D1, D2, $V$, and $S V$. Assume that $n \in \mathbb{N}, s \in S_{\mathrm{r}}, s^{\prime} \in S, \sigma \in V^{*}$, and $s=\sigma \Rightarrow s^{\prime}$ in $L$ due to an $f$-path of length $n$. Then there are $z \in S_{\mathrm{r}}$ and $z^{\prime} \in S$ such that $s=\sigma \Rightarrow z$ in $L_{\mathrm{r}}, z=\varepsilon \Rightarrow z^{\prime}$ in $L$, and $s^{\prime}=\varepsilon \Rightarrow z^{\prime}$ in $L$.

Proof. The proof is by induction on $n$. We start with the observation that, in case $\sigma=\varepsilon$, the claim holds with choosing $z=s$ and $z^{\prime}=s^{\prime}$. This settles the base case $n=0$ and a subcase of the induction step, and it leaves us with the case $n>0$ and $\sigma \neq \varepsilon$.

We apply Lemma 2 and get $s_{n-1} \in S_{\mathrm{r}}, s_{n-1}^{\prime} \in S$, $\lambda_{n-1} \in V \cup\{\varepsilon\}$, and $\sigma_{n-1} \in V^{*}$ such that $\lambda_{n-1} \sigma_{n-1}=\sigma$, $s=\lambda_{n-1} \Rightarrow s_{n-1}$ in $L_{\mathrm{r}}$, and $s^{\prime}=\varepsilon \Rightarrow s_{n-1}^{\prime}$ in $L$. Furthermore, $s_{n-1}=\sigma_{n-1} \Rightarrow s_{n-1}^{\prime}$ in $L$ due to an f-path of length $n-1$, for which the lemma holds by the induction assupmtion. Hence, there are $z \in S_{\mathrm{r}}$ and $z^{\prime} \in S$ such that $s_{n-1}=\sigma_{n-1} \Rightarrow z$ in $L_{\mathrm{r}}, z=\varepsilon \Rightarrow z^{\prime}$ in $L$, and $s_{n-1}^{\prime}=\varepsilon \Rightarrow z^{\prime}$ in $L$. These give $s=\lambda_{n-1} \Rightarrow s_{n-1}=\sigma_{n-1} \Rightarrow z$ in $L_{\mathrm{r}}$ and $s^{\prime}=\varepsilon \Rightarrow s_{n-1}^{\prime}=\varepsilon \Rightarrow z^{\prime}$ in $L$, so we are done.

The next two lemmata deal with refusal sets analogously to how Lemmas 2 and 3 dealt with traces. Lemma 4 has two cases, both of which and whose proofs are illustrated in Figure 11.

Lemma 4. Assume D1 and D2. Assume that $n \in \mathbb{N}$, $s_{n} \in S_{\mathrm{r}}, \sigma_{n} \in V^{*}, s_{n}=\sigma_{n} \Rightarrow$ in $L_{\mathrm{r}}, s_{n}^{\prime} \in S$, and there is an $f$-path of length $n$ from $s_{n}$ to $s_{n}^{\prime}$ such that its trace is $\varepsilon$. Then either $s_{n}^{\prime}=\sigma_{n} \Rightarrow$ in $L$ or there are $s_{n-1} \in S_{\mathrm{r}}$, $s_{n-1}^{\prime} \in S$, and $\rho_{n-1}$ such that $\rho_{n-1}$ is a prefix of $\sigma_{n}$, $s_{n}=\rho_{n-1} \Rightarrow s_{n-1}$ in $L_{\mathrm{r}}, s_{n}^{\prime}=\rho_{n-1} \Rightarrow s_{n-1}^{\prime}$ in $L$, and there is an $f$-path of length $n-1$ from $s_{n-1}$ to $s_{n-1}^{\prime}$ such that its trace is $\varepsilon$.

Proof. Let $s_{0,0}=s_{n}$ and $s_{0, n}=s_{n}^{\prime}$. Let the f-path of length $n$ be $s_{0,0}-a_{1} \cdots a_{n} \rightarrow s_{0, n}$; obviously, the $a_{i}$ are invisible. By the assumption, there is a path $s_{0,0}-b_{1} \rightarrow$ $s_{1,0}-b_{2} \rightarrow \ldots-b_{k} \rightarrow s_{k, 0}$ in $L_{\mathrm{r}}$ such that its trace is $\sigma_{n}$.

If $\left\{a_{1}, \ldots, a_{n}\right\} \cap \mathcal{A}\left(s_{i, 0}\right)=\emptyset$ for $0 \leq i<k$, then $k$ applications of D2 yield $s_{1, n}, \ldots, s_{k, n}$ such that $s_{0, n}-b_{1} \rightarrow$
$s_{1, n}-b_{2} \rightarrow \ldots-b_{k} \rightarrow s_{k, n}$ in $L$. This implies $s_{n}^{\prime}=\sigma_{n} \Rightarrow$ in $L$.

Otherwise, there is a smallest $h$ such that $0 \leq h<k$ and $\left\{a_{1}, \ldots, a_{n}\right\} \cap \mathcal{A}\left(s_{h, 0}\right) \neq \emptyset$. There also is a smallest $i$ such that $1 \leq i \leq n$ and $a_{i} \in \mathcal{A}\left(s_{h, 0}\right)$. Applying D2 $h$ times yields $s_{1, n}, \ldots, s_{h, n}$ such that $s_{0, n}-b_{1} \rightarrow$ $\ldots-b_{h} \rightarrow s_{h, n}$ in $L$ and $s_{h, 0}-a_{1} \cdots a_{n} \rightarrow s_{h, n}$ in $L$. By D1 there is $s_{n-1}$ such that $s_{h, 0}-a_{i} \rightarrow s_{n-1}$ in $L_{\mathrm{r}}$ and $s_{n-1}-a_{1} \cdots a_{i-1} a_{i+1} \cdots a_{n} \rightarrow s_{h, n}$ in $L$. The claim follows by choosing $s_{n-1}^{\prime}=s_{h, n}$ and letting $\rho_{n-1}$ be the trace of $s_{0,0}-b_{1} \cdots b_{h} \rightarrow s_{h, 0}$.

Lemma 5. Assume D1 and D2. Assume that $n \in \mathbb{N}$, $K \subseteq V^{*}, \kappa \in K, z \in S_{\mathrm{r}}, z^{\prime} \in S$, and $z=\varepsilon \Rightarrow z^{\prime}$ due to an $\bar{f}$-path of length $n$. Assume further that $z^{\prime} f$-refuses $K$ and $z=\kappa \Rightarrow$ in $L_{\mathrm{r}}$. Then there exist $s \in S_{\mathrm{r}}$ and a prefix $\pi$ of $K$ such that $z=\pi \Rightarrow s$ in $L_{\mathrm{r}}$ and $s r$-refuses $\pi^{-1} K$.

Proof. The proof is by induction on $n$. The case $n=0$ yields $z^{\prime}=z$, implying $z^{\prime}=\kappa \Rightarrow$ in $L_{\mathrm{r}}$ and, consequently, in $L$. On the other hand, $\kappa \in K$ and $z^{\prime}$ f-refuses $K$. These are in contradiction. So the assumptions cannot all hold when $n=0$, making the case $n=0$ hold vacuously.

To prove the induction step, we assume the assumptions in the lemma for $n$ and that the lemma holds for $n-1$. We apply Lemma 4 to $z, z^{\prime}$, and $\kappa$. In the first case, we would again have the impossible $z^{\prime}=\kappa \Rightarrow$. So only the second case can hold. According to it, we have a $z_{n-1} \in S_{\mathrm{r}}, z_{n-1}^{\prime} \in S$, and prefix $\rho$ of $\kappa$ and thus of $K$ such that $z=\rho \Rightarrow z_{n-1}$ in $L_{\mathrm{r}}, z^{\prime}=\rho \Rightarrow z_{n-1}^{\prime}$ in $L$, and $z_{n-1}=\varepsilon \Rightarrow z_{n-1}^{\prime}$ due to an f-path of length $n-1$.

Since $z^{\prime}$ f-refuses $K, z_{n-1}^{\prime}$ must f-refuse $\rho^{-1} K$. If $z_{n-1}$ r-refuses $\rho^{-1} K$, we can choose $s=z_{n-1}$ and $\pi=\rho$, and we are done. Otherwise, we can apply the induction hypothesis to $z_{n-1}=\varepsilon \Rightarrow z_{n-1}^{\prime}$ and $\rho^{-1} K$. This results in an $s \in S_{\mathrm{r}}$ and a prefix $\pi^{\prime}$ of $\rho^{-1} K$ such that $z_{n-1}=\pi^{\prime} \Rightarrow s$ in $L_{\mathrm{r}}$ and $s$ r-refuses $\pi^{\prime-1}\left(\rho^{-1} K\right)=\left(\rho \pi^{\prime}\right)^{-1} K$. We also have that $\rho \pi^{\prime}$ is a prefix of $K$ and $z=\rho \pi^{\prime} \Rightarrow s$ in $L_{\mathrm{r}}$. So after choosing $\pi=\rho \pi^{\prime}$ we are done.

We are ready to prove our first main theorem.
Theorem 6. If $L_{\mathrm{r}}$ obeys $D 1, D 2, V$, and $S V$, then it is fair testing equivalent to $L$.

Proof. Part 1 of Definition 2 is immediate from the construction.

Let $(\sigma, K)$ be a tree failure of $L_{r}$. That is, there is $s \in$ $S_{\mathrm{r}}$ such that $\hat{s}=\sigma \Rightarrow s$ in $L_{\mathrm{r}}$ and $s$ r-refuses $K$. Consider any $\rho \in V^{*}$ such that $s=\rho \Rightarrow$ in $L$. By Lemma $3, s=\rho \Rightarrow$ also in $L_{\mathrm{r}}$. This implies that $s$ f-refuses $K$ and that ( $\sigma, K$ ) is a tree failure of $L$. In conclusion, part 2 of Definition 2 holds.

Let $(\sigma, K)$ be a tree failure of $L$. That is, there is $s^{\prime} \in S$ such that $\hat{s}=\sigma \Rightarrow s^{\prime}$ in $L$ and $s^{\prime}$ f-refuses $K$. By Lemma 3 there are $z \in S_{\mathrm{r}}$ and $z^{\prime} \in S$ such that $\hat{s}=\sigma \Rightarrow z$ in $L_{\mathrm{r}}, s^{\prime}=\varepsilon \Rightarrow z^{\prime}$ in $L$, and $z=\varepsilon \Rightarrow z^{\prime}$ in $L$. Since $s^{\prime}$ f-refuses $K$, also $z^{\prime}$ f-refuses $K$.


Fig. 12. A counterexample to the preservation of all tree failures. In $\left(L_{1} \| L_{2}\right) \backslash\{u\}$, the solid states and transitions are in the reduced and the dashed ones only in the full LTS

Either $z$ r-refuses $K$ and we are done, or we apply Lemma 5, giving us an $s \in S_{\mathrm{r}}$ and a prefix $\pi$ of $K$ such that $z=\pi \Rightarrow s$ in $L_{\mathrm{r}}$ and $s$ r-refuses $\pi^{-1} K$. Hence, $\left(\sigma \pi, \pi^{-1} K\right) \in \operatorname{Tf}\left(L_{\mathrm{r}}\right)$ and part 3 of Definition 2 also holds.

We now discuss a counterexample that shows that the method does not preserve tree failure equivalence. Consider $\left(L_{1} \| L_{2}\right) \backslash\{u\}$, where $L_{1}$ and $L_{2}$ are shown in Figure 12 left and middle. Initially three sets are stubborn: $\{a\},\{a, u\}$, and $\left\{a, u, \tau_{2}\right\}$. If $\{a\}$ is chosen, then the LTS is obtained that is shown with solid arrows on the right in Figure 12. The full LTS also contains the dashed arrows. The full LTS has the tree failure $(\varepsilon,\{a a\})$ that the reduced LTS lacks.

We conclude this section by proving that if V is replaced by the stronger condition C2 from [3, p. 149], then the method does preserve tree failure equivalence.

C2 If $\mathcal{A}(s) \cap V \cap$ en $(s) \neq \emptyset$, then $\mathcal{A}(s)=\bar{\Sigma}$.
C2 says that if the aps set contains an enabled visible action, then it must contain all actions. (To be precise, [3] only requires that the aps set contains all enabled actions. However, that yields the same reduced LTS.)

Lemma 7. Assume D1, D2, and C2. Assume that $n \in$ $\mathbb{N}, K \subseteq V^{*}, s_{n} \in S_{\mathrm{r}}, s_{n}^{\prime} \in S$, and there is an $f$-path of length $n$ from $s_{n}$ to $s_{n}^{\prime}$ such that its trace is $\varepsilon$. Assume further that $s_{n}^{\prime} f$-refuses $K$. Then there exists $s \in S_{\mathrm{r}}$ such that $s_{n}=\varepsilon \Rightarrow s$ in $L_{\mathrm{r}}$ and s r-refuses $K$.

Proof. We use induction on $n$. The base case $n=0$ is obvious, because then $s_{n}^{\prime}=s_{n}$ and f-refusal guarantees r-refusal.

In the induction step, $n>0$. If $s_{n}$ r-refuses $K$, then we can choose $s=s_{n}$ and we are done. Otherwise, there is $\kappa \in K$ such that $s_{n}=\kappa \Rightarrow$ in $L_{\mathrm{r}}$. Because $s_{n}^{\prime}$ f-refuses $K, \kappa \neq \varepsilon$. Let $b$ be the first action of $\kappa$, and let $s_{0,0}=$ $s_{n}$. So there is a path $s_{0,0}-b_{1} \cdots b_{k} \rightarrow s_{k, 0}$ in $L_{\mathrm{r}}$ such that $b_{k}=b \in V$ and $b_{i} \in I$ when $1 \leq i<k$. Let $s_{n}-a_{1} \cdots a_{n} \rightarrow s_{n}^{\prime}$ be the path in $L$ of length $n$. The $a_{i}$ are invisible, because the trace of the path is $\varepsilon$. Because $n>0, a_{1}$ exists. By $\mathrm{C} 2, \mathcal{A}\left(s_{k-1,0}\right)=\bar{\Sigma}$. So there is a smallest $h$ such that $0 \leq h<k$ and $\left\{a_{1}, \ldots, a_{n}\right\} \cap$ $\mathcal{A}\left(s_{h, 0}\right) \neq \emptyset$.

Similarly to the last paragraph of the proof of Lemma $4, h$ applications of D2 followed by an application of D1
yield an $i, s_{n-1}$, and $s_{n-1}^{\prime}$ such that $s_{n}-b_{1} \cdots b_{h} a_{i} \rightarrow$ $s_{n-1}$ in $L_{\mathrm{r}}, s_{n-1}-a_{1} \cdots a_{i-1} a_{i+1} \cdots a_{n} \rightarrow s_{n-1}^{\prime}$ in $L$, and $s_{n}^{\prime}-b_{1} \cdots b_{h} \rightarrow s_{n-1}^{\prime}$ in $L$. Because $h<k$, the $b_{j}$ are invisible. So $s_{n}=\varepsilon \Rightarrow s_{n-1}$ in $L_{\mathrm{r}}$, there is an f-path of length $n-1$ from $s_{n-1}$ to $s_{n-1}^{\prime}$ with the trace $\varepsilon$, and $s_{n}^{\prime}=\varepsilon \Rightarrow s_{n-1}^{\prime}$ in $L$. Because $s_{n}^{\prime}$ f-refuses $K$, also $s_{n-1}^{\prime}$ f-refuses $K$. By the induction hypothesis, there is $s \in S_{\mathrm{r}}$ such that $s_{n-1}=\varepsilon \Rightarrow s$ in $L_{\mathrm{r}}$ and $s$ r-refuses $K$. Because $s_{n}=\varepsilon \Rightarrow s_{n-1}$ in $L_{\mathrm{r}}$ was already shown, $s_{n}=\varepsilon \Rightarrow s$ in $L_{\mathrm{r}}$ and we have the claim.
Theorem 8. If $L_{\mathrm{r}}$ obeys D1, D2, C2, and $S V$, then it is tree failure equivalent to $L$.
Proof. It is immediate from the construction that $\Sigma_{1}=$ $\Sigma_{2}$. The second part of the proof of Theorem 6 actually shows that if $(\sigma, K)$ is a tree failure of $L_{\mathrm{r}}$, then it also is a tree failure of $L$. Because C 2 implies V , this fact applies also here.

It remains to be proven that if $(\sigma, K)$ is a tree failure of $L$, then it also is a tree failure of $L_{\mathrm{r}}$. So we assume that there is $s^{\prime}$ such that $\hat{s}=\sigma \Rightarrow s^{\prime}$ in $L$ and $s^{\prime}$ f-refuses $K$. By Lemma 3 there are $z \in S_{\mathrm{r}}$ and $z^{\prime} \in S$ such that $\hat{s}=\sigma \Rightarrow z$ in $L_{\mathrm{r}}, z=\varepsilon \Rightarrow z^{\prime}$ in $L$, and $s^{\prime}=\varepsilon \Rightarrow z^{\prime}$ in $L$. Since $s^{\prime}$ f-refuses $K$, also $z^{\prime}$ f-refuses $K$. By Lemma 7, there is $s \in S_{\mathrm{r}}$ such that $z=\varepsilon \Rightarrow s$ in $L_{\mathrm{r}}$ and $s$ r-refuses $K$. Clearly $\hat{s}=\sigma \Rightarrow s$ in $L_{\mathrm{r}}$ via $z$, so we are done.

## 7 On Computing Stubborn Sets

The computation of stubborn sets that satisfy D1, D2, V, and SV and yield good reduction consists of two quite different tasks. First, sets that satisfy D1, D2, V, and an additional property called D0V are computed based on information on only the current state. Second, based on information on more than one state, algorithms that perform the first task are executed in a coordinated manner to enforce SV. How to do this has been described in $[29,33,37,39]$, among others. However, as we will argue in Section 9, SV often holds automatically. Section 9 also introduces D0V. In this section we discuss one algorithm for the first task using, for simplicity, D0 instead of D 0 V . We emphasize that it is not the only good algorithm. Other possibilities have been discussed in [28, 36], among others.

Because the expression under analysis is of the form $\left(\bar{L}_{1}\|\cdots\| \bar{L}_{m}\right) \backslash I$, its states are of the form $\left(s_{1}, \ldots, s_{m}\right)$, where $s_{i} \in S_{i}$ for each $1 \leq i \leq m$. We employ the notation $\operatorname{en}_{i}\left(s_{i}\right)=\left\{a \mid \exists s_{i}^{\prime}:\left(s_{i}, a, s_{i}^{\prime}\right) \in \bar{\Delta}_{i}\right\}$, that is, the set of actions that are enabled in $s_{i}$ in $\bar{L}_{i}$. We have $\tau \notin$ $\operatorname{en}_{i}\left(s_{i}\right) \subseteq \bar{\Sigma}_{i}=\Sigma_{i} \cup\left\{\tau_{i}\right\}$. Furthermore, if $a \notin \mathrm{en}(s)$, then there is at least one $i$ such that $a \in \bar{\Sigma}_{i}$ and $a \notin \mathrm{en}_{i}\left(s_{i}\right)$. Let $\operatorname{dis}(s, a)$ denote the smallest such $i$. For instance, in Figure 7, en ${ }_{1}\left(\hat{s}_{1}\right)=\left\{v, \tau_{1}\right\}, \mathrm{en}_{2}\left(\hat{s}_{2}\right)=\left\{u, \tau_{2}\right\}, \mathrm{en}_{3}\left(\hat{s}_{3}\right)=$ $\{a\}, \operatorname{dis}(\hat{s}, u)=3$, and $\operatorname{dis}(\hat{s}, v)=2$.

We start by presenting a sufficient condition for D1 and D2 that does not refer to other states than the current.


Fig. 13. The " $\sim_{\hat{s}} "$-graph of the system in Figure 7

Theorem 9. Assume that the following hold for $s=$ $\left(s_{1}, \ldots, s_{m}\right)$ and for every $a \in \mathcal{A}(s)$ :

1. If $a \notin \mathrm{en}(s)$, then there is $i$ such that $1 \leq i \leq m$, $a \in \bar{\Sigma}_{i}$, and $a \notin \operatorname{en}_{i}\left(s_{i}\right) \subseteq \mathcal{A}(s)$.
2. If $a \in \operatorname{en}(s)$, then for every $i$ such that $1 \leq i \leq m$ and $a \in \bar{\Sigma}_{i}$ we have $\operatorname{en}_{i}\left(s_{i}\right) \subseteq \mathcal{A}(s)$.
Then $\mathcal{A}(s)$ satisfies $D 1$ and D2.
Proof. Let $a_{1} \notin \mathcal{A}(s), \ldots, a_{n} \notin \mathcal{A}(s)$.
Let first $a \notin \mathrm{en}(s)$. Obviously $s-a \rightarrow$ does not hold, so D2 is vacuously true. We prove now that D1 is as well. By condition 1 , there is $i$ such that $\bar{L}_{i}$ disables $a$ and $\mathrm{en}_{i}\left(s_{i}\right) \subseteq \mathcal{A}(s)$. To enable $a$, it is necessary that $\bar{L}_{i}$ changes its state, which requires that some action in $\mathrm{en}_{i}\left(s_{i}\right)$ occurs. These are all in $\mathcal{A}(s)$ and thus distinct from $a_{1}, \ldots, a_{n}$. So $s-a_{1} \cdots a_{n} a \rightarrow$ cannot hold.

Let now $a \in \operatorname{en}(s)$. Our next goal is to show that there are no $1 \leq j \leq m$ and $1 \leq k \leq n$ such that both $a \in \bar{\Sigma}_{j}$ and $a_{k} \in \overline{\bar{\Sigma}}_{j}$. To derive a contradiction, consider a counterexample where $k$ has the smallest possible value. So none of $a_{1}, \ldots, a_{k-1}$ is in $\bar{\Sigma}_{j}$. If $s-a_{1} \cdots a_{n} \rightarrow$, then there is $s^{\prime}$ such that $s-a_{1} \cdots a_{k-1} \rightarrow s^{\prime}-a_{k} \rightarrow$. Obviously $a_{k} \in \operatorname{en}_{j}\left(s_{j}^{\prime}\right)$. This implies $a_{k} \in \operatorname{en}_{j}\left(s_{j}\right)$, because $\bar{L}_{j}$ does not move between $s$ and $s^{\prime}$ since none of $a_{1}, \ldots, a_{k-1}$ is in $\bar{\Sigma}_{j}$. By condition 2 , en ${ }_{j}\left(s_{j}\right) \subseteq \mathcal{A}(s)$. This contradicts $a_{k} \notin \mathcal{A}(s)$.

This means that the $\bar{L}_{j}$ that participate in $a$ are disjoint from the $\bar{L}_{j}$ that participate in $a_{1} \cdots a_{n}$. From this D 1 and D 2 follow by well-known properties of the parallel composition operator.

Theorem 9 makes it easy to represent a sufficient condition for D1 and D2 as a directed graph that depends on the current state $s$. The set of the vertices of the graph is $\bar{\Sigma}$. There is an edge from $a \in \bar{\Sigma}$ to $b \in \bar{\Sigma}$, denoted with $a \sim_{s} b$, if and only if $a \neq b$ and either $a \notin \mathrm{en}(s)$ and $b \in \operatorname{en}_{i}\left(s_{i}\right)$ where $i=\operatorname{dis}(s, a)$, or $a \in \operatorname{en}(s)$ and there is $i$ such that $a \in \bar{\Sigma}_{i}$ and $b \in \operatorname{en}_{i}\left(s_{i}\right)$. The graph for the initial state of Figure 7 (b) is shown in Figure 13 without the dashed edge. Enabled actions are shown with double circles and visible actions with grey circles.

By the construction, if $\mathcal{A}(s)$ is closed under the graph (that is, for every $a$ and $b$, if $a \in \mathcal{A}(s)$ and $a \sim_{s} b$, then $b \in \mathcal{A}(s))$, then $\mathcal{A}(s)$ satisfies D 1 and D 2 . To also satisfy D0, it is necessary and sufficient that either there are no enabled actions, or the closed set contains an enabled action. Many closed sets can be found in Figure 13, including $\emptyset,\{a\},\{a, u\}$, and $\left\{a, u, \tau_{2}\right\}$. D0 rules out $\emptyset$ and accepts the rest. Of the rest, $\{a\}$ and $\{a, u\}$ are equally
good and better than the others, because their only enabled action is $a$, while the others also have at least $\tau_{2}$. This is why $\mathcal{A}(\hat{s})=\{a\}$ in Figure 7 (b).

It is not necessary for correctness to use the smallest $i$, when more than one $\bar{L}_{i}$ disables $a$. The choice to use the smallest $i$ was made to obtain a fast algorithm and to avoid confusion in the examples. An alternative algorithm (called deletion algorithm in [28]) is known that exploits the freedom to choose any $i$ that disables $a$. It has the potential to yield smaller reduced LTSs than the algorithm described in this section. On the other hand, it consumes more time per constructed state.

Furthermore, the condition in Theorem 9 and the corresponding " $\sim s$ "-relation are not the weakest possible to achieve D1 and D2. To see this, we now discuss two scenarios.

Assume that $w$ writes to a finite-capacity fifo $\bar{L}_{f}, r$ reads from it, and they have no other $\bar{L}_{i}$ in common. Although $\bar{\Sigma}_{f}$ links them, we need not declare $w \sim_{s} r$ when $w$ is enabled, and we need not declare $r \overbrace{s} w$ when $r$ is enabled, since they commute if both are enabled. We will exploit this in Section 10. (On the other hand, when the fifo is empty, it may be that $\operatorname{dis}(s, r)=f$, yielding $r \overbrace{s} w$. That is, to enable reading from a fifo that is currently empty, it is necessary to write something to it. Similarly, when the fifo is full, $w \sim_{s} r$ may hold, because to enable writing, one has to make room in the fifo.) At the LTS level, it is laborious to detect if any of the $\bar{L}_{i}$ models a fifo, while at a higher level of description, it has usually been mentioned explicitly.

As another scenario, if $i=\operatorname{dis}(s, a)$ and there is no path in $\bar{L}_{i}$ from $s_{i}$ to any $s_{i}^{\prime}$ with $a \in \operatorname{en}_{i}\left(s_{i}^{\prime}\right)$, then $a$ is permanently disabled, so $a \sim_{s} b$ need not be declared for any $b \in \operatorname{en}_{i}\left(s_{i}\right)$ - and, indeed, for any $b$ at all. Consider the state in Figure 7 that is reachable by executing $a \tau_{2}$. In it, $u$ is permanently disabled by $\bar{L}_{2}$. However, the condition in Theorem 9 unnecessarily declares $u \sim_{s} v$. Because systems are often meant to repeat the same activity forever (for instance, the protocols in Section 3 are not meant to deliver two messages and then stop, but are meant to deliver messages as long as there are any to deliver), LTSs are often strongly connected, so testing this condition at the LTS level would often be wasted work. Testing it becomes worthwile if higher-level knowledge tells that the LTS is not strongly connected.

These scenarios illustrate that the more knowledge there is about the system at a level higher than the LTS, the more optimizations tend to be available. As a consequence, trying to make the condition in Theorem 9 as weak as possible would not succeed, and it would make it very hard to read. On the other hand, D1, D2, and so on have been made very weak, with the hope that when new optimizations are found, it would suffice to prove that they guarantee D1, D2, and so on, instead of having to prove anew all correctness theorems, such as Theorems 6 and 8 in the present publication.

It is trivial to also take V into account in the graph representation of the stubborn set computation problem. It suffices to add the edge $a \sim_{s} b$ from each $a \in V \cap \operatorname{en}(s)$ to each $b \in V \backslash\{a\}$. This extended edge set is what we denote by " $\sim s$ " henceforth. In the case of Figure 13, the dashed edge $a \neg_{\hat{s}} b$ is added. Then there are four closed sets: $\emptyset,\left\{a, b, u, \tau_{2}\right\},\left\{a, b, u, v, \tau_{2}\right\}$, and $\left\{a, b, u, v, \tau_{1}, \tau_{2}\right\}$. Again, D0 rules out $\emptyset$. All the other three have at least two enabled actions, $a$ and $\tau_{2}$. The last one is inferior, because it also has the enabled $\tau_{1}$. In Figure 7 (c), $\left\{a, b, u, \tau_{2}\right\}$ was chosen, but $\left\{a, b, u, v, \tau_{2}\right\}$ could have been chosen as well.

At this point we emphasize that the graph $(\bar{\Sigma}, " \leadsto s ")$ need not be represented as an explicit data structure. So its use does not entail the cost of constructing it for every $s \in S_{\mathrm{r}}$. Instead, there is a piece of program that, given $a$ and having access to $s$ and every $\bar{L}_{i}$, returns, one by one, the $b$ such that $a \sim_{s} b$. If $a$ is enabled, it finds every $i$ such that $a \in \bar{\Sigma}_{i}$, finds each $s_{i}$, and returns the labels of the output transitions of $s_{i}$ in $\bar{L}_{i}$ except $a$ itself. (As a matter of fact, it is harmless to return $a$ itself. So it is unnecessary to write additional code to protect against returning $a$ itself.) If $a$ is disabled, it computes $i=\operatorname{dis}(s, a)$, finds $s_{i}$, and continues like when $a$ is enabled.

Let " $\sim_{s}^{*}$ " denote the reflexive transitive closure of $" \leadsto s$ ". By the definitions, if $a \in \bar{\Sigma}$, then $\left\{b \mid a \sim_{s}^{*} b\right\}$ satisfies D1 and D2 (and V, if " $\sim \rightarrow_{s}$ " respects it). We denote it with $\operatorname{clsr}(s, a)$. If $A \subseteq \bar{\Sigma}$, by $\operatorname{clsr}(s, A)$ we mean $\bigcup_{a \in A} \operatorname{clsr}(s, a)$. Both can be computed quickly with wellknown elementary graph search algorithms.

D0 may be enforced by choosing an enabled $a$ and computing $\mathcal{A}(s)=\operatorname{clsr}(s, a)$. Unfortunately, the quality of the result is vulnerable to the choice of $a$. In Figure 13, $\operatorname{clsr}\left(\hat{s}, \tau_{1}\right)$ yields a worse result than $\operatorname{clsr}(\hat{s}, a)$.

Therefore, we employ an algorithm called esc $(s, a)$, for "enabled strong component". Applied at some state $s$, it uses $a$ as the starting point of a depth-first search in $\left(\bar{\Sigma}, " \sim \sim_{s}\right)$. During the search, the strong components (that is, the maximal strongly connected subgraphs) of ( $\bar{\Sigma}, " \sim \overbrace{s}$ ") are recognized using Tarjan's algorithm [6, $8,24]$. It recognizes each strong component at the time of backtracking from it. When $\operatorname{esc}(s, a)$ finds a strong component $C$ that contains an action enabled at $s$, it stops and returns $\operatorname{clsr}(s, C)$ as the result; note that $a$ might not be in $C$. If esc $(s, a)$ does not find such a strong component, it returns $\operatorname{clsr}(s, a)$.

Obviously $\operatorname{esc}(s, a) \subseteq \operatorname{clsr}(s, a)$. So esc $(s, a)$ has potential for better reduction results. By the properties of Tarjan's algorithm, all enabled actions of $\operatorname{clsr}(s, C)$ are in $C$. Therefore, $\operatorname{esc}(s, a)$ is optimal in the sense that no closed proper subset of esc $(s, a)$ contains enabled actions. In Figure 13, no matter what $x$ is, esc $(\hat{s}, x)$ returns $\{a\}$ in the absence and $\left\{a, b, u, \tau_{2}\right\}$ in the presence of the dashed edge. In contrast, $\operatorname{clsr}(\hat{s}, b)=\left\{a, b, u, \tau_{2}\right\}$ in the
absence and $\operatorname{clsr}\left(\hat{s}, \tau_{1}\right)=\left\{a, b, u, v, \tau_{1}, \tau_{2}\right\}$ in the presence of the dashed edge.

Tarjan's algorithm adds very little overhead to depthfirst search, in particular if the optimizations in $[6,8]$ are exploited. Therefore, esc $(s, a)$ is never much slower than $\operatorname{clsr}(s, a)$. On the other hand, $\operatorname{esc}(s, a)$ might find a suitable strong component early on, in which case it is much faster than $\operatorname{clsr}(s, a)$.

The publicly available ASSET tool [31] contains an implementation of this algorithm, with the modification that instead of returning any set, it executes each enabled action that it finds (that is, finds the $s^{\prime}$ such that $s-a \rightarrow s^{\prime}$ and puts $\left(s, a, s^{\prime}\right)$ in $\bar{\Delta}_{\mathrm{r}}$ ), and terminates when the $C$ described above has been processed. It returns a truth value telling whether it executed at least one action.

## 8 On the Performance of Various Conditions

In this section we discuss some problems in the use of aps sets that have not received as much attention in the literature as they deserve. In addition to pointing out potential topics for future research, they motivate the approach in Section 9.

The goal of aps set methods is to alleviate the state explosion problem. Therefore, reducing the size of the state space is a main issue. However, if the reduction introduces too much additional work per preserved state, then time is not saved. So the cost of computing the aps set is important. Also the software engineering issue plays a role. Little is known on the practical performance of ideas that have the biggest theoretical reduction potential, because they are complicated to implement, so few experiments have been made. For instance, first big experiments on weak stubborn sets [28] and the deletion algorithm [28] appeared in [13].

Often a state has more than one aps set. Let $T_{1}$ and $T_{2}$ be two of them and let $\mathcal{E}\left(T_{1}\right)$ and $\mathcal{E}\left(T_{2}\right)$ be the sets of enabled actions in $T_{1}$ and $T_{2}$. It is obvious that if the goal is to preserve deadlocks and if $\mathcal{E}\left(T_{1}\right) \subseteq \mathcal{E}\left(T_{2}\right)$, then $T_{1}$ can lead to better but cannot lead to worse reduction results than $T_{2}$. We are not aware of any significant result on the question which should be chosen, $T_{1}$ or $T_{2}$, if both are aps, $\mathcal{E}\left(T_{1}\right) \nsubseteq \mathcal{E}\left(T_{2}\right)$, and $\mathcal{E}\left(T_{2}\right) \nsubseteq \mathcal{E}\left(T_{1}\right)$. Let us call it the non-subset choice problem. Already [26] gave an example where always choosing the set with the smallest number of enabled actions does not yield the best reduction result. Recently it has been observed that always choosing a singleton stubborn set if one is available does not necessarily guarantee best reduction results [37].

Figure 14 illustrates that the order in which the component LTSs of a system are given to a tool can have a tremendous effect on the running time and the size of the reduced LTS. In it, the stubborn sets are computed with the esc $(s, a)$-algorithm, picking the starting points


Fig. 14. Two reduced LTSs, where $\bar{L}_{1}, \bar{L}_{2}$, and $\bar{L}_{3}$ are from Figure 7 , and $\bar{L}_{4}$ is shown on bottom right. The alphabet of the LTS on top right is $\bar{\Sigma}$
from the alphabet of the first LTS, then from the alphabet of the second, and so on, until a suitable set is found or the LTSs are exhausted. The method that preserves deadlocks and traces that lead to them is used. That is, D0, D1, D2, and V are obeyed, but not necessarily SV.

In the case of $\left(\bar{L}_{1}\left\|\bar{L}_{2}\right\| \bar{L}_{3} \| \bar{L}_{4}\right)_{\mathrm{r}}$, the algorithm finds the same stubborn sets as in Figure 7 (c), except when Figure 7 (c) deadlocks. In the latter states, no enabled actions are found from $\bar{\Sigma}_{1}, \bar{\Sigma}_{2}$, and $\bar{\Sigma}_{3}$, so the algorithm proceeds to $\bar{\Sigma}_{4}=\left\{\tau_{4}\right\}$. Therefore, it tries $\tau_{4}$ and finds that it introduces a self-loop to the state. The algorithm thus correctly finds out that the system has no deadlocks.

With $\left(\bar{L}_{4}\left\|\bar{L}_{1}\right\| \bar{L}_{2} \| \bar{L}_{3}\right)_{\mathrm{r}}$, the algorithm tries $\bar{\Sigma}_{4}$ first. Therefore, it uses $\left\{\tau_{4}\right\}$ as the stubborn set already in the initial state, and thus constructs the self-loop $\hat{s}-\tau_{4} \rightarrow \hat{s}$. D0, D1, D2, and V do not tell it to investigate anything else. So it stops extremely quickly, after constructing only one state and one transition. Again, the algorithm correctly finds out that the system has no deadlocks.

It is clear that any parallel composition could be in the place of $\bar{L}_{1}\left\|\bar{L}_{2}\right\| \bar{L}_{3}$ in the above example. Furthermore, similar examples can be constructed also in the presence of SV. For instance, one input order could lure the algorithm into investigating a huge sub-LTS that has no occurrences of visible actions, while it is avoided with another input order. These examples mean that the very same method and verification program can give dramatically different results on the very same example system, if the system is written in two different orders. A similar observation on dynamic partial order redcution has been made in [14]. For this and other reasons, measurements are not as reliable for comparing different methods as we would like.

Technically, optimal sets could be defined, for instance, as those (not necessarily aps) sets of enabled actions that yield the smallest reduced state space that preserves the deadlocks. Unfortunately, it was shown in [36] that finding subsets of transitions of a 1-safe Petri net that are optimal in this sense is at least as hard as testing whether the net has a deadlock. Another similar result was proven in [3, p. 154]. Therefore, without additional assumptions, optimal sets are too hard to find.

This negative result assumes that optimality is defined with respect to all possible ways of obtaining infor-


Fig. 15. Actions are tried in the order $u, v$ until one is found that does not close a cycle. If such an action is not found, then all actions are taken
mation on the behaviour of the system. Indeed, optimal sets can be found by first constructing and investigating the full state space. Of course, aps set methods do not do so, because constructing the full state space is what they try to avoid. In [36], a way of obtaining information was defined such that most (but not all) deadlock-preserving aps set methods conform to it. Using non-trivial modeltheoretic reasoning, it was proven in [36] that, in the case of 1-safe Petri nets, the best possible (not necessarily aps) sets that can be obtained in this context are of the form $\mathcal{E}(\operatorname{esc}(s, a))$ for some $a$. (Unfortunately, we do not know which $a$ to choose.) In this restricted but nevertheless meaningful sense, the esc $(s, a)$-algorithm is optimal.

The situation is much more complicated when preserving other properties than deadlocks. We only discuss one difficulty. Instead of SV, [3, p. 155] assumes that the reduced state space is constructed in depthfirst order and tells to choose an aps set that does not close a cycle if possible, and otherwise use all enabled actions. In [5] it was demonstrated that this condition performs badly on a variant of the dining philosophers' system. Figure 15 shows an example where this condition causes the method to zigzag through the LTS such that all reachable states are constructed, although the component LTSs do not interact at all. SV is less vulnerable to but not totally free from this kind of difficulties. Far too little is known on this problem area.

In general, it is reasonable to try to find as weak conditions as possible in place of $\mathrm{D} 1, \mathrm{~V}, \mathrm{SV}$, and so on, because the weaker a condition is, the more potential it has for good reduction results. Because of the nonsubset choice problem and other similar problems, it is not certain that the potential can be exploited in practice. However, if the best set is ruled out already by the choice of the condition, then it is certain that it cannot be exploited.

For instance, instead of V, [3, p. 149] requires the condition C2 that we met in Section 6. It is strictly stronger than V and thus has less potential for reduction. Furthermore, the algorithm in Section 7 can exploit the additional potential of V at least to some extent. In Figure $7(\mathrm{c}), \tau_{1} \in \operatorname{en}(\hat{s})$ and $\tau_{1} \notin \mathcal{A}(\hat{s})$. On the other hand, C 2 would force to take $\tau_{1}$ into the set, because
$a \in \mathcal{A}(\hat{s}) \cap V \cap \operatorname{en}(\hat{s})$. So V yields better reduction than C 2 in this example.

This also illustrates why stubborn sets are defined such that they may contain disabled actions. The part $V \subseteq \mathcal{A}(s)$ in the definition of V could not be formulated easily, or perhaps not at all, if $\mathcal{A}(s)$ cannot contain disabled actions. For instance, $V \cap \operatorname{en}(s) \subseteq \mathcal{A}(s)$ fails, because it lets to choose $\mathcal{A}(\hat{s})=\{a\}$ and thus loses the trace $b$ in Figure 7 (c).

## 9 The SV Condition Often Holds Automatically

In this section we make the novel observation that if the stubborn sets are computed using the visible actions as the starting points, then either SV holds or the system and its reduced LTS exhibit pathological behaviour. This means that the implementations of SV presented in [29, $33,37,39$ ], among others, are usually not needed. Therefore, we do not present any in this study, but, of course, they can be used if considered necessary.

The observation continues a line of research started in [34], whose conference version was published in 2015. We say that a system is always may-terminating if and only it from every reachable state, it can continue to a deadlock. The main result of [34] was that it is easy to check from the reduced LTS whether the system is always may-terminating, and if it is, then SV holds automatically. This means that when we want the system be always may-terminating, then we need not implement SV (even if we do not know whether it indeed is always may-terminating). We could apply this idea to our example protocols by adding a sending client to the models that in its initial state chooses between entering a deadlock or executing sen N or senY and then returning to the initial state. In this section we obtain results of similar spirit, with weaker conditions in the place of may-termination.

We first investigate the following easily implementable condition that is strictly weaker than SV.

D0V If en $(s) \neq \emptyset$, then $V \subseteq \mathcal{A}(s)$ or $\mathcal{A}(s) \cap$ en $(s) \neq \emptyset$.
D0V is strictly weaker than D0 (also in the presence of $\mathrm{D} 1, \mathrm{D} 2$, and V ), because it is implied by D0 but allows $\mathcal{A}(s) \cap \mathrm{en}(s)=\emptyset$ when there are enabled actions outside but not inside $\operatorname{clsr}(s, V)$. D0V is implied by SV, because if $\mathcal{A}(s) \cap$ en $(s)=\emptyset$, then the $s_{a}$ in SV can only be $s$ itself, so $a \in \mathcal{A}(s)$ for each $a \in V$. D0V combined with $\mathrm{D} 1, \mathrm{D} 2$, and V does not guarantee the preservation of traces, because it allows $\mathcal{A}(\hat{s})=\left\{\tau_{1}\right\}$ in ${ }_{6}{ }^{\circ} \tau_{1} \|{ }^{\circ} \mathrm{O} a$.

Our strategy is to only use subsets of $\operatorname{clsr}(s, V)$ as stubborn sets, to avoid executing actions that do not contribute towards satisfying SV . If $\operatorname{clsr}(s, V)$ contains no enabled actions, then no actions need to be executed, because $\mathcal{A}(s)=\operatorname{clsr}(s, V)$ implies $V \subseteq \mathcal{A}(s)$, making D0V hold in $s$ and SV hold in every r-state from which $s$ is r-reachable. There may be enabled actions also in
this case, but they are invisible and cannot lead to occurrences of visible actions.

D0V with D1, D2, and V can be implemented by computing esc $(s, a)$ for each $a \in V$ until an enabled action is encountered or $V$ is exhausted, taking the union of the results. We call this the esc $(s, V)$-algorithm. In the former case, $\operatorname{esc}(s, V)=\operatorname{esc}\left(s, a^{\prime}\right) \cup \bigcup_{a \in V^{\prime}} \operatorname{clsr}(s, a)$ and $\operatorname{esc}(s, V) \cap \operatorname{en}(s)=\operatorname{esc}\left(s, a^{\prime}\right) \cap \operatorname{en}(s)$, where $a^{\prime}$ is the $a \in V$ that yielded an enabled action, and $V^{\prime}$ is the set of $a \in V$ that were tried before $a^{\prime}$. In the latter case, esc $(s, a)=$ $\operatorname{clsr}(s, a)$ for each $a \in V$, so esc $(s, V)=\operatorname{clsr}(s, V)$.

The esc $(s, V)$-algorithm inputs a single state and returns a stubborn set in it. By the D0V-algorithm we mean the algorithm that constructs a reduced LTS by always choosing $\mathcal{A}(s)=\operatorname{esc}(s, V)$. The D0V-algorithm inputs a system description and produces a reduced LTS that satisfies D0V, D1, D2, and V, but not necessarily SV.

We say that an LTS is always may-stabilizing, if and only if from every reachable state, a stable state is reachable. It is always may-progressing, if and only if from every reachable state, a deadlock or an occurrence of a visible action is reachable. (Calling a deadlock mayprogress arises from the fact that it is easy to check from each deadlock state whether it represents intended or erroneous termination. So in the present context, deadlocks can be ignored as a sub-case that has already been solved.)

Lemma 10. If an LTS is always may-stabilizing, then it is always may-progressing.

Proof. If $L$ is always may-stabilizing, then from every $s \in S$, a stable $s^{\prime}$ is reachable. If $s^{\prime}$ is not a deadlock, then it has an outgoing transition. Its action is visible, because otherwise $s^{\prime}$ would not be stable.

The following observation is important.
Theorem 11. If $L_{\mathrm{r}}$ obeys $D 0 V$ and $V$ and is always may-progressing or always may-stabilizing, then it obeys $S V$.

Proof. To prove the first claim, let $L_{\mathrm{r}}$ be always mayprogressing and $s \in S_{\mathrm{r}}$. By the definition of always mayprogressing, at least one of the following two cases applies to some $s^{\prime}$ that is r-reachable from $s$. Each case yields $V \subseteq \mathcal{A}\left(s^{\prime}\right)$, making SV hold for $s$.

If $s^{\prime}-a \rightarrow$ in $L_{\mathrm{r}}$ where $a \in V$, then $V \subseteq \mathcal{A}\left(s^{\prime}\right)$ by V .
If $s^{\prime}$ is an r-deadlock, then D0V yields either $V \subseteq$ $\mathcal{A}\left(s^{\prime}\right)$ or that $s^{\prime}$ is an f -deadlock. In the latter case we can use $\mathcal{A}\left(s^{\prime}\right)=\bar{\Sigma}$ without loss of reduction, and thus have $V \subseteq \mathcal{A}\left(s^{\prime}\right)$ in any case.

The second claim follows from Lemma 10.
That $L_{r}$ is always may-progressing can be checked in linear time with breadth-first or depth-first search, using r-deadlocks and tail states of visible r-transitions
as starting points and traversing the r-transitions backwards.

So we can construct a reduced LTS for the system obeying D0V, D1, D2, and V with the D0V-algorithm, and then test whether it is always may-progressing. If it is, we can use it. Let us study some facts that together suggest that always may-progressing reduced LTSs are common.

Lemma 12. Assume D1 and D2. If the system is always may-stabilizing, then also the reduced LTS is.

Proof. Let $s_{n} \in S_{\mathrm{r}}$, and let $s_{n}-a_{1} \cdots a_{n} \rightarrow s$ be an $\mathrm{f}-$ path to an f-stable f-state $s$. We show by induction on $n$ that there is an r-path from $s_{n}$ to an r-stable r-state. Because any f-stable r-state is also r-stable by $\Delta_{\mathrm{r}} \subseteq \Delta$, the base case $n=0$ holds.

Let now $n>0$. If $s_{n}$ is $r$-stable, the claim holds trivially. Otherwise there is $a \in I \cap \mathrm{en}\left(s_{n}\right) \cap \mathcal{A}\left(s_{n}\right)$. If none of $a_{1}, \ldots, a_{n}$ is in $\mathcal{A}\left(s_{n}\right)$, then D2 yields $s-a \rightarrow$, contradicting the f -stability of $s$. So there is a smallest $i$ such that $1 \leq i \leq n$ and $a_{i} \in \mathcal{A}\left(s_{n}\right)$. By D1, there is $s_{n-1} \in S_{\mathrm{r}}$ such that $s_{n}-a_{i} \rightarrow s_{n-1}$ in $L_{\mathrm{r}}$ and $s_{n-1}-a_{1} \cdots a_{i-1} a_{i+1} \cdots a_{n} \rightarrow s$ in $L$. By the induction assumption, an r-stable r-state is r-reachable from $s_{n-1}$, and thus from $s_{n}$.

The opposite does not necessarily hold even when adding V, D0, and SV, since $\mathcal{A}(\hat{s})=\{a\}=V$ satisfies D0, D1, D2, V, and SV on 'o $\tau_{1} \|$ 具 $a$, yielding $L_{\mathrm{r}}=$ \%

The system ${ }^{6} \tau_{1} \tau^{\|} \Omega a$ is always may-progressing, the choice $\mathcal{A}(\hat{s})=\left\{\tau_{1}\right\}$ is allowed by D0V, D1, D2, and V , and it yields the reduced LTS ${ }^{\circ} \tau_{1}$ that is not always may-progressing. So there is no analogy of Lemma 12 about always may-progressing systems.

Many (but not necessarily all) correct systems have the property that if the system is not given any input (such as sen), then the system eventually stops to wait for input or at least keeps on having the ability to do so. This means that the system is always may-stabilizing. By Lemma 12, its reduced LTS is always may-progressing. As can be seen from Figure 3, the alternating bit protocol is always may-stabilizing. Thanks to the following lemma, we can reason that also the self-synchronizing alternating bit protocol is always may-stabilizing.

Lemma 13. Consider any LTS. If $s$ is a state from which no stable state is reachable, then $s$ diverges, and so does every state that is reachable from $s$.

Proof. Choose $s_{0}=s$. Assume we have found $s_{0}-\tau \rightarrow$ $s_{1}-\tau \rightarrow s_{2}-\tau \rightarrow \cdots-\tau \rightarrow s_{n}$ in $L$; this holds for $n=0$ since then the execution is just $s_{0}$. By assumption, there is some $s_{n}-\tau \rightarrow s_{n+1}$. By induction, this constructs a diverging execution. Also by assumption, a state reachable from $s$ cannot reach a stable state, so the second claim follows.


Fig. 16. A system with $V=\{a, b\}$ and $I=\left\{u, \tau_{2}\right\}$ that yields a not always may-progressing reduced LTS

In the self-synchronizing alternating bit protocol, sen, rec, ok, and err are visible. Of the rest, let us call $\bar{f}_{0}$, $\bar{f}_{1}$, and so on barred, and $\mathrm{f}_{0}, \mathrm{f}_{1}$, and so on unbarred. In the protocol, the invisible transitions always arise from a barred action synchronizing with its unbarred counterpart. Thus, if we can bound the number of possible unbarred action occurrences in the components after the last visible action, we cannot have a diverging execution. Let $n_{\mathrm{D}}$ and $n_{\mathrm{A}}$ denote the number of D-cells and A-cells.

Let us assume that there is a reachable state of the protocol with a diverging execution. Without the visible transitions, Sender has no cycle with an unbarred transition; along the execution, it can perform at most two unbarred transitions. So let us concentrate on the diverging execution after the last one of those.

In all components, each unbarred transition is followed by a barred or visible one. Thus, the first D-cell can perform at most 1 unbarred action and then blocks, since Sender will not perform such a transition anymore. Similarly, the second D-cell can perform at most 2 unbarred actions, etc., Receiver at most $n_{\mathrm{D}}+1$, the first A-cell at most $n_{\mathrm{D}}+2$, etc., and the last A-cell at most $n_{\mathrm{D}}+n_{\mathrm{A}}+1$. By the discussion above, this contradicts our assumption. Hence, the system has no divergence traces.

By $\Delta_{\mathrm{r}} \subseteq \Delta$, no reduced LTS of the system has divergence traces either. By Lemma $13, L_{r}$ will be always may-stabilizing.

Please notice that the user of the D0V-algorithm need not reason like this. It suffices that they run the algorithm and detect that the resulting reduced LTS is always may-progressing.
We now start to investigate the case where the result is not always may-progressing. The reduced LTSs in Figure 14 are not always may-progressing. However, the D0V-algorithm was not used when constructing them. If it is used, then always $\mathcal{A}(s) \subseteq \operatorname{clsr}(s, V)$. Because $\tau_{4} \notin \operatorname{clsr}(s, V)$, it yields an LTS that is isomorphic to Figure 7 (c), thus always may-progressing. A similar thing
 ${ }^{6}$ a from it.

Figure 16 shows an example where things are not so nice. The D0V-algorithm produces a not always mayprogressing (and not trace-preserving) reduced LTS in it. In $s_{3}$, the stubborn set computation begins with $a$.

Because $a$ is visible and enabled, $a \sim_{s_{3}} b$. We have $b \sim_{s_{3}} \tau_{2}$, because $\operatorname{dis}\left(s_{3}, b\right)=2$. Furthermore, $\tau_{2} \not \chi_{s_{3}} x$ for every action $x$. So $\mathcal{A}\left(s_{3}\right)=\operatorname{esc}\left(s_{3}, V\right)=\left\{\tau_{2}\right\}$. The algorithm executes $s_{3}-\tau_{2} \rightarrow s_{4}$. In $s_{4}$ we get the same stubborn set for the same reason as in $s_{3}$. In the next state $s_{5}$ we have $a \sim_{s_{5}} b \sim_{s_{5}} \tau_{2}, b \neg_{s_{5}} u$, and $\tau_{2} \sim_{s_{5}} u$. Because $\operatorname{dis}\left(s_{5}, u\right)=3$, we do not have $u \sim_{s_{5}} x$ for any $x$. So $\mathcal{A}\left(s_{5}\right)=\operatorname{esc}\left(s_{5}, V\right)=\left\{u, \tau_{2}\right\}$. The action $u$ is disabled, and the execution of $\tau_{2}$ leads to $s_{3}$ that has already been processed. The algorithm terminates ignoring $a$.

It is obvious with Figure 16 that to preserve the traces, $a$ must be executed in $s_{3}, s_{4}$, or $s_{5}$. For the sake of an example, we extend $\mathcal{A}\left(s_{3}\right)$ such that it becomes $\operatorname{clsr}\left(s_{3}, a\right)=\left\{a, b, \tau_{2}\right\}$, and let the D0V-algorithm continue. It constructs the transition $s_{3}-a \rightarrow s_{6}$. It turns out that $" \sim \sim_{s_{6}} ", " \sim \sim_{s_{7}} "$, and $" \sim \sim_{s_{8}} "$ are the same as $" \sim s_{s_{3}} ", " \sim s_{s_{4}} "$, and " $\sim_{s_{5}} "$, respectively. Therefore, the algorithm constructs $s_{6}-\tau_{2} \rightarrow s_{7}-\tau_{2} \rightarrow s_{8}-\tau_{2} \rightarrow s_{6}$ and terminates. If we again intervene and force the algorithm to construct $s_{6}-a \rightarrow s_{9}$, it continues by constructing the last two states. All states of the parallel composition would be constructed.

In this example, the D0V-algorithm computed a terminal strong component only containing occurrences of invisible actions, although an occurrence of a visible action was reachable in the full LTS. Let us call the actions in the stubborn sets of such a component unproductive, and the remaining enabled actions productive. We also call the component unproductive. In the example, $u$ and $\tau_{2}$ are unproductive and $a$ is productive. The reduction result was bad, because the occurrence of $a$ did not change the relevant part of the " $\sim s$ "-relation, so the enabled unproductive actions were executed again after $a$.

If a productive action could enable or disable any of the unproductive actions, by D1 and D2 it would not have been ignored. So the only way an occurrence of a productive action can change the relevant part of the $" \sim s$ "-relation is by making $\operatorname{dis}(s, u)$ smaller for some disabled unproductive $u$. This means that if the D0Valgorithm constructs an unproductive terminal strong component, there is a high risk that if SV is made to hold using only ideas in the earlier publications, there will eventually be many copies of the component, so the reduction results will not be good. This is what happened with Figure 16.

A solution to this problem was found very recently [35]. It is based on "freezing" the unproductive actions, that is, computing the stubborn sets of the subsequent states as if the frozen actions did not exist at all. Also [33] presents a freezing technique, but it solves a different problem and is thus not the same. In the latter, the goal was to preserve divergence traces.

## 10 An Experiment

In this section we discuss analysis experiments on the self-synchronizing alternating bit protocol, using the ASSET tool [31,34]. ASSET does not input parallel compositions of LTSs, but it allows to mimic their behaviour with C++ code. It also allows to express the " $\rightarrow s$ " relation in $\mathrm{C}++$ and computes stubborn sets with the $\operatorname{esc}(s, a)$-algorithm, trying each $a \in \bar{\Sigma}$ as a starting point until an enabled action is encountered or $\bar{\Sigma}$ is exhausted. The result obeys D0, D1, D2, and V.

ASSET contains neither a mechanism for ensuring SV nor an implementation of a test whether the result is always may-progressing. However, it can test whether the result is always may-terminating. We used this test to show that the reduced LTS is always may-progressing, by first adding a visible transition to deadlock to each tail state of sen in Sender. Then ASSET verified that the modified protocol passes this test and that all of its deadlocks are due to the added transitions. This shows that the original protocol can always continue to a state where sen is enabled, and is thus always may-progressing. Furthermore, in Section 9 we obtained the same result manually. So Theorem 11 implies that SV holds.

To gain confidence that the modelling with $\mathrm{C}++$ is correct, additional runs were conducted where the ASSET model contained machinery that verified most of the correctness properties listed in Section 3, including that the protocol cannot lose the ability to deliver data items and reply ok.

Table 1 shows analysis results obtained with a model that is faithful to Figure 4. The experiments were run on a 2.6 GHz Linux laptop with 7 GiB of memory, which is ample memory for the largest experiment. When $c=8$, the analysis time was $14.3,0.03,24.6$, and 0.05 seconds, and when $c=40$ it was 11.7 and 19.2 seconds. ASSET allows to choose whether the actions are scanned forwards or backwards, when used as the $a$ in $\operatorname{esc}(s, a)$. When this setting was changed, the last line $(c=40)$ became $8632152,8885544,27003716$, and 28039718 . This suggests that the effect of the order is non-negligible. The effect was in opposite direction with and without the re-sending.

The table shows spectacular reduction results, but one may argue that the model of the channels in Figure 4 is unduely favourable to stubborn sets. The messages travel through the channels step by step. Without stubborn sets, any combination of empty and full channel cells may be reached, creating an exponential number of states. If a message is ready to move from a cell to the next one, then the corresponding action constitutes a singleton stubborn set. Therefore, the stubborn set method has the tendency to quickly move messages to the front of the channel, dramatically reducing the number of constructed states.

To not give stubborn sets unfair advantage, another series of experiments was made where the messages are

Table 1. Each channel consists of $c$ separate cells

| $c$ | only one sending |  |  |  | one sending and one re-sending |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | full LTS |  | stubborn sets |  | full LTS |  | stubborn sets |  |
|  | states | edges | states | edges | states | edges | states | edges |
| 1 | 380 | 1068 | 312 | 594 | 822 | 2270 | 640 | 1180 |
| 2 | 1880 | 6212 | 1030 | 1686 | 3780 | 12210 | 1956 | 3126 |
| 3 | 9200 | 34934 | 2570 | 3792 | 17318 | 64414 | 4826 | 7018 |
| 4 | 44000 | 188710 | 5360 | 7354 | 78384 | 330448 | 9736 | 13156 |
| 5 | 205760 | 983614 | 9946 | 12938 | 350322 | 1650074 | 17898 | 23064 |
| 6 | 944000 | 4977246 | 16972 | 21208 | 1548668 | 8059068 | 29888 | 36986 |
| 7 | 4263680 | 24582270 | 27182 | 32928 | 6784206 | 38653782 | 47522 | 57214 |
| 8 | 19013120 | 119011454 | 41420 | 48962 | 29494824 | 182624072 | 71228 | 83668 |
| 10 |  |  | 85856 | 97928 |  |  | 144772 | 164442 |
| 20 |  |  | 970176 | 1028858 |  |  | 1537912 | 1629892 |
| 30 |  |  | 4346996 | 4506888 |  |  | 6676552 | 6921642 |
| 40 |  |  | 12910316 | 13246018 |  |  | 19457692 | 19964692 |

Table 2. Each channel is a single reduced LTS

| c | only one sending |  |  |  | one sending and one re-sending |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | full LTS |  | stubborn sets |  | full LTS |  | stubborn sets |  |
|  | states | edges | states | edges | states | edges | states | edges |
| 10 | 42680 | 183912 | 15628 | 27652 | 64622 | 273188 | 25772 | 45358 |
| 20 | 287280 | 1278742 | 85968 | 144542 | 395442 | 1732118 | 134502 | 226298 |
| 30 | 913880 | 4112572 | 251108 | 410832 | 1208662 | 5361048 | 382432 | 627238 |
| 40 | 2102480 | 9513402 | 551048 | 886522 | 2720282 | 12143978 | 825562 | 1332178 |
| 50 | 4033080 | 18309232 | 1025788 | 1631612 | 5146302 | 23064908 | 1519892 | 2425118 |
| 60 | 6885680 | 31328062 | 1715328 | 2706102 | 8702722 | 39107838 | 2521422 | 3990058 |
| 70 | 10840280 | 49397892 | 2659668 | 4169992 | 13605542 | 61256768 | 3886152 | 6110998 |
| 80 | 16076880 | 73346722 | 3898808 | 6083282 | 20070762 | 90495698 | 5670082 | 8871938 |
| 90 | 22775480 | 104002552 | 5472748 | 8505972 | 28314382 | 127808628 | 7929212 | 12356878 |
| 100 |  |  | 7421488 | 11498062 |  |  | 10719542 | 16649818 |

always immediately moved as close to the front of the channel as possible during reading from and writing to a channel. The fact about fifo queues and the " $\rightarrow s$ " relation that was mentioned in Section 7 is also exploited. The results are shown in Table 2. Although they are less spectacular, they, too, show great benefit by the stubborn set method. The running times on the line $c=90$ were $91.5,11.6,115.1$, and 16.5 seconds. Reversing the action scanning order converted the line $c=100$ to $4774892,7538066,18683266$, and 32716878 . Again, this is a significant decrease without and significant increase with re-sending.

## 11 Conclusions

We proved that stubborn sets obeying D1, D2, V, and SV yield reduced LTSs that are fair testing equivalent, but not necessarily tree failure equivalent, to the original system. Tree failure equivalence is obtained using C2 instead of V. To our best knowledge, these are the first powerful aps set methods that deal with any reasonable fairness assumption (here the inherent assumption in the equivalences). The results are surprising, be-
cause aps set methods have been not so powerful with branching-time properties, and fair testing equivalence preserves the canonical branching-time property "in all futures always, there is a future where eventually $a$ occurs".

We also gave new insight to situations where SV fails because of the ignoring problem. We provided evidence that such situations tend to be rare but nasty. We presented a condition that can be cheaply checked from the reduced LTS. If it holds, then also SV holds and trace / fair testing / tree failure equivalence holds. If it fails, earlier algorithms that enforce SV can be used. Unfortunately, we found a new performance problem with them. This problem has been solved very recently [35].

We also experimented with the method on the selfsynchronizing alternating bit protocol. Significant savings were obtained both in the number of constructed states and in the running time.

Acknowledgements. We thank Henri Hansen and the reviewers of the conference and journal version for their comments.
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