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Abstract—In this article, a novel decorrelation-based concur-
rent digital predistortion (DPD) solution is proposed for dual-
band transmitters employing a single wideband power amplifier
(PA), and utilizing only a single feedback receiver path. The
proposed decorrelation-based parameter learning solution is both
flexible and simple, and operates in a closed-loop manner,
opposed to the widely-applied indirect learning architecture. The
proposed decorrelation-based learning and DPD processing can
also be effectively applied to more ordinary single carrier/band
transmissions, as well as generalized to more than two transmit
bands. Through a comprehensive analysis covering both the DPD
parameter learning and the main path processing, it is shown that
the complexity of the proposed concurrent DPD is substantially
lower compared to the other state-of-the-art concurrent DPD
methods. Extensive set of simulation and RF measurement
results are also presented, using base-station PAs as well as a
commercial LTE-Advanced mobile PA, to evaluate and validate
the effectiveness of the proposed DPD solution in various real
world scenarios, incorporating both single-band and dual-band
transmitter cases. The simulation and RF measurement results
demonstrate excellent linearization performance of the proposed
concurrent DPD, even outperforming current state-of-the-art
methods, despite the significantly lower complexity.

Index Terms—Adaptive filters, carrier aggregation, concurrent
linearization, digital predistortion, dual band power amplifiers,
frequency division duplexing, nonlinear distortion, spectrally
agile radio, 3GPP LTE-Advanced.

I. INTRODUCTION

SPECTRUM aggregation improves the achievable bit-rates
and the efficiency of the radio spectrum utilization, but

also poses substantial challenges in the transmitter design,
especially in low-cost devices such as mobile terminals and
small-cell base-stations [1]. In order to enhance the power and
cost efficiencies of such wideband transmitters, e.g., carrier
aggregation (CA) transmitters in 3GPP LTE-Advanced, the
component carriers (CCs) should be combined prior to the
power amplifier (PA) [2], in particular in cases where the
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Fig. 1. Illustration of different distortion components created by a nonlinear
PA when excited with a non-contiguous CA signal with two component
carriers. In this LTE-A UL interband CA example, the CCs are at LTE UL
bands 1 and 3. In addition to the EVM and ACLR degradation due to distortion
components at and around the main CCs, the IM3+ spur lies at the own RX
frequencies of Band 1, causing own RX desensitization.

CCs are still relatively close in frequency. However, this
leads to additional unwanted emissions due to inter-modulation
between the CCs, as a result of the PA nonlinearity [3], as
shown in Fig. 1.

Three kinds of unwanted emissions result from the nonlinear
behavior. The first is emitted in-band, right on top of each CC,
thus degrading the in-band error vector magnitude (EVM). The
second kind of emissions are out-of-band (OOB) emissions
which are emitted in the adjacent channels, thus degrading
the adjacent channel leakage ratio (ACLR). The third kind of
unwanted emissions are those emitted in the spurious domain,
beyond the adjacent channel region which can seriously violate
the given spurious emission limits [1], [4]–[6]. Furthermore,
in FDD devices, the generated spurious components can also
overlap with the device’s own receive band, causing receiver
desensitization [1], [7]–[9], as demonstrated in Fig. 1

In the recent literature, there have been some works on
efficient concurrent digital predistortion (DPD) techniques for
CA transmitters that employ only a single PA [3], [10]–[16].
These works assume that the CCs are separated by a relatively
large distance such that the spurious emissions are filtered out
by the transmit RF filter, and hence linearization of only the
main carriers is pursued. The advantage of such concurrent
DPD techniques is the reduced sampling rates of both the DAC
and ADC in the DPD system, compared to conventional full-
band DPD which linearizes the whole aggregated spectrum
at a significantly higher sampling rate. However, most of the
concurrent DPD techniques developed so far are based on the
indirect learning architecture (ILA) when it comes to the DPD
parameter estimation, which requires the observation of both
CCs at the same time in order to compute the post inverse
solution, thus calling for two feedback receivers for proper
DPD operation [3], [10]–[12].



2

In this paper, a novel reduced-complexity concurrent DPD
solution with a single feedback receiver is proposed for dual-
band transmitters. The proposed DPD main path processing
is based on modeling and injecting the unwanted emissions
within and around the main CCs into the PA input with
opposite phase, such that the unwanted inband and adjacent
channel emissions are canceled at the PA output. The parame-
ter learning is based on a closed-loop feedback system, instead
of ILA, with a very simple decorrelation-based learning rule,
which aims to minimize the correlation between the nonlinear
distortion observed at the PA output (per CC) and specific
locally generated baseband nonlinear basis functions. This
enables learning the DPD parameters separately for each CC,
utilizing only a single feedback receiver.

There have been some recent research efforts in the existing
literature utilizing only a single feedback receiver for parame-
ter estimation in the concurrent DPD context [14]–[16]. In all
these solutions, however, the PA behavioral model has to be
extracted first and then used in the ILA-based learning. Such
extra step, which significantly adds to the learning complexity,
is not required in the proposed DPD solution. Overall, like will
be shown through detailed complexity comparison, the pro-
posed decorrelation-based DPD learning is substantially less
complex compared to the ILA-based learning, while offering
similar or even slightly enhanced linearization performance.

In general, the decorrelation-based DPD learning was orig-
inally introduced by the authors in [17], [18] for mitigating
the emissions at the spurious intermodulation (IM) sub-bands
only (i.e., IM3, IM5, etc., sub-bands), while not considering
the nonlinear distortion at and around the main carriers.
Consequently, the EVM and ACLR degradations due to PA
nonlinearity were not tackled at all in [17], [18]. The con-
current DPD solution proposed in this article is, in turn,
specifically developed and tailored to mitigate the distortion
at and around the main carriers.

Moreover, the proposed concurrent DPD can be comple-
mented with the spurious domain DPD developed in [17], [18]
to obtain a complete and highly flexible DPD structure which
can target the unwanted emissions at any sub-band, whether
at or around the main CCs or at any spurious domain IM sub-
band, while using only a single feedback observation receiver.
Such complete solution is very flexible in the sense that it
allows for linearizing any sub-bands of choice, based on the
target application and linearization requirements.

An alternative, flexible ILA-based concurrent DPD solution
was also introduced in [19]. However, this solution requires
significant extra processing in order to guide the DPD to
linearize only the targeted sub-band(s). In particular, direct
modeling at the sub-band(s) that we do not eventually seek to
linearize, is required in [19]. Such extra processing step is not
required in the solution proposed in this paper. Furthermore,
in [20], a flexible full-band DPD solution, which optimizes
the DPD coefficients to minimize the nonlinear distortion at
a particular frequency or sub-band, was proposed. However,
like other full-band DPD techniques, it requires very high
sampling rates in the transmitter and feedback receiver when
the carrier spacing between CCs increases. On the other
hand, the proposed solution in this paper does not have such

drawbacks.
The rest of this article is organized as follows: Section

II presents the mathematical modeling of the nonlinear dis-
tortion in a practical dual-band scenario. Stemming from
this nonlinear distortion model, the proposed concurrent DPD
main path processing is formulated. Then, Section III presents
the proposed concurrent DPD parameter learning solution,
building on the closed-loop decorrelation approach. Section
IV then presents an extended decorrelation-based DPD ar-
chitecture where the main component carriers as well as
any other harmful nonlinear distortion products at other sub-
bands are suppressed. A detailed complexity analysis and
comparison with state-of-the-art single feedback concurrent
DPD techniques are then presented in Section V. Sections
VI and VII report comprehensive simulation-based as well
as practical RF measurement results of the proposed DPD
solution, respectively, incorporating both LTE/LTE-Advanced
base-station and user equipment side PAs. Finally, Section VIII
summarizes the main findings of this article.

II. NONLINEARITY MODELING AND PROPOSED DPD
PROCESSING

In this section, the modeling of the nonlinear distortion at
and around the main carriers is performed in a practical case
of non-contiguous carrier aggregation with two component
carriers. The basic processing of the proposed concurrent DPD
is then formulated stemming from that model. In principle,
the proposed DPD can also be generalized to more than two
component carriers. However, we will limit the discussion
in this paper to the two-component carrier scenario for the
sake of presentation compactness. The Parallel Hammerstein
(PH) PA model, with odd-order nonlinearities, is adopted in
all the modeling and DPD developments, since it has been
shown to accurately model the nonlinear behavior of various
classes of real PAs [21]. However, we wish to emphasize that
the proposed concurrent DPD is compatible with other PA
behavioral models as well, e.g., the Volterra model [21].

A. Nonlinear Distortion Modeling around the Main Carriers

We perform the modeling at the composite baseband equiv-
alent level, in which the frequency spacing between the two
component carriers is assumed to be 2fIF . A separate direct
conversion TX chain is assumed per CC, and thus in the
considered TX architecture, there is no IF upconversion, while
the notation fIF simply refers in this manuscript to half the
carrier spacing between the two CCs at RF.

Assuming a P th order PH PA model, with monomial
nonlinearities and FIR branch filters, the composite baseband
equivalent signals at the PA input and output, respectively, read

x(n) = x1(n)ej2π
fIF
fs

n + x2(n)e−j2π
fIF
fs

n, (1)

y(n) =

P∑
p=1
p, odd

fp,n ? |x(n)|p−1x(n), (2)

where x1(n) and x2(n) denote the baseband component carrier
signals, fp,n denotes the pth order PH branch filter impulse
response, and ? is the convolution operator.
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The baseband equivalent distortion terms at and around the
main CCs can be extracted by the direct substitution of (1) in
(2), which yields

y±(n) =

P∑
p=1
p, odd

f±,p,n ? u±,p(n), (3)

where f±,p,n denote the baseband equivalent impulse re-
sponses corresponding to the wideband PH PA model filters
fp,n, evaluated around x1(n) and x2(n) respectively, and
defined as

f±,p,n = hLPFP,n ? {e∓j2π
fIF
fs

nfp,n}, (4)

with hLPFP,n denoting an ideal low pass filter with passband
width P times the bandwidth of the wider component carrier.
Meanwhile, u±,p(n) in (3) denote the corresponding pth order
static nonlinear (SNL) basis functions, related to the nonlinear
distortion around x1(n) and x2(n), respectively. Assuming a
ninth-order PA model (i.e., P = 9), the SNL basis functions
representing the nonlinear distortion around the first CC x1(n),
as a concrete example, read

u+,1(n) = x1 (5)

u+,3(n) = x1|x1|2 + 2x1|x2|2 (6)

u+,5(n) = x1|x1|4 + 3x1|x2|4 + 6x1|x1|2|x2|2 (7)

u+,7(n) = x1|x1|6 + 4x1|x2|6 + 12x1|x1|4|x2|2

+ 18x1|x1|2|x2|4 (8)

u+,9(n) = x1|x1|8 + 5x1|x2|8 + 20x1|x1|6|x2|2

+ 40x1|x1|2|x2|6 + 60x1|x1|4|x2|4 (9)

The time index (n) has been excluded from x1(n) and x2(n)
in (5)-(9) only to simplify the presentation. Similarly, the
corresponding basis functions for the second CC x2 (i.e.,
u−,p(n)) can be obtained by interchanging x1 and x2 in
the above expressions. It is worth mentioning that similar
basis function expressions have been developed in [22] but
up to seventh order nonlinearity only. Moreover, in [22] these
basis functions were presented as a simplification of the basis
functions in [10] without assuming a particular PA model with
memory. In this work, we thus show that (5)-(9) represent the
exact basis functions when a PH PA model is assumed. Next,
the behavioral model in (3)-(9) is utilized to formulate the
proposed injection based concurrent DPD concept, specifically
tailored to suppress the distortion at and around the main
carriers.

B. Proposed Concurrent DPD Processing

Since we are mostly concerned with the nonlinear distortion
at and around the main carriers, we first rewrite equation (3)
to separate the linear part from the nonlinear terms as

y±(n) = f±,1,n ? u±,1(n) +

P∑
p=3
p, odd

f±,p,n ? u±,p(n). (10)

The main idea of the proposed concurrent DPD processing is
then to inject an additional low-power cancellation signal, with

similar structure to the nonlinear terms in (10), into the PA
input, such that the nonlinear distortion at and around the main
carriers is mitigated at the PA output. Therefore, we can obtain
an appropriate digital injection signal, to mitigate the nonlinear
distortion terms around x1(n), by adopting the SNL basis
functions u+,p(n), p > 1, in (6)-(9), combined with a proper
bank of DPD filters α+,p,n. Similarly, an additional digital
injection signal can be applied at the PA input to mitigate the
nonlinear distortions around x2(n) by applying another bank
of DPD filters α−,p,n together with the SNL basis functions
u−,p(n). This flexibility in operation is one advantage of the
proposed DPD principle, since it is not necessarily required
in all scenarios to mitigate the distortions around both CCs.
For example, the EVM and/or ACLR requirements can be, in
general, different between the two CCs, and thus only one
of the two CCs might need predistortion. This flexibility can
reduce power consumption, which is especially important for
small devices.

In general, incorporating such concurrent DPD processing
for both main carriers x1(n) and x2(n) with polynomial order
Q, the composite baseband equivalent PA input signal reads

x̃(n) = x(n) +

 Q∑
q=3
q, odd

α∗
+,q,n ? u+,q(n)

 ej2π
fIF
fs

n

+

 Q∑
q=3
q, odd

α∗
−,q,n ? u−,q(n)

 e−j2π
fIF
fs

n (11)

We use (̃.) variables here, and in the continuation, to indicate
DPD processing and the corresponding predistorted signals.
Notice that while the polynomial order Q in (11) is assumed
identical for both CCs, mainly for notational simplicity, it
can easily be set also independently in practice for the two
CCs if, e.g., the linearization performance is to be tailored
in a per CC manner. Furthermore, the achievable mitigation
of the nonlinear distortion around the main carriers depends
directly on the estimation and optimization of the concurrent
DPD filter coefficients α±,q,n. This is addressed in detail
in the next section. It is also to be noted that the linear
basis function in (5) is not used in the proposed DPD, which
reduces the required number of DPD coefficients. Thus, both
the DPD learning and main path complexities are reduced.
The reason for not including (5) is that the primary objective
of the DPD is to mitigate the nonlinear distortions only, while
the linear distortions can be considered part of the overall
communications channel, which is always equalized at the
receiver side. Meanwhile, the concurrent DPD solutions in [3],
[10]–[16] utilize the ILA, which requires using the linear term
for a correct post-inverse estimation.

III. CLOSED-LOOP PARAMETER LEARNING USING THE
DECORRELATION PRINCIPLE

In this section, we build upon the previous nonlinear distor-
tion modeling and the proposed concurrent DPD processing
in order to formulate a highly efficient and computationally
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Fig. 2. Block diagram of the adaptive decorrelation-based concurrent DPD adopting closed-loop learning with a single feedback observation receiver. The
PA distortion is observed in a per-CC manner and the DPD coefficients αq(m) of a given CC are adaptively estimated using the decorrelation-based learning
rule. The orthogonalized basis functions sq representing the nonlinear distortion at the considered CC are filtered with the corresponding DPD coefficients
and then injected at the PA input. This process is iterated, per CC, until the coefficients converge to the desired value at which the correlation between the
PA observation and the basis function samples is minimized.

feasible closed-loop estimation algorithm for learning the
concurrent DPD filter coefficients, based on the decorrelation
principle. We formulate the DPD parameter optimization task
here as minimizing the correlation between the nonlinear
distortion at and around the considered main carrier, and the
basis functions representing the nonlinear distortion.

The DPD learning is performed one carrier at a time, while
utilizing only a single feedback receiver. On one hand, this
requires twice the learning time when compared to the dual
feedback approach. On the other hand, the PA characteristics
usually vary in the order of seconds or tens of seconds [23].
This is much slower than the DPD learning time which is
in the order of milliseconds, as demonstrated in Section VI,
which means that such per-CC learning is well justified.

In order to extract the nonlinear distortion around each
of the main carriers, the useful or linear signal components
have to be properly subtracted from the observations at the
PA output. This requires an estimate of the complex linear
gain of the PA, per CC, which can easily be obtained using
simple linear estimation techniques (e.g., least squares). The
baseband equivalent nonlinear distortion terms, denoted by
e±(n) at the PA output around x1(n) and x2(n), respectively,
can then be calculated as follows

e+(n) = hLPFQ,n ? {y(n)e−j2π
fIF
fs

n}/G1 − x1(n) (12)

e−(n) = hLPFQ,n ? {y(n)ej2π
fIF
fs

n}/G2 − x2(n), (13)

where G1 and G2 are the estimated complex linear gains of
the PA for x1(n) and x2(n), respectively, while hLPFQ,n denotes

the lowpass filtering impulse response of the feedback receiver
chain with a passband width of Q times the bandwidth of the
wider CC.

The next step is to locally generate the combined basis
functions in (6)-(9) and their delayed replicas, and apply the
decorrelation-based learning principle. As the name indicates,
the learning is based on finding the DPD filter coefficients
α±,q,n in (11) that minimize the correlation between the
extracted nonlinear distortion at the PA output, given in (12)
and (13), and the locally generated basis functions, as also
illustrated in Fig. 2.

In general, the basis functions in (5)-(9) are mutually corre-
lated and thus a basis function orthogonalization procedure is
required in order to have a faster and smoother convergence
of the DPD parameter estimates during the learning process,
as well as better numerical properties for hardware imple-
mentation [24]. In principle, any suitable orthogonalization
procedure can be adopted, e.g., Gram-Schmidt, QR or singular
value decomposition based, or using a lower complexity
iterative orthogonalization algorithm [25]. The orthogonalized
versions of the SNL basis functions u±,q(n) are denoted in
the following by s±,q(n).

Then, assuming a DPD filter memory order of Nq per
each of the new orthogonal basis functions s±,q(n), and an
estimation block size of M samples, we combine all the
samples and the corresponding DPD filter coefficients, within
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processing block m, into the following vectors and matrices:

s±,q(nm) = [s±,q(nm) ... s±,q(nm −Nq)], (14)

S±,q(m) = [s±,q(nm)T ... s±,q(nm +M − 1)T ]T , (15)
S±(m) = [S±,3(m) S±,5(m) ... S±,Q(m)], (16)

α±,q(m) = [α±,q,0(m) α±,q,1(m) ... α±,q,Nq (m)]T , (17)

ᾱ±(m) = [α±,3(m)T α±,5(m)T ...α±,Q(m)T ]T , (18)

where nm denotes the index of the first sample within block
m. The block-adaptive decorrelation-based DPD coefficient
update, with learning rate µ, then reads

ᾱ±(m+ 1) = ᾱ±(m)− µ [e±(m)HS±(m)]T , (19)

where e±(m) = [e±(nm) ... e±(nm + M − 1)]T and
S±(m) denote the error signal vector and the filter input data
matrix, respectively, all within the processing block m. The
updated DPD coefficients ᾱ±(m + 1) are then used to filter
the next block of M samples, and the process is iterated
until convergence. The DPD parameter update interval can
be chosen to be L samples, with M ≤ L. This adds more
flexibility to the proposed solution, and allows for tolerating
arbitrarily long loop delays through the proper selection of
M and L. This, in turn, facilitates stable operation under
various hardware and software processing latency constraints,
as demonstrated in [26] in the context of DPD for spurious
emissions mitigation at the IM sub-bands. In general, this
computing-efficient coefficient learning approach has been
observed, in both simulations and RF measurements, to be
stable and to converge reliably assuming that the step-size µ
is chosen properly.

IV. EXTENDED DPD SOLUTION AND FEEDBACK
RECEIVER ASPECTS

A. Decorrelation-based DPD solution for all sub-bands

In this section, an extended decorrelation-based sub-band
DPD solution is presented. It combines the processing de-
veloped in the previous sections for concurrent linearization,
and the authors’ earlier work in [18] for spurious domain
linearization. Such complete sub-band DPD solution has the
capability to suppress nonlinear distortion in non-contiguous
CA/multi-band transmitters in a flexible and efficient manner,
at and around the main carriers as well as in the spurious
domain, using the decorrelation-based learning rule and a
single feedback receiver operating at a lower sample rate. The
leading principle in the parameter learning is to minimize the
correlation between the distortion at the main CCs, and/or
at any of the IM sub-bands, and specific low-rate baseband
SNL basis functions representing the nonlinear distortion at
the corresponding sub-bands. The SNL basis functions rep-
resenting the nonlinear distortion at the IM sub-bands were
already derived in [18], and are denoted by ub±,q(n), where
b = 3, 5, ..., B is the sub-band index (i.e., b = 3 for the IM3
sub-bands, b = 5 for the IM5 sub-bands, etc.).

Incorporating now the sub-band DPD processing with DPD
polynomial order Q, and aggregating at the same time the
linearization processing at all sub-bands simultaneously, the

composite baseband equivalent PA input signal, assuming that
Q ≥ B, reads then

x̃(n) = x(n)+

 Q∑
q=3
q, odd

α∗
+,q,n ? s+,q(n)

 ej2π
fIF
fs

n

+

 Q∑
q=3
q, odd

α∗
−,q,n ? s−,q(n)

 e−j2π
fIF
fs

n

+

B∑
b=3
b, odd

 Q∑
q=b
q, odd

α∗
b+,q,n ? sb+,q(n)

 ej2π
b×fIF

fs
n

+

B∑
b=3
b, odd

 Q∑
q=b
q, odd

α∗
b−,q,n ? sb−,q(n)

 e−j2π
b×fIF

fs
n

(20)

where sb±,q(n) are the qth order orthogonalized versions of
the SNL basis functions ub±,q(n) at the bth sub-band, and
αb±,q,n are the corresponding DPD filters to be estimated
using the block-adaptive learning solution which will be de-
scribed next. Notice that, in (20), for notational simplicity, the
DPD orders at different sub-bands are assumed to be identical,
while in reality they can easily be set independently based on
the corresponding linearization requirements.

The block-adaptive decorrelation-based DPD coefficient up-
date for the bth sub-band reads

ᾱb±(m+ 1) = ᾱb±(m)− µ [eb±(m)HSb±(m)]T , (21)

where Sb±(m) and ᾱb±(m) are defined as in (16) and (18),
using the orthogonalized basis functions corresponding to
the bth sub-band. The error signal vector is denoted by
eb±(m) = [eb±(nm) ... eb±(nm + M − 1)]T . For b = 1,
e±(n) are defined in (12) and (13), while for the IM sub-
bands b = 3, 5, ..., B, eb±(n) = ỹIMb±(n), which denotes the
baseband equivalents of the PA output at the bth sub-bands,
with the corresponding sub-band DPD processing included
adopting the current coefficients, ᾱb±(n). In other words, at
the actual IM sub-bands, the error signal in the learning is
directly the observed PA output since the ideal linear signal
term is, by definition, zero.

Thus, as we can see from (21), the DPD learning for all the
sub-bands including the main carriers is adopting the simple
decorrelation principle. And since the learning is done one
sub-band at a time, a single computing engine or correlator
can be reused in the actual hardware implementation for the
different sub-bands. This learning scheme thus provides a
very simple, cost-effective, and high performance solution,
as will also be demonstrated through the simulations and RF
measurement results in Sections VI and VII, respectively.
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TABLE I
DPD MAIN PATH PROCESSING COMPUTATIONAL COMPLEXITY COMPARISON. THE OVERSAMPLING FACTOR R = Q WITHOUT FILTERED BASIS

FUNCTIONS, AND R < Q WITH FILTERED BASIS FUNCTIONS.

BF generation BF extra filtering, if R < Q DPD main path processing Minimum processing
(FLOP/sample) (FLOP/sample) (FLOP/sample) sample rate (Msps)

1-Full-band DPD Q + 2
∑Q

q=3
[4Nb + 2]R/q (Q + 1)(4N + 3) R(W1 + W2 + ∆f)

2-[10] 6 + 4
∑Q

q=3
q 2

∑Q

q=3
[4Nb + 2]R/q 2(Q + 1)(4N + 3) R×max(W1,W2)

3-[14], [15] 6 + 4
∑Q

q=3
q 2

∑Q

q=3
[4Nb + 2]R/q 2(Q + 1)(4N + 3) R×max(W1,W2)

4-[16] Q + 2 2
∑Q

q=3
[4Nb + 2]R/q (Q + 1)(4N + 3) + 2(5Ns + 6) R(W1 + W2)

5-This work 6 + 4
∑Q

q=3
q 2

∑Q

q=3
[4Nb + 2]R/q 2(Q− 1)(4N + 3) R×max(W1,W2)

TABLE II
DPD LEARNING COMPLEXITY COMPARISON.

PA estimation BF generation DPD estimation Minimum learning
(FLOP/M samples) (FLOP/KM samples) (FLOP/KM samples) sample rate (Msps)

1-Full-band DPD 0 KM [Q + 2] 4K[(M + (Q + 1)(N + 1)/6) R(W1 + W2 + ∆f)
One feedback RX ×(Q + 1)2(N + 1)2/4]

2-[10] 0 KM [6 + 4
∑Q

q=3
q] 4K[(M + (Q + 1)(N + 1)/3) R×max(W1,W2)

Two feedback RXs ×(Q + 1)2(N + 1)2]

3-[14], [15] 4[(M + (Q + 1)(N + 1)/3) KM [6 + 4
∑Q

q=3
q] 4K[(M + (Q + 1)(N + 1)/3) R×max(W1,W2)

One feedback RX ×(Q + 1)2(N + 1)2]+ ×(Q + 1)2(N + 1)2]
8M(Q + 1)(N + 1) − 2M

4-[16] 4[(M + (Q + 1)(N + 1)/6) KM [Q + 2] 4K[(M + (Q + 1)(N + 1)/6) R(W1 + W2)
One feedback RX ×(Q + 1)2(N + 1)2/4]+ ×(Q + 1)2(N + 1)2/4]

4M(Q + 1)(N + 1) − 2M
5-This work 16M − 4 0 4K[(2M + 1)(Q− 1)(N + 1) −M ] R×max(W1,W2)
One feedback RX

B. Decorrelation-based DPD Solution for Single CC/Band
Scenarios

The same decorrelation-based DPD learning algorithm can
be used, not only in the earlier considered dual carrier/band
scenarios, but also in more classical single CC/band trans-
mitters. This can be achieved by simply setting x2(n) = 0
in (6)-(9), and thus x1(n) becomes the main/only carrier of
interest. The decorrelation-based learning can then minimize
the correlation between the single CC -based basis functions
and the nonlinear distortion around the main carrier x1(n)
using the same learning rule as explained earlier, while setting
fIF = 0. This single CC mode of operation can also be
used when the carrier spacing between the two CCs gets
narrower, by interpreting the composite baseband signal as one
arbitrary baseband waveform centered at zero frequency. This
approach naturally assumes that the sample rate for processing
the composite signal as a whole is still feasible, implying
then also that all sub-bands are processed and linearized
simultaneously. This further emphasizes the flexibility of the
proposed DPD solution for different transmission scenarios
and system aspects. In this context, it is also worth mentioning
that the work in [27] proposes a concurrent DPD for scenarios
in which the CCs are narrowly spaced. This approach uses
a multiple-input multiple-output Volterra DPD structure with
filtered basis functions, thus reducing the sample rates required
by the DAC and ADC in the DPD system.

C. DPD Feedback Receiver Aspects

In order to further reduce the complexity of the proposed
DPD with Qth order DPD processing, a narrower BW feed-

back receiver can be used even when higher-order nonlineari-
ties are included in the estimation and linearization processing.
In other words, the feedback receiver sample rate of a Qth

order DPD can be chosen to be R times the BW of the wider
linearized CC, where R < Q. As an example, in a dual carrier
scenario, if the BW of each CC is 20 MHz, and a ninth-order
(Q = 9) concurrent DPD is adopted, the observed PA output
can be filtered such that only, e.g., 60 MHz is captured per
CC (i.e., R = 3), instead of 9 × 20 = 180 MHz. This can
further reduce the complexity of the feedback receiver in the
proposed DPD architecture, in particular the feedback ADC,
while still providing very good linearization performance, as
will be shown in the RF measurement examples. Similarly, in
the DPD main path processing, the SNL basis functions can be
filtered to reduce the DPD sample rate and thus complexity, as
will be described in more details in Section V. A similar idea,
based on filtering the DPD basis functions, was also proposed
in [28] as a way of reducing the DPD complexity in ordinary
ILA-based DPD learning architectures.

V. COMPLEXITY ANALYSIS AND COMPARISON AGAINST
STATE-OF-THE-ART

This section presents a detailed quantitative comparison
between the complexities of the single feedback concurrent
DPD proposed in this article, and the existing state-of-the-art
single feedback concurrent DPDs in [14]–[16]. The complex-
ities of the dual feedback concurrent DPD, as in [10], and
the classical full-band DPD are also presented for reference.
The number of floating point operations (FLOP) is used to
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quantify the complexity of each DPD technique [21]. More-
over, both the DPD main path processing complexity and the
parameter learning complexity are considered in the analysis
and comparisons, as shown in Tables I and II, respectively. To
the best of the authors’ knowledge, this is the first time that
such a comprehensive complexity analysis of the state-of-the-
art single feedback concurrent DPD techniques is reported in
the literature.

The following assumptions are made in all of the considered
DPD techniques in order to ensure a fair comparison:

• A dual carrier scenario is considered, and the DPD is
linearizing both CCs. A separate analog TX chain for
each CC and a shared PA are assumed for generating the
dual-carrier RF signal.

• In principle, any suitable nonlinear model can be used.
However, for fairness of comparison, the basis functions
derived in this work stemming from the PH PA model,
in (5)-(9), are used in all the considered concurrent DPD
techniques.

• A suitable orthogonalization processing is applied to
the basis functions in all the considered techniques for
better numerical properties and stability in the DPD
parameter estimation [29], [30]. The complexity of the
orthogonalization process is identical in all cases and is
thus excluded in the analysis.

• Proper synchronization is required between the PA output
observation and the baseband basis function samples in
all methods, and thus the synchronization complexity
is also excluded from the comparison. However, it is
worth mentioning that some extra effort is required for
synchronization in the methods proposed in [14], [15]
when compared to the other considered methods, as
explained in [14].

The notations used in the complexity analysis are consistent
with the notations throughout the paper, along with some
additional symbols that are all summarized here: Q denotes
the DPD nonlinearity order. N denotes the DPD filter memory
order, where it is assumed that each qth order DPD filter
α±,q,n has N + 1 memory taps, for simplicity. M denotes the
estimation block size in both the block-adaptive filtering used
in this work, as well as the block LS estimation. K denotes
the number of block-adaptive iterations in this work, as well
as the number of ILA iterations in ILA-based DPD learning.
W1, W2, denote the bandwidths of the first and second CCs
respectively, while the carrier spacing is denoted with ∆f .
Finally, Ns denotes the memory depth of the filters used in
[16] for carrier separation and relocation before transmitting
each CC on separate TX chains. These filters are assumed to
be FIR filters with symmetrical coefficients.

In case of applying additional filtering to the basis functions
(BFs) to reduce the DPD processing sample rate, as explained
in Section IV-C, the symbol R denotes the amount of over-
sampling applied in the basis functions generation compared
to the original CC bandwidths W1 and W2. In the normal
scenario without filtered BFs, this oversampling factor R = Q,
otherwise R < Q. Nb denotes the memory depth of the
BF bandlimitation filter used for filtering the basis functions,

which is assumed to be a computationally efficient polyphase
FIR decimator structure [31].

The results of the complexity analysis are presented in
Tables I and II, with the main findings being the following:

• The DPD main path processing complexity of the solution
developed in this work is lower than in any of the other
techniques. This is because the proposed DPD solution
does not require processing of the linear basis function,
opposed to all other methods, as explained in Section II.
This is reflected on the third column of Table I.

• When compared to the single feedback concurrent DPD
in [16], the proposed DPD has significantly lower main
path complexity, despite having greater basis function
generation complexity. In [16], a single DPD is used
for both CCs, resulting in a higher DPD sample rate.
Moreover, two carrier separation and relocation filters
are required in [16] to transmit the aggregated carriers
on separate TX chains, thus adding to the overall DPD
running complexity. These aspects are reflected on the
first, third, and fourth columns of Table I.

• The single feedback concurrent DPDs in [14]–[16] re-
quire PA direct model extraction, which significantly adds
to the DPD learning complexity. On the other hand, in this
work only the linear gain of the PA is required, implying
substantially lower complexity. This is reflected on the
first column of Table II.

• The same basis function samples used in the DPD main
path processing can be reused in the decorrelation-based
DPD learning in this work, as illustrated in Fig. 2. This is
not possible in the other DPD solutions due to the nature
of the ILA-based learning which requires a post-inverse
estimation whose basis functions are generated from the
PA output samples. This is an important difference and
is reflected on the second column of Table II.

• DPD parameter estimation developed in this work is
significantly less complex than the other methods, which
are all ILA-based. This is reflected on the third column
of Table II.

Concrete numerical examples of the overall main path
processing complexity, in terms of FLOP per second, as well
as the learning complexity in terms of FLOP per learning
procedure, will be provided in the next section, together with
the corresponding linearization performance results.

VI. SIMULATION RESULTS

In this section, practical carrier aggregation based simu-
lation studies, using a real PA model, are reported in order
to quantitatively compare the complexity and performance of
the proposed decorrelation-based concurrent DPD and state-
of-the-art concurrent DPD methods mentioned in Section V.
Both the inband waveform purity and the adjacent channel
leakage due to spectral regrowth are quantified using the well-
known EVM and ACLR metrics. [4], [32].

The considered dual carrier example is shown in Fig. 3 with
two 10 MHz OFDM carriers and 100 MHz carrier spacing. A
ninth-order PH PA model is used whose parameters have been
identified using RF measurements with a true mobile PA trans-
mitting at +22 dBm. This mobile PA has 29 dB gain, and +31
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TABLE III
COMPLEXITY AND PERFORMANCE COMPARISON WITH STATE-OF-THE-ART CONCURRENT DPD METHODS

Overall DPD complexity DPD performance of CC1
Main path processing Overall learning DPD sample Num. of Num. of EVM ACLR
(GFLOP/s) complexity (MFLOP) rate (Msps) est. samples fb. RXs (%) L / R (dBc)

Without DPD 0 0 N/A N/A N/A 4.01 35.52 / 36.19
1-Full-band DPD 238.59 108.6 990 30k 1 0.52 53.91 / 51.86
2-[10] 28.98 114 90 30k (per CC) 2 0.53 53.45 / 51.53
3-[14], [15] 28.98 152.4 90 40k (per CC) 1 0.53 53.45 / 51.53
4-[16] 113.94 146.4 180 40k (per CC) 1 0.52 53.00 / 51.55
5-This work 25.02 18.96 90 100k (per CC) 1 0.53 53.87 / 51.64

-80 -60 -40 -20 0 20 40 60 80

-80

-70

-60

-50

-40

-30

-20

-10

0

Fig. 3. Normalized PA output spectra of a concurrent noncontiguous intraband
CA transmitter with two 10 MHz OFDM carriers with 100 MHz spacing,
and 16-QAM subcarrier modulation. The PAPR is 12.5 dB. A ninth-order
PH model is used. The PA parameters have been identified using RF
measurements with a true mobile PA transmitting at +22 dBm.

dBm 1 dB compression point. The adopted parameterizations
of the different DPD solutions are as follows: The estimation
block size M = 10k samples, and the DPD nonlinearity order
Q = 9 in all the considered DPD methods. The number of
block-adaptive iterations K = 10 in the proposed DPD, while
the number of ILA iterations K = 3 in all the other considered
DPD methods. In [10], [14], [15] and in the proposed DPD,
the DPD memory order N = 2 per CC. Meanwhile, in [16]
and in the full-band DPD the two CCs are predistorted with a
single DPD, and thus a higher DPD memory order N = 5 is
used. No filtering of the basis functions is performed in this
comparison (i.e., Nb = 0). Additionally, in [16], Ns = 50.

All the considered DPD methods have almost the same
linearization performance as shown in Fig. 3 and in Table III.
However, the complexity is clearly in favor of the proposed
concurrent DPD solution, showing a notable advantage in both
the DPD main path processing complexity and learning com-
plexity. The main path complexity is measured in GFLOP per
second (GFLOP/s), while the learning complexity is measured
in terms of the overall number of FLOP used in the learning
process. The main findings of the complexity comparison in
Table III can be summarized as follows: (i) The proposed DPD
has clearly the lowest main path complexity in GFLOP/s. (ii)
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0

5

10

15

20

25

30

Fig. 4. Example convergence of the first memory taps, per basis function,
of the ninth-order decorrelation-based CC1 DPD using a single realization of
two 10 MHz OFDM carriers with 100 MHz spacing, and 16-QAM subcarrier
modulation. A single learning block corresponds to 0.1 ms in real-time. The
ninth-order PA parameters have been identified using RF measurements with
a true mobile PA transmitting at +22 dBm.

The number of samples used for DPD coefficients estimation is
higher in the proposed DPD compared to the other considered
DPD methods, which implies longer learning time. However,
the time required for obtaining the correct DPD coefficients,
per CC, in the proposed DPD is roughly 0.5 ms which is still
very fast compared to the rate of change that can occur in the
PA behavior [23], as shown in Fig. 4 for CC1 DPD coeffi-
cients. (iii) The overall learning complexity of the proposed
DPD is significantly lower than all the other considered DPD
methods despite using somewhat more samples.

VII. RF MEASUREMENT RESULTS

In this section, we provide results of comprehensive RF
measurements using three commercially available power am-
plifiers, shown in Fig. 5. The first is an LTE-A band 1 base
station (BS) PA, and the second is a general purpose wideband
PA, suitable for interband CA. The third is an LTE-A band
25 user equipment (UE) PA. The RF measurement examples
quantify and demonstrate the performance of the proposed
decorrelation-based DPD solution, while other state-of-the-
art DPD methods, which are based on the ILA principle for
learning, are also implemented for reference.
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(a) Photo of the RF measurement setup

Host-processor based processing:
 Generate baseband I/Q samples for both CCs. 
 Transfer block of samples for I/Q modulation and RF upconversion.
 Extract received block of samples after RF downconversion and I/Q 

demodulation.
 Estimate DPD parameters using block-adaptive estimation processing.
 Final evaluation of signal PSD with/without DPD using the NI VST.


Combiner

Out

TX1
RF Out

TX2
RF Out

Obs RX
RF In

Analog Devices Dual RF Transmitter 
with Observation Receiver

Power
Amplifier

Pout – 28 dB
Variable 

Attenuator

(b) Block diagram of the RF measurement setup

(c) LTE-A DL Band 1 (2110 MHz - 2170
MHz) basestation microwave PA

(d) Wideband microwave PA (10 MHz - 4200
MHz) suitable for LTE-A interband CA

(e) LTE-A UL Band 25 (1850 MHz - 1915
MHz) UE microwave PA

Fig. 5. Hardware setup used in the RF measurements for testing and evaluating the proposed decorrelation-based concurrent DPD. The three RF power
amplifiers used in the measurements are also shown.

A. RF Measurement Setup

The RF measurement setup is shown in Fig. 5. The Analog
Devices evaluation board AD9368-2 has two RF transmitters,
each with 250 MHz instantaneous bandwidth, that are used
for implementing CA transmission scenarios. The board is
also equipped with an observation receiver with 200 MHz
instantaneous bandwidth, which is used as the DPD feedback
receiver. The board is then connected to a host processor,
which implements the baseband signal processing necessary
for DPD, as well as the basic baseband waveform processing
for the CCs. The digital baseband waveforms of the component
carriers are divided into blocks of size M = 10k samples
each, which are first generated locally on the host processor,
and then transferred to the evaluation board to perform RF
I/Q modulation at the desired power level at the PA input.
In the noncontiguous CA scenarios, the RF outputs of the
two TX chains are combined using an RF combiner, and then
connected to the input port of the external power amplifier. The
PA output is then extracted via a directional coupler with 28
dB attenuation, and fed to the input of the evaluation board
observation receiver, as illustrated also in Fig. 5. An extra
variable attenuator is used to adjust the signal power at the
directional coupler output to a level suitable for the observation
receiver input. The observation receiver performs RF I/Q
demodulation to bring the signal back to baseband, which
is then used for the DPD learning. In all our measurement
examples, the linear gain of the overall RF path, including the
external PA and the attenuator, is estimated using block LS in

order to be able to extract the nonlinear distortion at the PA
output.

The DPD parameters used in the RF measurements are
defined as follows: The estimation block size M = 10k
samples, and the DPD nonlinearity order Q = 9 in all
the considered DPD methods. The number of block-adaptive
iterations K = 10 in the proposed DPD solution, while the
number of ILA iterations is K = 3 in all the other considered
ILA-based reference DPD methods. In [10], [14], [15] and in
the proposed DPD, the DPD memory order N = 1 per CC
(i.e., two taps per basis function). In case a full-band DPD is
used to linearize the two aggregated CCs, the DPD memory
order N = 3 (i.e., four taps per basis function).

B. Base Station Measurements

Three different LTE-A RF measurement scenarios are pre-
sented in this section. The first, is a contiguous intraband CA
scenario, the second is a noncontiguous intraband CA scenario,
while the third is an interband CA scenario. In the first two
scenarios, a commercial LTE-A Band 1 (2110-2170 MHz) BS
PA is used, shown in Fig. 5(c). The freescale BS PA (model
no. MD7IC2250GN) is a Doherty PA with 31 dB gain, and
+47 dBm 1 dB compression point. A driver amplifier is used
before the Doherty PA with 14 dB gain and +25 dBm 1 dB
compression point. In the third scenario, a general-purpose
wideband PA with 40 dB gain, and +28 dBm 1 dB compression
point is used, as shown in Fig. 5(d). This PA (model no. ZHL-
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Fig. 6. An RF measurement example at LTE DL Band 1 (2110-2170 MHz)
showing the normalized PA output spectra of a contiguous intraband CA
transmitter with two 20 MHz OFDM carriers. 16-QAM subcarrier modulation
is used per CC. Spectral regrowth and EVM are reduced when using the
proposed decorrelation-based DPD with a real commercial base station PA
operating at +36 dBm output power.
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Fig. 7. AM/AM and AM/PM responses of the LTE-A DL Doherty BS PA
with (black) and without (gray) the proposed DPD at +36 dBm output power.

4240) is suitable for interband CA, and can, in principle, be
adopted, e.g., in femto-cell access points.
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Fig. 8. An RF measurement example at LTE DL Band 1 (2110-2170 MHz)
showing the normalized PA output spectra of a concurrent noncontiguous
intraband CA transmitter with two 10 MHz OFDM carriers. The CC spacing
is 30 MHz, and 16-QAM subcarrier modulation is used. Spectral regrowth and
EVM are reduced when using the proposed decorrelation-based concurrent
DPD with a real commercial base station PA operating at +34 dBm TX power.

1) Contiguous Intraband CA Scenario: An LTE-A Band
1 contiguous intraband CA scenario with two 20 MHz CCs
is studied, in which the two aggregated CCs are interpreted
as one CC (i.e, CC1), as explained in Section IV-B. The
aggregated signal is transmitted via one RF transmitter (TX)
chain of the AD evaluation board, and thus no RF combiner
is used in this scenario. The block-adaptive DPD processing
is implemented on a host processor, using the full-band
baseband I/Q samples from the observation receiver, with 200
MHz observation BW. Iterative clipping and filtering -based
PAPR reduction is applied to the composite transmit signal
in this scenario [33]. The classical ILA-based DPD is also
implemented for reference, and compared to the proposed
DPD in Fig. 6, with Table IV showing the corresponding
ACLR and EVM results. As is obvious, the proposed DPD
solution and the existing ILA-based DPD are both providing
very similar performance, despite the substantial difference in
the computing complexity in favor of the proposed solution, as
already demonstrated in Section V. Fig. 7 shows the AM/AM
and AM/PM responses of the PA with the proposed DPD
(black), and without DPD (gray), in this scenario, measured
at +36 dBm average output power.

2) Noncontiguous Intraband CA Scenario: An LTE-A
Band 1 noncontiguous intraband CA scenario, with two 10
MHz CCs and 30 MHz carrier spacing, is studied next. Each
CC is transmitted via a separate RF chain in this scenario, and
an RF combiner is then used to combine the two CCs at the
PA input, as also illustrated in Fig. 5. 30 MHz observation
BW is used per CC in the proposed DPD learning, which is
done sequentially, one CC at a time in this example, unlike in
the previous contiguous scenario where the whole aggregated
signal was used for learning. The final DPD coefficients
after convergence are then applied on each CC before being
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TABLE IV
BS RF MEASUREMENT SCENARIOS AND OBTAINED RESULTS

Scenario DPD Type EVM ACLR L / R of CC1 ACLR L / R of CC2 TX Power PAPR
[%] (dBc) (dBc) (dBm) (dB)

Contiguous Intraband CA
No DPD 5.65 30.89 / 31.56 N/A +36 8.8
ILA DPD 1.97 46.87 / 49.66 N/A +36 8.8
This work 2.04 46.95 / 50.12 N/A +36 8.8

Noncontiguous Intraband CA
No DPD 5.54 36.60 / 36.63 36.41 / 36.36 +34 9.87
ILA DPD 1.85 49.85 / 48.72 49.99 / 49.85 +34 9.87
This work 1.93 49.89 / 49.33 49.98 / 49.87 +34 9.87

Noncontiguous Interband CA

No DPD 3.92 35.47 / 36.08 36.36 / 35.95 +23 9.94
[10] 1.24 48.05 / 48.10 48.16 / 48.12 +22 9.94

[14], [15] 1.25 48.05 / 48.09 48.15 / 48.12 +22 9.94
This work 1.28 50.07 / 49.95 49.13 / 49.08 +23 9.94

transmitted via the corresponding TX chains. Iterative clipping
and filtering -based PAPR reduction is applied to each CC
separately in this scenario. The classical full-band ILA-based
DPD is also implemented for reference, with block LS based
parameter learning per ILA iteration, and compared to the
proposed concurrent DPD in Fig. 8, with Table IV showing
the corresponding ACLR and EVM results. The linearization
performance numbers are again very similar despite the pro-
posed concurrent DPD being significantly less complex than
the full-band ILA-based DPD, as analyzed already in Section
V.

3) Interband CA Scenario: For further demonstration and
proof-of-concept of the proposed concurrent DPD, a true in-
terband CA scenario is addressed next. The setup is otherwise
similar to the previous setup related to the noncontiguous
intraband CA scenario, but, in this case, the two aggregated
CCs are located at Band 2 (1930-1990 MHz), and Band 4
(2110-2155 MHz), respectively, which is a practical LTE-A
interband CA scenario [34]. Furthermore, the general purpose
wideband PA is used. Iterative clipping and filtering -based
PAPR reduction is again applied to each CC separately. The
performance of the proposed single feedback concurrent DPD
is compared against two different concurrent DPD techniques:
the first is the classical concurrent DPD reported in [10] with
two feedback receivers, and the second is the single feedback
concurrent DPD developed in [14], [15].

Fig. 9 shows the normalized spectra at the PA output
without DPD and with the three considered concurrent DPD
techniques, at +23 dBm PA output power. An extra 1 dB
backoff is applied in the concurrent DPDs in [10], [14], [15]
for proper operation, however, such backoff is not required for
the proposed DPD which does not use the ILA principle for
learning. The results in Fig. 9 and Table IV again demonstrate
very good linearization performance of the proposed concur-
rent DPD solution, which is even slightly better than the other
concurrent DPDs, despite its reduced complexity, as explained
in Section V. The same assumptions that were made in Section
V are assumed here as well for a fair comparison among the
considered concurrent DPD techniques.

C. UE Measurements

Two different LTE-A UE RF measurement scenarios are
presented in this section. The first corresponds to 3GPP LTE-
A multicluster transmission scenario [4], while the second is

a noncontiguous intraband CA scenario where only one of
the CCs and one of the IM3 spurs are being linearized, thus
demonstrating the flexibility of the proposed DPD. The power
amplifier adopted in the UE RF measurements (model no.
ACPM-5002-TR1) is designed for LTE-A UL Band 25 (1850-
1915 MHz), with 29 dB gain, and +31 dBm 1 dB compression
point, as shown in Fig. 5(e).

1) Multicluster Scenario: Fig. 10 demonstrates an RF
measurement example corresponding to 3GPP LTE-Advanced
multicluster transmission scenario, where the mobile device is
accessing a single SC-FDMA based 20 MHz LTE UL carrier
with non-contiguous physical resource block (PRB) allocation
inside the carrier. The figure shows the normalized spectra at
the PA output, with and without the proposed DPD, operating
at +24 dBm TX power. A single full-band decorrelation-based
DPD is used, in this scenario, to linearize the overall signal
composed of the two clusters, with 5 MHz and 10 MHz
bandwidths and 5 MHz cluster separation. Iterative clipping
and filtering based PAPR reduction is applied to the composite
transmit signal. ILA based DPD is also implemented and
compared to the proposed DPD in Table V, in terms of the
ACLR and EVM, demonstrating similar performance between
them.

2) Noncontiguous Intraband CA Scenario: Fig. 11 repre-
sents a scenario where also the negative IM3 sub-band is
emitted inband (not suppressed by the TX/antenna filter), while
the positive IM3 sub-band is out-of-band and can thus be
easily filtered by the TX filter. The two SC-FDMA based UL
component carriers in this example have 10 MHz and 5 MHz
bandwidths, where the 10 MHz CC uses QPSK data modu-
lation, while the 5 MHz CC uses 64QAM data modulation,
and is thus much more sensitive to EVM degradation. In this
example, the DPD is therefore deliberately configured to lin-
earize only the 5 MHz component carrier and the negative IM3
sub-band, which is emitted inband, to demonstrate the great
processing and linearization flexibility. 25 MHz observation
BW is used in the proposed DPD learning, such that the DPD
coefficients to linearize CC2 and the negative IM3 sub-band
are learned sequentially. Iterative clipping and filtering based
PAPR reduction is applied to the ideal transmit signal. Table
V shows the ACLR, EVM and IM3 spur suppression results
in this scenario, evidencing again very high-performance lin-
earization. Notice that the IM spur at the negative IM3 sub-
band is also suppressed by around 20 dB through the DPD
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Fig. 9. A practical LTE-A DL interband CA RF measurement example showing the normalized PA output spectra with and without DPD using a real
commercial wideband PA operating at +23 dBm output power. The OFDM CCs are 10 MHz each and transmitted at LTE-A DL bands 2 (1930-1990 MHz)
and 4 (2110-2155 MHz) respectively, with 160 MHz CC spacing. 16-QAM subcarrier modulation is used per CC. Spectral regrowth and EVM are reduced
when using the proposed decorrelation-based concurrent DPD, which slightly outperforms the concurrent DPDs in [10], [14], [15].

TABLE V
UE RF MEASUREMENT SCENARIOS AND OBTAINED RESULTS

TX Power = +24 dBm DPD Type EVM ACLR L / R of CC1 ACLR L / R of CC2 IM3- spur PAPR
Scenario [%] (dBc) (dBc) supression (dB) (dB)

Multicluster
No DPD 4.39 32.04 / 34.23 N/A N/A 8.65
ILA DPD 0.71 45.98 / 47.31 N/A N/A 8.65
This work 0.79 46.28 / 47.28 N/A N/A 8.65

Noncontiguous Intraband No DPD 3.68 N/A 33.43 / 33.95 0 8.18
CA This work 0.73 N/A 50.26 / 50.47 20 8.18

processing, taking it below the general spurious emission limit
of -30 dBm/1MHz measurement bandwidth that all RF devices
must obey [35].

D. Discussion and Future Work

In this section, we shortly point towards some future work
items in the context of the proposed concurrent DPD solution.
Despite the fact that the proposed solution is already offering
excellent linearization performance at substantially reduced
complexity compared to other state-of-the-art concurrent DPD
methods, as demonstrated through extensive simulations and
RF measurements, there is potentially some room for further
improvements.

The fact that the learning of the DPD coefficients for the
two CCs is done sequentially can, in principle, cause some
inter-dependence between the optimal coefficients of the DPD
stages of CC1 and CC2, in particular if the PA is very deep in
saturation. Specifically, in very deep saturation, and assuming
that the DPD coefficients of CC1 are learned first, then
activating the DPD unit of CC2 may cause slight degradation
of the linearization of CC1. We hypothesize that then iterating
shortly the learning between the CCs can reduce this mutual
effect while reaching an improved linearization performance

for the CCs. On the other hand, this may require somewhat
more learning samples in the overall learning procedure. In
the context of the described learning rules, these iterations
between the CCs can basically be adopted at the level of the
learning block m or then between the K learning blocks of
individual CCs, assuming that the observation receiver center-
frequency can be adjusted accordingly.

We also wish to acknowledge that it is basically also possi-
ble to perform the learning for the two CCs in parallel, instead
of sequentially, while still using only a single narrowband
observation receiver. However, this will require storing the
PA observation samples and basis function samples of one
of the two CCs in memory in order to allow learning the
DPD coefficients for CC1 and CC2 simultaneously. With
such parallel learning, however, the actual parameter learning
algorithms are to be re-designed. This is one interesting topic
for our future work.

Another interesting point for future work is extending the
proposed concurrent DPD to support transmitting more than
two component carriers. The decorrelation-based learning, as
such, can support any number of bands or CCs, but the
basis functions for scenarios with more than two CCs will
be different. In this context, it is worth mentioning that a
concurrent DPD solution for tri-band CA scenarios has been
developed in [36]. The mathematical expressions representing
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Fig. 10. An RF measurement example at LTE UL band 25 (1850-1915 MHz)
showing the normalized spectra of a multicluster 20 MHz SC-FDMA signal
with 16-QAM data modulation at 1880 MHz. Spectral regrowth and EVM
are reduced when using the proposed decorrelation-based DPD with a real
commercial mobile PA operating at +24 dBm output power. ILA based DPD
is also implemented and shown for reference.
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Fig. 11. An RF measurement example at LTE UL band 25 (1850-1915 MHz)
showing the normalized PA output spectra of a concurrent noncontiguous
intraband CA transmitter with 10 MHz and 5 MHz SC-FDMA component
carriers, using QPSK and 64-QAM data modulation respectively. Nonlinear
distortion at and around the 5 MHz CC as well as at the IM3- sub-band
are reduced when using the proposed decorrelation-based DPD with a real
commercial mobile PA operating at +24 dBm output power.

the nonlinear distortion components are derived in [36] from a
pruned Volterra model, while the DPD learning is based on the
classical indirect learning architecture. Finally, extending the
developed concurrent DPD structure and parameter learning
principles to account also for I/Q modulators’ impairments,
e.g., through augmented sets of basis functions, like was done
in [37] in more ordinary single-band transmitter context, is
one interesting and important future study topic.

VIII. CONCLUSIONS

In this article, a novel decorrelation-based concurrent digital
predistortion (DPD) solution was proposed for suppressing
nonlinear distortion in dual carrier transmitters where a single
power amplifier (PA) is used to amplify both carriers. The
proposed solution adopts only a single narrowband feedback
path, opposed to many earlier concurrent DPD solutions which
commonly require a separate feedback path per carrier, such
that closed-loop decorrelation based parameter learning is car-
ried out in a per carrier or per band manner. The decorrelation-
based closed-loop learning and linearization were also shown
to be fully applicable in more classical single carrier or single
band transmitters. Furthermore, a flexible overall linearization
architecture was introduced where the concurrent linearization
at and around the main carriers was complemented with ad-
ditional predistortion branches to suppress spurious emissions
more far away from the main carriers. The combined solution
offers great flexibility in mitigating and suppressing nonlinear
distortion at any desired sub-band(s), while still using a
single feedback receiver. The linearization performance was
evaluated in a comprehensive manner using both simulations
and actual RF measurements, incorporating both UE side and
BS side LTE/LTE-Advanced power amplifiers and different
contiguous and non-contiguous transmission scenarios. All
experiments demonstrated excellent linearization performance,
despite the very simple processing and substantially lower
hardware and computing complexities compared to existing
solutions.
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