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ABSTRACT
The purpose of this paper is to introduce a model to manage knowledge security risks in organizations. 
Knowledge security risk management is a sensemaking process that should be carried out by managers, and the 
proposed model works as a tool for the sensemaking process. The model is illustrated with an analytical case 
example. The process model helps to identify knowledge security risks and provides a comprehensive approach 
to evaluating and balancing the costs and benefits of knowledge sharing and knowledge risk management. 
The paper addresses calls for research on the emerging topic of knowledge security and the important topic 
of new knowledge sharing tools from the combined perspectives of business benefits and risk management. 
The results presented in this paper are preliminary and conceptual, and further research on the topic is sug-
gested. The process model proposed in this paper can be a valuable tool for practitioners aiming to develop 
knowledge sharing practices in companies, and at the same time need to consider the security of knowledge.

Towards a Business-Driven 
Process Model for Knowledge 

Security Risk Management:
Making Sense of Knowledge Risks
Ilona Ilvonen, Tampere University of Technology, Tampere, Finland

Jari J Jussila, Tampere University of Technology, Tampere, Finland

Hannu Kärkkäinen, Tampere University of Technology, Tampere, Finland

INTRODUCTION

Knowledge and its creation are important sources of competitive advantage and business oppor-
tunities for most contemporary organizations (Alavi & Leidner, 2001; Choo, 1996; Grant, 1996; 
Nonaka & Takeuchi, 1995). Although knowledge creation, sharing and management have been 
researched extensively (e.g. Bolisani & Scarso, 2014; Matayong & Mahmood, 2013; Tzortzaki & 
Mihiotis, 2014), there is one viewpoint to knowledge that has received less attention: knowledge 
security (Randeree, 2006; Shedden, Scheepers, Smith, & Ahmad, 2011). Despite the importance 
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of knowledge and the need for knowledge protection, there is little literature on knowledge 
security (Shedden et al. 2010). In terms of knowledge security and risk analysis, most existing 
risk analysis methods can be regarded as providing a plain technical view on information and 
technological assets (Ahmad, Bosua, & Scheepers, 2014; A.M. Padyab, Paivarinta, & Harnesk, 
2014; Shedden et al., 2011; Shedden, Smith, & Ahmad, 2010; Spears, 2006), ignoring that 
knowledge is bound to people (Shedden et al., 2010, 2011; Ilvonen, 2013; A.M. Padyab et al., 
2014) and as a consequence people (Ilvonen, 2013; Trkman & Desouza, 2012; Shedden et al., 
2011, 2010; Spears, 2006; Siponen, 2000; Spruit & Looijen, 1996) and especially their commu-
nication (Ilvonen, 2013; Padyab et al., 2014) are significant sources of knowledge security risks.

Since knowledge security risks have not received extensive attention in the existing literature 
(M. Jennex, 2014), there is need to look also for parallel fields in order to understand the prin-
ciples of security risk management. Information security risk assessment (ISRA) methodologies 
are means by which organizations aim to manage information security risks (Baskerville, 1991; 
Siponen, 2005; Whitman & Mattord, 2011). However, typical perspectives on information security 
risk management, including most ISRA methodologies, largely ignore the business context of 
information systems (Shedden et al., 2010; Spremic, 2012), and are not framed in terms of com-
petitive advantage (Ahmad et al., 2014). When the business perspective is considered (DeLoach, 
2004; Siponen, 2005; Von Solms & Von Solms, 2004), it is mainly limited to the evaluation of 
individual risk mitigation techniques and their cost reasoning, rather than starting from a broad 
perspective of reasoning the business benefits of an activity compared to the risks connected to it.

This paper aims to answer the research question “How can organizations manage knowledge 
security risks in a proactive business-driven way?” The authors argue that knowledge security 
risks should be managed in a systematic process, and introduce a conceptually developed process 
for this purpose. This paper extends the line of research opened up by several authors (Ahmad 
et al., 2014; Aljafari & Sarnikar, 2009; Desouza & Vanapalli, 2005; A.M. Padyab et al., 2014; 
Shedden et al., 2011; Siponen & Oinas-Kukkonen, 2007) and answers to calls for research on 
the specific area of knowledge security.

Several studies point out that increasing the circulation of knowledge also increases the risk 
of leakage (Desouza, 2006; Desouza & Vanapalli, 2005; Easterby-Smith, Lyles, & Tsang, 2008; 
Trkman & Desouza, 2012). New forms of organizational operation, such as open innovation and 
different uses of social media, emphasize opening up of organizational knowledge resources 
towards customers and other organizational stakeholders. Therefore, when making changes in 
practices, there is simultaneously a strong need for understanding the potential risks related to 
open information and knowledge flows, as well as relating these risks to the potential business 
benefits of the change.

After introducing the theoretical background, the paper introduces the proposed process 
model and discusses the relation of the process steps to previous work. After this an analytical 
case that illustrates the outputs of the process model from a practical perspective is presented. 
The paper concludes with a brief discussion on avenues for further research.

THEORETICAL BACKGROUND

Knowledge

In this paper the term knowledge is understood as an intangible asset that is mainly possessed 
and created by people (Nonaka & Takeuchi, 1995). Knowledge is a result of human thinking and 
interpretation (Davenport & Prusak, 1998; Thierauf, 2001). Although knowledge in most cases 
is embedded in people as tacit knowledge, that knowledge can be to some extent shared with 
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other people by externalizing it into a form of explicit knowledge, i.e. written or spoken language 
(Nonaka & Takeuchi, 1995; Szulanski, 2000). Knowledge generates value to a company through 
its use and sharing; this requires that the people receiving knowledge are able to interpret the 
shared knowledge, and use it for learning and reflection (Alavi & Leidner, 2001). Knowledge 
thus is of value to an organization when the right people have and use the correct knowledge.

When a company creates competitive advantage from the knowledge of its workers, the 
knowledge becomes the biggest asset of the company (Grant, 1996). This idea is the backbone 
of the “knowledge-based view” of the firm (Kogut & Zander, 1992; Spender & Grant, 1996). 
When knowledge is considered a resource of an organization, it is considered bound to the indi-
vidual people that have it, but also something that is possible to transfer from person to person 
(Hansen, 1999) on individual and collective (Krogh, 2009) levels. While knowledge is used for 
making sense of the situation the organization is in, the organization also creates new knowledge 
and makes decisions based on that knowledge (Choo, 1996). This makes knowledge an elusive 
object to secure, since new knowledge is created all the time. In fact, the process of knowledge 
security risk management is in itself a process of new knowledge creation, which the paper will 
discuss further when the process model is presented.

Knowledge Security

The use and sharing of knowledge requires communication between people that possess the 
knowledge (Hansen, 1999; Nonaka & Takeuchi, 1995). Today there are numerous technical 
tools to support discussion and knowledge sharing, among them different information systems 
and social media tools that are designed to mimic face-to-face communication between people 
that are possibly geographically apart (von Krogh, 2012). From the point of view of knowledge, 
these kind of tools are repositories for knowledge (Aljafari & Sarnikar, 2009) in addition to be-
ing channels for knowledge exchange (Padyab et al., 2014). A systematic way to identify and 
manage risks connected to knowledge would help in establishing a unified level of protection 
of knowledge, but research shows that this does not exist, at least not widely in organizations 
(Ahmad et al., 2014). Knowledge security or knowledge protection are not unaddressed in the 
literature, but individual processes concentrate on narrow areas of knowledge security, such 
as securing knowledge of leaving employees (Jennex, 2014) or concentrating on more formal 
protection mechanisms (Olander, Vanhala, & Hurmelinna-Laukkanen, 2014).

The concept of knowledge security (Desouza, 2006; Ryan, 2006; O’Donoghue & Croasdell, 
2009; Ilvonen, 2013; Padyab et al., 2014) is established in the information security management 
and knowledge management fields, but it does not yet have a commonly used definition (Ilvonen, 
2013; Jennex & Durcikova, 2014; Shedden et al., 2011). In this paper knowledge security is 
understood as the managerial process of organizations to identify threats toward important 
knowledge and secure the knowledge against those threats. As knowledge is bound to people, 
knowledge security is closely related to managing people and their activities both within an 
organization and across organizational boundaries.

Risk Management

Risk as a term refers to an event that may have great consequences to an organization, but that 
is uncertain to happen. In financial terms risk can be understood as either a positive or negative 
event (DeLoach, 2004). Especially business risks always have the potential of positive financial 
outcomes. However, this paper concentrates on knowledge risks that, if realized, have negative 
consequences to an organization. These two, however, are intertwined and cannot be entirely 
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separated from each other, especially when cost-benefit analysis is added as an essential element 
to risk management.

A risk is constructed of several components: a threat, the consequences of the realization of 
that threat, and the probability of the realization (M. E. Jennex & Zyngier, 2007; Stoneburner, 
Goguen, & Feringa, 2002). Knowledge risks may harm an organization for example by reduc-
ing competitive advantage, by damaging the reputation of a company or by creating distress 
among employees (Ali Mohammad Padyab, Päivärinta, & Harnesk, 2014; Väyrynen, Hekkala, 
& Liias, 2013). Knowledge risks can be seen to originate either from external sources or from 
internal sources (Ilvonen, 2013; Markus Manhart & Thalmann, 2015). The division to external 
and internal threats in the context of this paper refers to whether there are external actors involved 
in the realization of a threat. In case of knowledge risks the vulnerabilities that cause threats 
and consequently risks can be numerous, and they all have a human element in them, since the 
knowledge is bound to people.

Generally, four basic phases can be identified from risk management processes. These are 
for example (e.g. Lichtenstein, 1996; Bandyopadhyay, Mykytyn, & Mykytyn, 1999):

•	 Asset and risk identification;
•	 Risk analysis;
•	 Risk-reducing measures; and
•	 Risk monitoring.

The main steps can be found also from many information security risk management models 
(Caralli, Stevens, Young, & Wilson, 2007; Shedden et al., 2011). The steps in the process may 
get different names from different authors, but the essential content of the process remains the 
same. What is common to the security risk management processes is that many times the trigger 
to begin a risk management process comes from the reason that risk management requirements 
and standards need to be met (Webb, Maynard, Ahmad, & Shanks, 2013; Thalmann, Manhart, 
Ceravolo, & Azzini, 2014; Markus Manhart & Thalmann, 2015).

Project risk management literature considers risk management to be triggered by the need of 
a development project (e.g. Varnell-Sarjeant, 2008; Jafari, Rezaeenour, Mazdeh, & Hooshmandi, 
2011). The focus of project risk management, however, is usually that of successful completion 
of the project; within deadline and within budget. Security risks get less attention in the project 
management process models. The idea of the process model presented in this paper is to combine 
the approaches of project risk management and security risk management to get a comprehensive 
approach to identify, manage and monitor knowledge security risks.

A PROCESS MODEL FOR KNOWLEDGE 
SECURITY RISK MANAGEMENT

The knowledge security risk management process model (KSRM) is illustrated in Figure 1. Al-
though the authors acknowledge that no risk management model can cover all risks, all activities 
and all information or knowledge (Marabelli & Newell, 2012; Trkman & Desouza, 2012) they try 
to incorporate a wide understanding of the risk management process steps into the KSRM model.

This paper concentrates on discussion of the knowledge management contributions of the 
risk management process steps. One key knowledge management model discussed along the 
risk management model is presented by Choo (1996) and illustrated in Figure 2.
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Step 1: Business Need

Existing KSRM models do not discuss much what should trigger the process, or their perspec-
tive towards business goals. The few links to business include: focusing on processes critical for 
business (Shedden et al., 2011, 2010), concentrating on stakeholders who are perceived important 
according to organizational strategic goals and objectives (Padyab et al., 2014), identifying stra-
tegic assets related to key business processes and involving organization’s members and external 

Figure 1. Knowledge security risk management (KSRM) process

Figure 2. Model of sensemaking and knowledge creation, modified from Choo (1996)
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partners involved in those business processes in the knowledge risk management process (Aljafari 
& Sarnikar, 2009), supporting reduction of transaction costs in inter-organizational collaboration 
by making explicit both risks and knowledge transfer benefits (Trkman & Desouza, 2012), and 
ensuring that knowledge protection meet requirements forced by laws, standards, customers or 
internal regulations (M. Manhart & Thalmann, 2013).

The KSRM process illustrates a continuous process that is triggered by a business goal, need 
or problem that needs to be solved (center of Figure 1). The process may be triggered by changes 
in the operations or environment of the company. In this step the goals and benefits sought from 
the change need to be defined, as well as the people that are responsible for the realization of 
those benefits (Ward & Daniel, 2006) and the evaluating of the risks.

The KSRM process is one example of a process that creates new knowledge in organiza-
tions. The first step of the process should include an element of sensemaking: understanding the 
business situation the organization is in, and what is going on around it. An organization should 
constantly aim at making sense of the business situation and its surroundings (Choo, 1996). Al-
though Choo’s model in Figure 2 in one way is connected to each of the following steps of the 
knowledge security risk management model, sensemaking is something that companies should 
do with every intended business change. Sensemaking refers to an organization actively figuring 
out what kind of knowledge is available to it, what is the situation surrounding the organization, 
and what this situation means for it (Choo 1996).

The output of the first step of the KSRM process is the business case of the intended change 
and a description of what kind of benefits are sought by the change.

Step 2: Knowledge Identification

The first step in the generic risk management process and the second step of the KSRM process 
is to identify important knowledge that may be at risk in the organization. There are various 
approaches to knowledge asset identification (e.g. Padyab et al., 2014; Shedden et al., 2011; 
Trkman & Desouza, 2012). Knowledge is bound to people, and there is a lot of knowledge that 
each individual possesses. However, not all that knowledge is important to the organization.

One way to structure and identify knowledge is to examine different locations, uses, top-
ics and destinations of knowledge to identify knowledge assets, and to prioritize between them 
(Ilvonen 2013). These dimensions are illustrated in Figure 3. The dimensions are one way to 
ensure that the organization has a broad enough scope when they begin to identify important 
knowledge that needs to be secured. The knowledge identification phase is still part of the sen-
semaking describes in Choo’s (1996) model (Figure 2).

Another way to approach identification of important knowledge is to use the genre-based 
method for identifying knowledge assets (A.M. Padyab et al., 2014). In this method knowledge 
is recognized through identifying actors who communicate within the organization. The different 
types of communication between different actors form genres of knowledge, that is, in Figure 
3, the interaction between the locations and destinations of knowledge. This method is useful 
in locating knowledge, as well as recognizing the ways and tools that it is communicated with, 
as it covers all; locations, destinations, topics and uses of knowledge illustrated in Figure 3.

A method for identification of knowledge assets is also to examine the containers or res-
ervoirs where the knowledge resides (Caralli et al., 2007; Aljafari & Sarnikar, 2009). This can 
mean either people, as with knowledge is obvious, but also for example social media tools and 
other information systems that are used for documenting and sharing of knowledge (Aljafari & 
Sarnikar, 2009). Important knowledge exists both in the individual and collective level (Krogh, 
2009) and this should be acknowledged in the identification step.
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In moments of change and development the questions that need to be asked to identify the 
important knowledge depend on the context. For example, if the KSRM process is applied to the 
context of implementing new social media tools, identification can be performed by answering 
e.g. the following questions:

•	 What knowledge will be shared with the tool?
•	 Who will be using the tool?
•	 For what purposes will different stakeholders use the social media tool?
•	 What is the importance of the knowledge that is shared within the social media tool?

The purpose of the knowledge identification step in this context is to gain an understanding 
of what knowledge will be shared over the chosen social media platform (Braun & Esswein, 
2012; von Krogh, 2012), what is the construction of the community that will be using it, and what 
significance the knowledge holds for the company/companies that collaborate in the platform 
(Haefliger, Monteiro, Foray, & von Krogh, 2011).

The output of the knowledge identification step is an inventory of important knowledge, a 
list of people that are users or holders of that knowledge, and a list of communication media that 
are used for sharing that knowledge. The knowledge identification step of risk management can 
be conducted parallel to the knowledge management process of the organization.

Step 3: Threat Identification

The third step of the KSRM process is threat identification. Many authors (Aljafari and Sarnikar 
2009; Padyab et al. 2014; Shedden et al. 2011; Trkman and Desouza 2012) include threat identi-
fication either as an individual process phase or as a part of the risk analysis phase in knowledge 
security risk management process. One includes also a method and a tool for identifying threats 
related to knowledge assets: the Octave Allegro method and it’s worksheets (Padyab et al. 2014).

Figure 3. Identification of important knowledge
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A threat is the potential of a negative event (Caralli et al., 2007). It can be further broken 
down into a vulnerability, an actor or a threat agent that exploits that vulnerability, a motive that 
the actor has to the exploitation and the outcome of the event (Caralli et al., 2007; Farahmand, 
Navathe, Enslow, & Sharp, 2003). In order to identify threats to knowledge, an organization 
needs to recognize vulnerabilities connected to protecting that knowledge, as well as potential 
actors that threaten the knowledge along with their motives.

One suggestion for performing identification of threats to information is to use standards 
and ready-made checklists, instead of a deeper down analysis of vulnerabilities and threat agents 
(e.g. Farahmand et al., 2003; Caralli et al., 2007; Peltier, Peltier, & Blackley, 2005). In addition 
to just relying on standards and checklists, the step can be performed for example by creating 
typical and non-typical knowledge use and communication scenarios, and identifying potential 
threats from these scenarios (Caralli et al., 2007; Peltier et al., 2005).

The scope of the threats is one aspect that needs to be considered when threats are identi-
fied: threats may apply only to a limited part of an organization, to the entire organization and 
in severe situations also to other organizations (Trkman & Desouza, 2012). Especially with 
knowledge, the target and outcome of threats may be both intangible, so it is not necessary to 
categorize threats for example to natural, environmental or human threats (Farahmand et al., 
2003). Instead, a division to external threats and accidental or deliberate internal threats may 
be more useful (Trkman & Desouza, 2012) along with the analysis of the result of the threats. 
The outcome of knowledge threats may, for example, directly benefit a competitor by revealing 
critical competitive knowledge (Ahmad et al., 2014), or indirectly harm the organization by af-
fecting the trust of customers (Braun & Esswein, 2012). This stage begins the knowledge creation 
stage presented in Figure 2 (Choo, 1996) since the threats are identified both through the use of 
previous knowledge and through brainstorming for organization-specific threats.

In the example case of social media understanding is needed of both, the technical proper-
ties of the social media platform, and the operations of the community that uses the platform, to 
create understanding of the threat agents and scenarios. The threats can be caused from sources 
outside the community e.g. a competitor company aspiring to get strategic knowledge of prod-
uct development, or from sources inside the company, e.g. a careless employee misusing the 
social media platform. In the case of knowledge, the main vulnerability is that knowledge may 
be beneficial to a competitor.

The outcome of the threat identification step is an analysis of what threatens the important 
knowledge of the organization, and what are the sources of threat agents of those threats.

Step 4: Risk Analysis

The fourth step of the KSRM process is risk analysis. In this step the threats identified in the 
previous step are individually analyzed to understand what kind of risks they cause and how 
significant these risks are to the organization. Several models discuss risk analysis as a process 
phase in knowledge security risk management (Aljafari and Sarnikar 2009; Padyab et al. 2014; 
Trkman and Desouza 2012). Aljafari & Sarnikar (2009) include sub-phases of making assertions, 
providing evidence to support them, and calculating risk in the risk analysis process phase and 
propose the Demspter-Shaefer (Dempster 1967; Shafer 1976) model as an approach for performing 
the risk analysis. Trkman & Desouza (2012) introduce a framework that categorizes knowledge-
sharing risks and propose that managers can use the framework as a guide/sense-making device 
in identifying the main types of risk facing their organization. The Octave Allegro (Caralli et 
al. 2007) method introduced in Padyab et al. (2014) provides an approach and a tool for both 
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identifying the threats and vulnerabilities and deciding on the risk mitigation actions (mitigating 
risks, transferring risks, avoiding risk, or accepting risk).

A risk is the combination of two elements: the consequences of a threat and the probability 
of it (Stoneburner et al., 2002; Peltier et al., 2005). In this step knowledge of the consequences 
of a threat is essential, yet difficult to gain (Aljafari & Sarnikar, 2009). In many cases, exact 
monetary figures to the consequences of a threat are difficult to calculate. In addition to that, the 
exact probability of a threat is rarely known. Thus, to simplify the risk analysis process a 3x3 
or 4x4 matrix with threat consequences categorized from severe to minor and the probability 
categorized from certain to highly unlikely can be used to assess whether the risks are major or 
minor (Stoneburner et al., 2002; Caralli et al., 2007). The matrix works as a tool to help prioritize 
between risks that are too severe to accept as such, and thus should be mitigated, and risks that 
are small enough to accept. However, since the risks are elusive in terms of exact numbers for 
probability and consequences, the risk analysis matrix should be used as a tool for collective 
sensemaking of the magnitude of the knowledge risks the organization is facing. In this step 
all the steps of Choo’s model are performed, since in addition to sensemaking and knowledge 
creation, decisions regarding the risks need to be made.

In the example context of social media, in this step the calculations that have been done to 
prove the business case of implementing the social media platform can be useful, since many 
threats would result in the loss of the aspired benefits. In many cases, however, the loss of benefits 
would not be an accurate estimate of the consequences or damages a threat would result in. For 
example, the leaking of critical knowledge can lead to loss of trust of customers, which in turn 
can have greater consequences than just the loss of benefits of one knowledge sharing project.

The output of the risk analysis phase is a list of identified risks that are associated with the 
business activities of the organization. The risks are prioritized based on the estimated prob-
ability and severity.

Step 5: Cost-Benefit Analysis

The next step, the cost-benefit-analysis, is an essential step of risks management. Elements of 
this step are performed all along the risk management process, yet it needs to be acknowledged 
as an individual step in the process in order to systematize the activity. The step gets substantial 
input from the risk analysis step, but also from the earlier steps of the process, as well as from 
other sources such as the business case that was built to support the implementation of the change 
at hand. The cost-benefit analysis gathers together all the benefits and positive elements and 
all the costs and risks that are connected to the implementation of the social media platform. 
This step should include the discussion of different managers so that the costs and benefits are 
thoroughly weighed.

The key of this step is to involve both the owners of benefits of changes as well as the 
owners of the risk management of the change in the sensemaking of the costs and benefits. This 
enables the organisation to weigh the total costs of the implementation against the total expected 
benefits. The difficulty with risk management is typically that the costs of mitigation are weighed 
only against the value of individual knowledge assets. Asset valuation is difficult at best, and 
the value of an asset is tied to the benefits that asset can generate when used. The knowledge 
risk management cost-benefit assessment tries to address the benefits of a possible change in 
comparison to the costs of the change, and the possible cost of risks involved with the change. 
In the example context of social media use in organizations this means that in addition to con-
sidering the benefits of use of knowledge and the benefits of the new work processes, the costs 
of implementing the social media platform and the costs of potential risks and their mitigation 
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are discussed together. The risk analysis process requires discussion, and the discussion should 
continue at the cost-benefit analysis stage in order to achieve a common understanding of the 
sought benefits and risks that are associated with them. In situations where there are alternative 
solutions to the business problem or change, the cost-benefit-analysis can also compare the ben-
efits, risks and costs of the current situation with the expected benefits, risks and costs brought 
on by the change. For example, if a social media platform is used for knowledge sharing, the 
costs and risks of the use of this platform can be compared with the costs and risks of the current 
solution (e.g. email messages and face-to-face conversations).

The output of the cost-benefit analysis is an analysis of what are the costs of implementing 
the change and mitigating the risks of the change. Depending on the result of the analysis decision 
can be made whether to go on with the implementation process, or make changes to the approach.

Step 6: Risk Mitigation

Risk mitigation is addressed by several authors also in literature on knowledge risk manage-
ment (Aljafari & Sarnikar, 2009; Padyab et al., 2014; Shedden et al., 2011; Thalmann et al., 
2014). Aljafari & Sarnikar (2009) propose developing security policies as the primary means of 
mitigating risks. Shedden et al. (2011) propose the SECI model (Nonaka & Takeuchi, 1995) of 
socialization, externalization, combination and internalization as a way to mitigate knowledge 
risks (Shedden et al., 2011). Thalmann et al. (2014) suggest internal knowledge audits as means 
of risk mitigation by auditing the performance metrics of knowledge protection controls.

Risk mitigation is begun at the previous stages, when the risks too big to accept, but possible 
to mitigate are identified. The implementation of risk mitigation controls adds to the costs, but 
on the other hand diminishes risks, and may thus affect the balance between costs and benefits. 
Mitigation controls may affect the consequences of a threat, e.g. the knowledge that is shared 
within a social media platform is strictly limited to non-strategic knowledge, and thus the 
consequences of a leak are reduced. Or the controls may reduce the probability of a threat. For 
example, the number of people that have administrator privileges to a platform is reduced to a 
minimum to reduce the odds of accidental misconfiguration. Typical social media risk mitigation 
controls include implementing a social media policy and training of employees in proper use 
of the social media platform. Technical controls that limit for example the use of certain social 
media platforms would be another example of a control.

Risk mitigation controls need to be selected after a careful consideration of which risks 
are worth addressing, and when mitigation is reasonable. The risk analysis and cost-benefit 
assessment may also result in decisions that render risk mitigation unnecessary, if the change 
is abandoned because it will not provide enough benefits. On the other hand, the cost-benefit 
assessment may prove some mitigation choices too costly, and result in selection of other, less 
costly, means of mitigation.

The output of the mitigation step is a list of risk controls that need to be implemented, and 
a plan for implementing them. The output also identifies risks that are accepted, i.e. they are 
not mitigated. However, the mitigation plan may include contingency plans for the potential 
realization of the accepted risks.

Step 7: Monitoring

The last, seventh, step in the risk management model is monitoring. Although this is identified as 
one key step in the general risk management literature (Liechtenstein 1996), most knowledge risk 
management models do not explicitly discuss monitoring. As one approach knowledge security 
is proposed to be monitored with of knowledge audits (Thalmann et al., 2014).
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This step includes the monitoring of the threat environment, as well as the monitoring of 
the use of knowledge, which translate to another sensemaking, knowledge creation, decision 
making and organizational action phases of Choo’s model (Choo 1996, Figure 2). Any changes 
in the use habits, users, shared knowledge, purpose and technological environment should trig-
ger a re-assessment of the threats and risks that are connected to the activity that initially was 
processed in the risk management model.

In the example of the social media, monitoring can include for instance setting up certain 
measurements and alarm threshold for those measurements that, when reached, will trigger an 
alarm and enable the organization to react to the threat as quickly as possible. For example, senti-
ment analysis can be used to evaluate the sentiment of the conversations about the company and 
its products and services in order to determine whether the conversations are positive, negative 
or neutral. An alarm can be triggered from e.g. each negative conversation or when reaching a 
defined alarm triggering level of sentiment of the conversations, or some other set alarm-related 
indicator which might indicate a risk to be taking place in the near or further future.

The output of the monitoring step of risk management is situational awareness of the risk 
environment of the organization. This step ties the knowledge security risk management process 
to other managerial processes of the organization.

ILLUSTRATIVE CASE

This paper proposes a new process model for managing knowledge security risks in organizations. 
In this section this model is applied to an open innovation, crowdsourcing case, to illustrate how 
the model works. This case is one example of the kind of contexts this model can be applied 
to, and this is why it is presented in a general level. The case company is a globally operating 
manufacturing company, and various internal company functions were involved in knowledge 
sharing. In addition to this, a crowdsourcing platform provider, an industrial community and 
individual professionals were involved in the case. The KSRM process is applied to the case 
analytically, i.e. after the events took place.

The focal company of the case needed to develop a new component to ensure and monitor 
safe operation of their new core product. The component itself is an independent product that 
complements the main product. The company decided to gather fresh ideas for this component 
through crowdsourcing in an open innovation challenge. In addition to this challenge the company 
decided to schedule development sprints for the component immediately after the open challenge. 
This way they ensured that the results of the challenge would be taken further without delay. 
The knowledge security risk management process connected to this open innovation process is 
described in Table 1.

In Table 1 the main benefit that the focal company sought from the crowdsourcing was 
fresh and innovative ideas with minimal consumed resources. The threat and risk analysis steps 
emphasize the biggest threat of this open innovation endeavor: the competitors will find out 
what the company is planning to do. There was significant consideration on what component of 
the product could be opened up for the challenge. The main reason that tilted the cost-benefit 
scale toward the benefit-side in this case was the non-strategic nature of the component that was 
developed through open innovation. The component is vital for the safety of the product, but it 
is not strategic for the focal company.
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DISCUSSION

Knowledge and its creation are important sources of competitive advantage and business op-
portunities for most contemporary organizations (Alavi & Leidner, 2001; Choo, 1996; Grant, 
1996; Nonaka & Takeuchi, 1995). Thus, knowledge risks have lately gained increasing attention 
in information security related literature (Jennex & Durcikova, 2014; Markus, Manhart & Thal-
mann, 2015; Olander, Hurmelinna-Laukkanen, & Vanhala, 2014). Also the recent developments 

Table 1. Example of KSRM process outputs

No Step Outputs in the Example Case

1 Business need

Trigger and business need: Need to develop a new component for monitoring 
safety and maintenance need of a product 
Need for more product development resources -> decision to crowdsource ideas 
from engineering community 
Expected benefits: Faster innovation process of product component through 
crowdsourcing, novel ideas from outside the organization

2 Knowledge 
identification

Important knowledge: Knowledge about the specifications for the product 
component 
Knowledge about the core product, enough in order to fit the component to the 
core product 
Holders of knowledge: Product designers, crowdsourcing facilitators, 
crowdsourcing participants 
Communication media: Crowdsourcing platform

3 Threat identification

Threat agent: Competitors
Threat: Exploitation of knowledge about new product development
Threat: Exploitation of published crowdsourced plans despite copyright
Threat agent: Crowdsourcing platform
Threat: Loss of plans submitted to the platform
Threat agent: Crowdsourcing contributors
Threat: Exploitation of knowledge about the new product development
Threat: Cause harm and extra work by contributing intentionally flawed designs

4 Risk analysis

Exploitation of knowledge about new product development: Potential 
medium impact, medium probability, medium size risk 
Loss of plans submitted to the platform: medium impact, low probability 
Harm caused by flawed designs: Low probability, medium impact
Reputation damage: Low probability, low impact

5 Cost-benefit analysis

Business benefits: Faster innovation, faster time-to-market, more ideas for less 
resource spending. 
Business costs: Cost of crowdsourcing facilitator, time from designers to 
evaluate the results, time and effort to create specifications 
Knowledge risks: Leakage of knowledge to competitors
Knowledge risk mitigation costs: Time to monitor the quality of submissions

6 Risk mitigation

Mitigation: Knowledge that is shared is limited only to the non-strategic 
component. Knowledge about the core product is not shared to the crowd. 
Crowdsourcing facilitator enforces the code of conduct in the crowdsourcing 
platform. Time is allocated for further design sprints immediately after the 
challenge to beat competitors

7 Monitoring
Crowdsourcing facilitator monitors discussions 
Crowdsourcing facilitator and designers monitor the incoming submissions and 
adjust the challenge rules and specifications accordingly
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in social media use in organizations, as well as various open innovation practices that aim to make 
use of company-external information and knowledge in innovation, have raised new important 
challenges for knowledge security. Too large emphasis on threats instead of business benefits 
has led many companies to heavily limit or even deny the use of the above approaches, without 
careful consideration of business benefits. To address this topic, a systematic process model for 
business-driven management of knowledge security risks is proposed.

The KSRM approach differs in several respects from the few existing specifically knowl-
edge- related risk management approaches. First, the identified existing knowledge security risk 
management models seem to focus strongly on merely the recognition and analysis of knowl-
edge security risks. Some also help to identify the criticality of the various types of knowledge 
(Aljafari & Sarnikar, 2009; A.M. Padyab et al., 2014). However, the existing studies do not do 
this explicitly from the viewpoint of business needs and expected benefits, with the exception of 
the need to meet the requirements forced by laws, standards, customers, or internal regulations 
(cf. Thalmann et al., 2014). Second, even if some emphasize the importance of balancing the 
risk-related costs and benefits, they do not explicitly provide actual concrete approaches to do 
this or bring this important matter forth as a separate step in the risk management process. From 
the perspective of contemporary business in general, and especially from the perspective of e.g. 
relatively novel business approaches such as open innovation, crowdsourcing and social media 
that emphasize the open sharing of knowledge, it seems evident that all knowledge security risks 
cannot be eliminated or even controlled. This should not usually even be the priority of business-
oriented knowledge security risk management. In this respect, a far more useful approach, due 
to the potentially huge business benefits received from adopting such business approaches, is 
trying to balance the benefits to risks and costs.

The illustrative example of a challenging community-based open innovation case demonstrates 
that risk management is clearly not anymore a technically-oriented task. It also demonstrates 
the importance of both business-orientation as well as the need for specifically knowledge- (not 
merely information) focused risk management process. It also demonstrates the need for involving 
various different organizational functions to knowledge risk analysis. The sensemaking nature 
of knowledge risk analysis, especially in the case of novel types of business approaches such as 
open innovation, crowdsourcing or social media- and community-based business practices, is 
demonstrated by the case. These activities often require the sharing of business-critical knowledge 
in discussions and other formats even outside the company boundaries. The use of traditional 
information security models, in this case, would have revealed e.g. the technical risks and prob-
ably would have strongly emphasized the threats of revealing product development- related 
information e.g. to competitors, instead of business-related benefits. Thus, there would be a high 
probability of IT managers to prohibit or limit the use of such approaches, despite their possibly 
significant potential for business and for the development of new business models.

Our model makes knowledge security risk management a business-driven process that 
balances the costs and benefits of knowledge sharing and protection. The model functions as a 
communication and sense-making tool for managers across organizational functions and boundar-
ies. This approach is especially useful in situations where a company needs to consider business 
approaches that require opening up of information and knowledge in novel ways to company 
outsiders (customers, consumers, suppliers, communities, etc.), as well as when this information 
and knowledge might be searchable to competitors by novel means of business intelligence, such 
as data mining and social media analytics approaches.
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CONCLUSION

With this paper the authors aimed to answer the research question “How can organizations man-
age knowledge risks in a business-driven way?” The paper argues that knowledge security risks 
should be managed as a systematic communication and sensemaking process, instead of risks 
and business benefits being traditionally evaluated in separate functions of companies. Different 
functions do not automatically communicate with each other in knowledge security issues, and 
need a framework in order to successfully do this. From this perspective, the authors have intro-
duced a model that takes business needs into consideration in knowledge security management 
in several ways discussed above. The model contributes to current literature, because knowledge 
perspective is very seldom taken into consideration in information security literature, and the 
business perspective is not explicitly taken into consideration in extant knowledge security risk 
management models that were analyzed in this study.
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