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ABSTRACT

Multiview displays are characterized by a multituafgparameters such as spatial resolution, brigistn@D-crosstalk,
etc., which individually and in their combinationfluence the visual quality of the displayed 3D receThese
parameters are specified by values, precisely medshy optical means. However, it is difficult fan average
consumer or content producer to compare the viguglity of two displays or judge if a given 3D cent is suitable for
a certain display only by this set of parameteueal In this paper, we propose a quality measuremethodology,
which aims at measuring the visibility of structudéstortions, introduced by a multiview displag, @ number of test
signals with different frequency content and appadepth. We use these measurements to derivewehaalldisplay

passband for signals at different disparity levels. The gizend determines the frequency components for wthieh
intended signal is predominantly visible, with respto the distortion introduced by the display.dé&idnally, we

propose a method to determine the approximate taféecesolution of the display for signals with aen apparent
depth. The result of the measurements can be wsedmpare the perceived visual quality of differemtltiview

displays.

1. INTRODUCTION

Multiview displays can create visual illusion ofjetts floating in 3D space without requiring thesekver to wear 3D
glasses. Typically, multiview displays combine aghiaddressable matrix, such as in plasma, LEDLQD panels,
with additionaloptical layer mounted on top [1]. The optical layer redirects tight generated by the pixel matrix,
making the visibility of each pixel element a fuoct of the observation angle. The set of elemeisible from certain
angle forms an image, also callediew [1][2]. A multiview display can simultaneously shavnumber of different
views, each one visible from different directiorhelprocess of combining multiple images in one coumg bitmap is
referred to asnterleaving, and the map that links the position of TFT elemavith the view number they belong to is
referred to asnterleaving map. If the views are properly selected observatidnthe same scene, the display recreates
the scene in 3D. Even though all objects of thenacae projected on the display, they might appsathey are at
different distances to the observer. The apparstartte to an object is referred to asajiparent depth. If the object
appears at the display level, all its observatiappear on the same display coordinates. If thecblbjas different
apparent depth, it appears on different horizootardinates in each view. The distance betweerpdsiions of an
object in different views is referred to disparity. The objects with positive disparity appear bettimel display level,
and those with negative disparity appear in frdrihe display.

The downside of the optical layer is that it intneds a number of multiview display specific arti§afd]. In addition to
monoscopic display parameters, such as 2D resolotioefresh rate, the visual quality of a 3D monis influenced
by variables such as 3D-contrast and 3D-cross8lkThe multitude of parameters hinders the consparof the visual
quality of different multiview displays. A numbef previous works have addressed the estimatiorisgfialy optical

quality, ranging from theoretical consideration®atbthe interleaving map [4][5][6] trough measuriofjithe optical
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parameters of the display [3][7][8] to subjectivests with different multiview displays [9][10][11However,
evaluating the quality of a multiview display basmuits optical parameters only, has two main diaathges — first,
some parameters, e.g. luminance uniformity acrdsent observation angles, are not directly rdiatio the perceived
quality; and second, visibility of 3D artifacts adspls also on scene content, observation conditiadsproperties of
the human visual system. Having human observeratéthe visibility of artifacts in all scenes wdude an optimal
quality assessment approach; however it is experasid time-consuming.

In this article we propose a methodology aimed \atlumting the level of signal distortion introducbkg a given
multiview display. We use multiple test signalswitarious frequency components and disparity let@iderive the
display passband regions for planes with diffeegarent depth. The passband regions are estirfivaiteglo levels of
distortion visibility. The shapes of the passbamgions can be used to estimate the expected \gsuadity for different
types of 3D content. Additionally, we devise a nogtlaimed at approximating the equivalent resolutibthe display
for given disparity range and distortion level. Tdwivalent resolution of a multiview display cam directly used as a
perceptually-relevant indicator of its visual qtililn a previous work, we have proposed passbaraduation
methodology, which did not consider disparity [1Rere, we extend our previous approach for a rariglisparities
and multiple distortion levels. In another work [1@e have estimated the distortion levels basekmwledge of
interleaving pattern and angular visibility functidHowever, we noticed that non-linear optical effeare introducing
significant differences in passband regions in mesb versus simulated data. The results in theentmrticle are
based solely on measurements, and do not requingl&dge of the angular visibility.

The paper is structured as follows: in Section &,imtroduce the concept of distortion visibilitylte used as indicator
of perceptual quality. We introduce a model of migtv display, use it to explain the most commotifaets, and give
a general methodology for measuring and evaluatisgal distortions. In Section 3, we give detailsoat the
measurement procedure, like test image preparaimh experimental setup. We give a practical examyté
measurements of a 24-view display. In Section 4ewmain how the measured data is evaluated inrdodebtain the
passband regions of the display for a given distortevel. In Section 5 we show how using thesdomg one can
approximate the equivalent resolution of the digpta different depth planes and different distontievels. In the last

section we give concluding remarks.

2. VISIBILITY OF DISTORTIONSASINDICATOR OF VISUAL QUALITY
2.1 Artifactsin 3D displays

The most pronounced artifacts in a multiview digpae moiré and ghosting artifacts [16]. Typicatlye visible pixels
of a view appear on a non-orthogonal grid [1][4lafying the input images, which are usually sampledectangular
grid, to the visible pixels of a view requires spéanti-aliasing filters [5][6][17]. Direct mappgnof multiple images to
the views of a multiview display produces moiré aotbr aliasing artifacts similar to the ones shawirigure 1a. The
design of a multiview display involves a trade-béftween number of views, spatial resolution ofeawiand visibility
artifacts such asmage flipping andbanding [4][11]. Often, the visibility zones of differeniews are interspersed and
from a given angle multiple views are simultanepusisible, albeit with different brightness [1][Z]. When
visualizing 3D objects with pronounced depth thenbmation of disparity and simultaneous visibilisyperceived as
ghosting artifacts [5][10]. An example for ghostiagifacts is given in Figure 1b. Often, the pracessponsible for
ghosting is modeled as crosstalk, and the termstalhsis used as a synonym for ghosting artifa8li6][10][11][16].
For displays with parallax barrier, the barrieratess visible gaps between the pixels, as seemguréilc. These gaps

are seen as masking artifacts [12], similar tofitked-pattern noise exhibited by some digital pctges [18].

2



A. Boev, R. Bregoyd, and A. Gotchev, “Visual-quality evaluation metéafyy for multiview displays, Displays, vol.
33, 2012, pp. 103-112, doi:10.1016/j.displa.201202.

a)

Figure 1 Typical artifacts exhibited by multivigisplays: a) moiré, b) ghosting and c) masking
2.2 Multiview display as an image processing channel

In order to assess perceptual differences betwgended (input) and visualized (output) signal,prepose a model,
which considers the multiview display as an imagecessing channel. The model follows the steps arftemt
preparation and visualization, and has five stageshown in Figure 2. For simplicity, the exampteshe figure are
given for single row of a dual-view display, howevthe general signal transformations hold trueaoy multiview
display. The channel input is an image, which isameo be seen at a particular depth. It can bardegl as a
continuous signal, as it is shown in Figure 2a. Beeond stage models the preparation of the viénam the
interleaving map one can derive a binary mask defithe position of the samples in one view. Theuinsignal is
sampled using the binary mask of the first viewr &mample, let these samples appear of positiotisadd number as
horizontal coordinate, as shown in Figure 2b. Thiedtstage models the presence of disparity. Ifitipait image is
meant to be seen on the level of the display, fiieaps on the same place in each view. In that ¢hsesame input
signal is sampled using the binary mask of the metagew. For example, positions with even numbehaszontal
coordinate, as seen in Figure 2c. If the input iensigould appear at different depth, it has dispagtween the views,
and an offset version of the input signal is samhpés exemplified in Figure 2f. The fourth stagedels the process of
interleaving. Following the interleaving map, obsgions of the same object with different dispa@tg combined
together. In our model, this corresponds to a coatimn of multiple versions of the same input sigsampled with
different offset. For example, an interleaved vansdf the input signal with zero disparity is shoimrFigure 2d. It is
made by alternating the samples in Figure 2b (amhitipns) and the ones in Figure 2c (even posijioAkernatively,
an example for the same input signal interleavet disparity 20 is given in Figure 2g, which is@mbination of the
samples in Figure 2b and 1f. The last stage mdbtelfluence of the optical layer. The layer chesthe visibility of
the individual display elements depending on thgeokation angle. In our example, from certain okesion position
the odd samples are seen with full brightness,enthié even samples are seen with one quarter ofidietness (Figure
2e and 1h).

It should be noted, that for objects with zero difty the interleaved image (Figure 2d) is a gospresentation of the
input signal (Figure 2a). In that case, a multividigplay can be modeled as a 2D display where péttse image have
partial visibility, as suggested by Jain and Konitad14]. The less the impact of the optical laygrthe closer the
visual output to the input signal is (Figure 2enda- as Jain and Konrad have proven — the biggerfrdguency
throughput of the display is. Lower visibility dfi¢ masked pixels results in alternating bright darck pixels (Figure

2e), which can be modeled as fixed-pattern noisavaver, if disparity is introduced, the interleavggnal (Figure 2g)
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is quite different than the input signal. In thase, the masking effect of the optical layer makesoutput (Figure 29)
better representation of the input signal. Thetstiif’ersion of the input signal is meant to beyfulkible from another
observation angle. If it is partially present ir tturrent observation angle, as shown in Figurdt2e,modeled either
as crosstalk between the views [7], or as intepemtive aliasing [15].

The sampling stage in Figure 2 imposes an antsialigfilter before it. We deliberately do not indtuit into the model.
In a multiview display, beside aliasing one hasitoultaneously deal with other sources of distogjcsuch as imaging
and crosstalk. In order to simplify the evaluatimethodology we do not apply any anti-aliasing filte the images
displayed for measurements. Thus, we would seelglde aliasing artifacts along with other artifaas well as their
interaction. From a pre-processing filter implenagion point of view, this would allow addressing shof distortions
by a single filter. In other words, we deal witlstdirtions according to their visibility regardlesfstheir origin. As seen
from the model, the only place one can influeneedignal is before the sampling stage as thisethy place where
aliasing can be eliminated. Filters designed bypttogosed methodology would generally act as diatsiag filters but
also cancel some other frequency being source adiimy and cross-talk artifacts. Note that by meaaguthe artifacts
in this way one can design more-restrictive or-lesdrictive filters depending on the interactia@tveeen artifacts. Also
the measurements can quantify in a better wayithiéslin changing the filter parameters for prowiglisubjectively

more pleasant visualization.
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Figure 2 Generalized model of a multiview displayaa image processing channel: a) input signahpijt signal sampled
in the positions which belong to view “1”, ¢) inpsignal sampled in positions, which belong to vieW d)
interleaved signal, containing samples from vietsdnd “2” and no disparity between the views,regileaved
signal from “d)”, after being masked by the optilzjer, f) input signal, sampled in positions whidong to view
“2", with an offset of 20 samples, g) interleavéghsl, containing samples from views “1” and “2"ca20 samples

disparity between the views, and f) interleavedaidrom “g)”, after being masked by the opticalda

2.3 Propertiesof the human visual system

Most visual quality metrics work by assessing tleecpptual difference between two images — onedsrdiference
image and the other is the processed one. Theerefelis assumed to be of highest quality and tgebithe perceptual
difference between the images is, the lower théitgue the processed image is deemed to be [21ihé general case,
however, the observer does not have the referenaga available for comparison, and predicting tiséhiity of an
artifact becomes a more complex task.
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The human visual system (HVS) is optimized for &ating the structure from an image, and is largiegnsitive to
global contrast or brightness variance [19][20]eTdct of seeing an object is a product of two pheya —visual
perception, which is the ability of the eye to collect visutdta, andisual cognition, which is the ability of the brain to
interpret visual information. The limitations of dastage are modeled as various HVS properties.ekample, an
observer, looking at the rectangular grating shawhigure 3a might have a mental image that isquenfeplica of the
original. The visual perception is limited by phylsigical factors, like optical properties of theegyand density of
photoreceptors on the retina. Certain spatial fe@gies are easier to perceive then others, antirtfifation is modeled
ascontrast sensitivity function (CSF) [22]. For example, a dense grating sucthaohe shown in Figure 3b might be
seen indistinguishable from an uniform shade ofgdaie to the physical inability of the eye to “gaeafi signal with
such density. On the other hand, HVS is able tonstruct the underlying structure even if it istdlly obscured. For
example, the group of black polygons, shown in F8Rc is seen as continuous black lines with wiiviess overlaid on
top. This effect is due to visual information bejmgpcessed by the V1 brain center, which behavessasies of filters
with different spatial frequency and orientatio®]1The ability of the brain to reconstruct shaesl repetitive
patterns is known as thésual Gestalt principle [19] , and the interdependent visibility of patterwith different
properties is modeled g@attern masking [22]. According to the Gestalt principle, clos@lgsitioned shapes are grouped

according to their proximity.
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a) b)
Figure 3 Examples for visibility as a combinatmfrperceptual and cognitive processes: a) spaeiagr b) dense

grating, and c) sparse grating with masking

Predicting the visibility of an image detail is angplex task, as it is influenced both by HVS partrse (contrast
sensitivity function, pattern masking, etc.) andeatvation conditions (distance to display, ambigtit) [22]. Still,
there are works on the general visibility of staapic crosstalk in typical observation conditi¢b8],[11]. According
to the Weber-Fechner law the perceptibility of arge in stimuli is proportional to the amplitudetioé stimuli. This
fact also holds true for perception of brightnek8][ Following the Weber-Fechner law, the crosstalkneasured as
percentage of the intended signal (intended siigntle input signal as perceived on the displayps€talk of less than
5% is considered under the visibility threshold amdsstalk of 25% or more is considered unacceptfit®]. The
threshold level of barely acceptable crosstalk ddpeon the local contrast of the content and onwthige-to-black
contrast ratio of the display. This level has besported as 10% [24], 15% [25] and 25% [10]. Typcahe level is
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measured with high-contrast, black-and-white pagtebut for natural images, a higher crosstalk lleagght be

acceptable [24], [25]. In our paper, we use 20%hasalue for barely acceptable crosstalk.

2.4 Criteriafor vigibility of distortionsin multiview displays

In order to estimate the visibility of distortionaie model three HVS properties — brightness peimeptontrast
sensitivity function and Gestalt principle. Thisdgne by a three-step procedure in frequency darfdist, we model
the contrast sensitivity function by applying acalar weighting window. The weights in the windoWange as a
function of the distance to the center of the comtd system, and the shape of the function folltvesshape of the
spatial CSF at photopic level as described in [Z3len, according to the Gestalt principle, we idgrthe visually
dominant pattern by searching for the lowest spatguency regardless of the orientation. In freey domain this is
expressed as proximity of the peak of the signahéocenter of the coordinate system (DC). Finalcording to the
Weber-Fechner law, the eye senses brightness a@pmatty logarithmically for typical observation atitions. Thus,
we measure the visibility as the ratio between dheplitude of the distortion introduced by the digpland the
amplitude of the intended signal.

amplitudeof thedistortion
amplitudeof thesignal

100 %

5(fy, fy)=

In the rest of paper this is referred to asdistortion to signal ratio. Since the display behaves differently for diéietr

frequencies, the display distortion will dependtio@ horizontal, f, , and vertical, f,, signal frequency.

In this work we analyze the distortion by applyittgeshold at two different levels — 5% distortiavél, which

represents unnoticeable levels of distortion, aBfh 2vhich represents visible, but still acceptaltéaat levels.

2.5 Evaluation methodology

In order to assess the visual quality of a multividisplay, we prepared test images with varyingtiapfrequency,
orientation and depth, and for each test image wasnored the relative distortion introduced by tiepldy. Our
measurement methodology has six steps, which argrsin Figure 4.

The first step is to prepare numbertedt signals, which contain a 2D sinusoidal pattern with vagyimorizontal and
vertical frequency components. Then, each testasignextended to a number tB&t images each one with different
apparent depth. This is done by mapping the sagrmalsio each view of the display, adding differamtount of
disparity to each view and interleaving all viewsai test image. The third step involves automategialization of all
test images on the display and making a snapshedaf one with a high resolution camera. The ouwipthat step is a
collection oftest shots of all test images. In the next step thmctra of each test shots are analyzed, in order to
determine the distortion to signal ratio, thattie ratio between the magnitude of the distorti@gdiency component
introduced by the display and the magnitude ofititended frequency component in the test signaé distortion
frequency component is selected as the largest petlle spectra, which is positioned closer to ¢kater than the
intended frequency component of the input signasd8l on the selected threshold (distortion lewtd, intended
frequency of the test image is marked as beinglénsf the display passband (if the distortion tmal ratio is smaller
than the threshold) or being outside of the displagsband (otherwise). At step five, all frequeneiith the distortion
to signal ratio smaller than the threshold are doptbinto the display passband area. In the fitegd,seach passbhand is
approximated by a rectangle, with the same areatlamdsame horizontal to vertical ratio of the ewtdd display

passband. The horizontal and vertical sizes of tbetangle are used for estimating the equivalestlution of the
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display for the corresponding disparity. The outpiuthe last step is a list of equivalent displagalutions for multiple
disparity levels and different thresholds. In théper the analysis is done for two thresholds, Bélb20%.

Step two of the quality evaluation methodology lieggiknowledge of the interleaving pattern of theasured display.
Note, that it is possible that the interleavingt@at, if provided by the display manufacturer, isimplified version of
the actual one and does not accurately identifygtbeips of display elements with similar angulasillity functions.

Since the interleaving pattern is an important rathe described quality evaluation method, it ta®e known (or
evaluated) as correctly as possible. In a previeoik, we have described an approach for derivingilmer of views

and interleaving pattern of a given display [12].

Test signals Test images Test shots Spectra Approx. rect.
—— | (B
' N e
[o \ S
o ¢ e} (4 + - *\h
‘ 02 \\ 5 /’ e
\ J J \ ) 02 o o0z \ )
Y Y Y Y Y
Generate Derive Equivalent
A Interleave Measure Analyze .
images passband resolution
\
A Y

1

L
SRR v
[ n 1 Threshold| |Threshold = Ll
1 Interleaving ! at5% at20% r
i H f

pattern Y

oD
O PXP T R T
il
i
|

L\’/J_I\L
e
Lh

I\,
R -1 R
T

AN A

Figure 4 Block diagram of the proposed qualitylezion methodology.

3. MEASUREMENTS
3.1 Generation of test images

The aim of the test image generation procedure isréate a collection of images containing varifresjuency
components, with different apparent depth. The §itsp is to generate a number of 2D test signa&revthe brightness
of each pixel is calculated by using

1. 1
I =§sm(7r~x~ fy+7-y- fy)+E,

where | is the brightnessx, y are the horizontal and vertical coordinates ofgixel and f, , f, are the horizontal and
vertical frequency components, correspondingly.tif@rmore, x =12,..., X .x,» Where X, is the width of the test

signal, y=12,...,Y ... Where y,.., is the height of the test signaf, e[O,l] where 1 is normalized to be half the

horizontal sampling rate and, e[— 1,1] where 1 is normalized to be half the vertical stamgprate. Although it is
beneficial to have as many as possible frequenitg pd, , f, ), in order to keep the number of test images sy

small, in our experiments we increasg and f, with step of 0.025. It should be pointed out tinabrder to generate
signals with all possible frequencies that can pldyed we have to usd,, f, e[— ],1]. However, due to the

symmetrical properties of the 2D discrete Founiansform (DFT) when applied on real-valued sigiiais enough to

use only half of the frequency space as selectedeab the magnitude response for a signal withueeqy (f,, f,) is
identical to the one for signal with frequendy f,,—f,). Magnitude response for frequencie‘§e[—10] and

f, €[-11] can be generated by mapping the onesffpe [01] and f, e[-11]. This is illustrated in Figure 5. Every
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point in the ‘green’ part of the frequency domaasta symmetrical point in the ‘red’ part of theginuency domain. For
illustrative purposes, few of those point-pairs laighlighted.
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Figure5 Symmetry of 2D real-valued signalsin frequency domain (2D DFT)

The next step is to render a number of test iméges each test signal, by adding different dispgatit each view.
First, one should tak& copies of the test image, wheveequals the total number of views for the measuiisglay
and assign them to the views of the display. Thée, contents of each view are shifted horizontaligh an

offsets, =d-n, wheres, is the offset for then-th view, n is the view number and is the targeted disparity. In our

experimentsd varies between -10 and 10. Finally, theviews are interleaved into a test image, accordnghe
interleaving map of the display. Test images withatived have apparent depth in front of the screen andnteges
with positive d have apparent depth further away than the scrizam pNote that in this casksparity refers to the
disparity between the views, and not the perceidisgarity. The former is the offset in pixels beémeimages in
neighboring views and the latter is the offset atwthe images seen by each eye. The artifacteddysthe optical
layer are visible by a single eye, and can be nredshby a single camera. Such artifacts do not affex perceived
disparity; therefore second camera is not necessary

In our experiments, we used 23" 3D-display manufiz@t by X3D-Technnologies, hereafter referred toXap-
display. The display is marketed as an 8-view display, H&3-LCD matrix with resolution of 1920x1200 and
wavelength-selective optical layer which acts amlpax barrier [22]. Since we had a rough estinmitthe passband of
the display from previous measurements, our tgsiass did not include all frequency combinationse Wepared 441
tests signals with 21 disparity steps, which resllh 9261 test images. Three of our test imagesltaown in Figure 6.
Each of them is generated usirfg = 02 andf, = 0.1, the test image in Figure 6a has dispadty 0 and the test

images in Figure 6b and Figure 6¢c hale1l andd =5, respectively.
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a) b) c)
Figure 6 Example of test images with = 0.2, f, = 0.1 and different disparity (enlarged details)day 0, b) d =1,
c)d=5
3.2 Experimental setup

The next step is to visualize each test image endilplay and photograph it. In our experiments,used an HD
resolution camera with GigE interface and custofiwsse which automates the visualization-captucgestycle. The
camera was positioned at a distance of 70cm framdibplay, which is within the nominal observatitistance of the
X3D-display [27]. In order to avoid aliasing andmimnize the influence of the camera, one shouldzasen factor that
gives the highest possible ratio between the nurabphotographed display pixels and the numberixdlg in the test
shot. In our measurement the ratio was 2.24 pirdlse test shot for each pixel in the test image.

The brightness and contrast settings of the dispdayaffect the visibility of image details and shuthe perceptibility
of artifacts. Naturally, the visual quality of adisplay is influenced by its calibration. Our sugfien is to measure the
display in typical observation conditions, with we$ for contrast, brightness and gamma perceptaallgrated to
ensure the largest amount of distinguishable leektgray. In our measurements, the contrast ofitbplay was set to
50%, brightness to 100% and the gamma was set tlsingisual gamma calibration procedure providedheydrivers
of the video card. In order to avoid measuremeigeimne should select the lowest ISO sensitivitthe camera and
choose exposure time that gives sufficient dynamaige without saturation. We used ISO 50 and exgotime of
1.5sec. The images were captured in gray scaleintignsity range between 0 and 217. The threestests shown in

Figure 7 are photographs of the correspondingitesties in Figure 6. By comparing images in Figusead Figure
7b, one can see that for the selectfs;p and fy the optical layer of the display works well fek =1, leaving the
intended signal predominantly visible. The comparibetween images in Figure 6¢c and Figure 7c, shbeafsfor

d =5, the optical layer has undesirable effect on tmeescombination off, and f, .
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a) b) c)
Figure 7 Example of test shots with = 0.2, f, = 0.1, and various disparity, acquired during the experit (enlarged

details): a)d =0,b)d=1,c)d =5.

4. DISPLAY PERFORMANCE IN FREQUENCY DOMAIN

In this section we describe the procedure for etalg the performance of the display in the freqyedomain by
processing the test shots obtained as describke iprevious section. We do all processing in tegifency domain in
order to simplify dealing with various problems ttmaight occur during measurement, for example, canp@sition,
difference in pixel size in the camera and pixeighe display, etc. [12].

4.1 Analysis of frequency components

In an ideal case, a test shot should be visuadintidal to the test image. However, as discussekation 2.1, this is
not the case in practice due to the various distoiintroduced by a multiview display. For a viewahen looking at
the display, it is obvious if an image is propadpresented on the display (see Figure 7a, Figoyand when it is not
(see Figure 7c). Such clear identification of Misipattern, as can be done by a human, is nogbtfarward to obtain
by using a signal processing algorithm. Moreovems of the introduced distortions are more distglfor a viewer
than others. For example, as seen in Figure 7d&ande 7b, there are many high frequency distostifdark gaps in
the lines). However, HVS is trained to find undarty patterns by grouping features togeth@esalt principle) and is
sensitive to the predominant frequency compongaatsefn masking) [19]. Therefore, the distortions seen in Figufas
and 7b, do not hinder the visibility of the origineaxture. In this figure we still easily see thiagbnal lines that we
rendered on the display. On the other hand, ircttse of low frequency distortions as seen in Figlor®ur original
signal is lost. In some cases we will even seeadsgiinat did not exist in the test signal but weneated by the display
and became dominant. Based on the above discusgodetermined criteria in the frequency domainestimating if
a signal of a particular frequency will or will ndie properly represented on the display. The ove@raicedure
implementing the criteria can be summarized infetlewing four stepk

First, we calculate the spectrum (magnitude of2BeDFT) of a test shot. Due to various propertiethe display, the
spectrum of the test shot is very different frora #pectrum of the input image. As an example, pleetsa for shots
shown in Figure 7b and Figure 7c are shown in ledda and Figure 8d, respectively. For comparisos,spectra of

the corresponding input signals are shown in Figarand Figure 8b. Since disparity correspondsiftssn the spatial

! This procedure has been originally introducediig] [for evaluating the frequency behavior of anoatereoscopic
display at zero disparity. Here we will repeat ar icompleteness together with some additional fatations and
observations
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domain and the magnitude of the DFT is shift inaatj the spectrum (magnitude of DFT) does not deépmnthe
disparity. Therefore, Figure 8a and Figure 8b demfiical. On the other side, in both spectra dfgbsts, Figure 8c and
Figure 8d, there are many dominant components. @hpgar due to the optical effects of the disptgpti¢al layer) as
it was discussed in Section 2. However, as mentidiefore, most of those are high frequency digtostithat we can
ignore since they will be partially masked by tltrast sensitivity function of the HVS. Moreoverg are not able to
do anything about them since they are always ptésenmultiview display.

Figure 8 Spectra of signfl=0.2,f, = 0.1 at various stages. a) input signalder 1, a) input signal fod = 5, c) test shot
ford=1, d) test shad = 5.

Second, based on the observation discussed attfiening of this section, from the distortion viesimt, we are only

interested in the area containing frequencies Idivn the frequency of the input signal. Thesedeagies lie inside a
circle with the center at DC and radigyg= fxz0 + f; with f, and f, being the frequencies of the input signal in

horizontal and vertical direction, respectively.ofited detail of the spectra given in Figure 8c algaifé 8d is shown
in Figure 9a and Figure 9b, respectively.
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Figure 9 Zoomed spectra of test shotsifer0.2,f, = 0.1 in the area of interest.ciF 1, b)d = 5.

Third, as seen in Figure 9, there are many diffes@gnal components present in both test shotpradntice, many of
those will not be visible because the amplitudeois small. Therefore, we have to threshold the tspethat is,
determine when a component is significant and wi@n This is directly related to the visibility @&rious distortions
as discussed in Section 2.3. Although, in Secti@tl2e distortion criteria were stated in the tidwamain, due to the
fact that the DFT is a linear transform we candalyeapply the same thresholds in the spectral dionMoreover, if
the magnitude of the intended signal is scaledrie, then no additional scaling is required. In ¢valuation, we
assume that every component that is below the Hbleésloes not contribute to the output signal (widk be visible
based on the desired criteria) and therefore werggit. This is illustrated by means of a simple &ample in Figure
10. In this figure,f, is the sampling frequency in one directidm,(fx) is the magnitude of the 1D DFT,is the
threshold andy is the frequency of the intended signal with magié scaled to 1. After applying the threshold, the
original spectra in Figure 10a becomes as showfigare 10b. As seen from the figures, all frequeocynponents
with magnitude less thahare removed from future analysis. Similarly, afsgplying the threshold of 5% on the
spectra of Figure 9 the thresholded spectra arershio Figure 11. In this figures, for a better \afimation, only the

centers of the peaks are shown.
M (f,) M (fy)

P T

Figure 10 A simplified 1D example of tresholdimgthe spectral domain. a) Spectra before treshpldipSpectra after
tresholding (all components below the thresholélliehave been removed).
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Figure 11 Spectra of test shotsfior 0.2,f, = 0.1 in the area of interest represented by itlcéeafter a 5% threshold has
been applied. aj=1, b)d=5.

Fourth, if after applying the threshold there acesignals left with frequencies lower than the inpignal, then we
assume that signal of this frequency is represegmtegerly on the screen. Consequently, we deckaethis frequency
is in the passband of the display. This is illustdain Figure 11a. Since after tresholding, theeerst any components
left inside the area of interest (marked by cimsléh radiusrg), this signal f = 0.2,f, = 0.1 andd = 1) will be properly
represented on the display. On the other hanfeitare one or more signal components left, tlagémon the display
will be considerably distorted. Those frequenciesdeclare as stopband. This is illustrated in EdLtb. Since after
tresholding, there are several components leftiéntie area of interest, this sign@l<0.2,f, = 0.1 andd = 5) will not
be properly represented on the display.

4.2 Calculation of display passhband

We repeat the above procedure for all shots (fanplt frequencies and all disparities). This tesin data describing
the passband regions at different apparent deptivthermore, for each disparity level, we applie8ix8 median filter
in order to smooth the passband region and remossilde gaps caused by non-ideal measurementsfidst of the
median filter is rather positive in filling in ga@nd the errors it might introduce are negligiblghwespect to the
subsequent approximation of the filter passbandfiltAr approximating the measured passband regieimgo of
reasonable size will always have quite wide trémsiband, that is, it will be far away from an itleae and as such the
errors introduced by the filter around the edgethefpassband will be bigger than the ones intreduxy the median
filter.

The passband regions for disparitids=(-10, -5, 0, 5 ,10) and thresholds 5% and 20%garen in Figure 12a) and
Figure 12b), respectively. The dots show the evati@ata and the solid line around shows the padsbdge after
median filtering.

Three observations can be made based on the prddeqres. First, the passband form is clearlpaligy-dependent.
Having the measured pass-bands for different disgmrone can more accurately prepare 3D contebetshown on
the display. Second, the passband is dependefiteochbsen distortion threshold. The level of 5% exponds to the
visibility threshold and the level of 20% corresgento a high, but still acceptable, amount of dt&ias. Thus,
measurements at those two levels set up the tatardgicompromise between allowing more frequeraytent to pass
versus increasing the amount of visible distortidnsother words, one can design a set of filtarsgging from more-
restrictive to less-restrictive ones and correspuntb different amount of visible distortions.ciin be left to the user’s

preference to select which filter is to be appliedhe watched content. Third, this figure can beduas quality profile.
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By comparing the passbands of two displays onejudge which of them is better in representing 3Dteat within
given disparity range. The bigger the area of alpeasd is, and the closer it is to a square, therbatited the display is
for visualizing natural content.

-
5

A N o N & o o

o,
On
25 & &
i

a) b)
Figure 12 Display passband for different dispesiti = -10, -5, 0, 5 ,10. a) distortion threshokd 5%, b) distortion
treshold = 20%.

5. EQUIVALENT RESOLUTION

In this section we introduce the notation of eqléma resolution. The equivalent resolution is aified way to

interpret the measured passband for a given thictsimal given disparity. Referring to the qualityfile of the display
given in Figure 12, we note that it might be adifficult to use it when comparing this display wibther displays. In
an attempt to find a simplified yet reasonable @spntation of the shapes, we approximate the pagdoa each
disparity level with a rectangular shape. The apipnating rectangle is centered at the origin, Heessame area (in
size) as the original passband and overlap as mampssible passband points, while keeping thecasao between

maximum values in horizontal and vertical directibnorder to do this, the following set of equasdas to be solved:

Ym _b
Xn a
a-b=A,

wherea andb are the horizontal and vertical width of the ragie, respectivelyx, andy,, are the maximum width and
height of the original shape, respectively, @ik the area of the original shape. These parameter illustrated in
Figure 13. After some trivial mathematical openasia andb, can be evaluated as follows:

a= fAX—m
Ym

b= |am
Xm

As an example, Figure 13 shows the approximatiozdoo disparity and 5% threshold.
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Figure 13 Fitting rectangle to the passband. Exarfgot = 5% andd = 0.

By fitting rectangles for all disparities, for thi&3D-display, the equivalent passbands fer5% andt=20% are

shown, in Figure 14a) and Figure 14b), respectively

a) b)
Figure 14 Display passbands approximated wittargges for different disparities= -10, -5, 0, 5,10. a) distortion
t = 5%, b) distortiort = 20%.

In order to represent this figure in a more underdable way, we transfer the pasbands in the eguivigesolutions (in
number of pixels) in horizontal and vertical diteatand plot them with respect to disparity. Theieglent resolution
is obtained by multiplying the passband width (h&igwith the resolution of the display’s TFT-LCD tria in
horizontal (vertical) direction. In the case of X8I¥play, the TFT-LCD resolution is 1920 by 120MheTequivalent
resolution for the X3D-display for the= 5% and = 20% is shown in Figure 15a) and Figure 15byeesvely.
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Figure 15 Equivalent resolution in horizontal ¢t&) and vertical (star) direction as a functiordisparity. ax = 5%, b)
t = 20%.

The equivalent resolution given in Figure 15 isirapified representation of the true bandwidth émmis of spatial
resolution (number of pixels in horizontal and ieat direction for each disparity level). It is calated to serve two
main purposes. First, it enables a fast and easyandson between different displays. A display thas a higher
equivalent resolution at a given disparity will pawiore data and as such will be better. Secondgeduévalent
resolution is useful when preparing content tody@esented on the display. It suggests in an immteaiay what the
limits in terms of spatial and frequency resolusi@ne so to avoid preparing images which will bewshimproperly on
the display. We choose to express the equivalessaiuton in pixels, because most users know whaitaliquality to

expect for an image with a resolution given in thasits.

6. CONCLUSIONS

In this work, we have drawn a generalized mode& ahultiview display and used it to explain the radehind
common artifacts, such as aliasing and crosstakkhéve proposed a measurement methodology, whithssess the
visibility of these artifacts in patches with difémt spatial frequency, orientation and disparitysing these
measurements, we have shown how one can deriwdigplay passband for images with different appadepth. The
measurements for display passband versus objguardis can be used for comparing the visual quaditydifferent
multiview displays. Additionally, we have given axample about how the display passband can be tsed
approximate the effective (equivalent) resolutiéa onultiview display for 3D content with given garity.

Other comparative studies focus on characterizirgaptical quality of a multiview display. In theseudies, a large
number of parameters of each display are measmcdraalyzed - e.g. twelve display parameters ind&] parameters
in [8] and four parameters in [7]. Such large vigrief parameters allows displays to be charactdrizalifferent ways;
however it also makes the comparison and choice display complex and rather non-intuitive taskdplay users.
In our work, we propose that the display passbandsed as (an additional) indicator of perceptudllity of a
multiview display. The advantage over other apphneads twofold: first, it is easier to compare tdisplays - larger
and more uniform passband corresponds to a 3Dagig@pable of visualizing a wider range of spdtiatjuencies;
second, it is easier to judge the expected quiait3D content with given resolution and dispariéynge - by analyzing
the frequency components of a 3D content one admejuf it is suitable for a given display. The maasnent results

for equivalent resolution versus disparity can beduto optimize content resolution for a given migdv display.
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