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ABSTRACT

Among different organic photovoltaic technologies, polymer solar cells (PSCs) have
potential as light-weight, cost-effective, flexible, and transparent devices. A great
amount of work has been carried out in developing and understanding the factors
governing the efficiencies of PSCs. In the electronic structure studies of PSC sys-
tems, the careful selection of models and methods employed in theoretical calcula-
tions is essential for an accurate description of the π-conjugated PSC materials.

In this thesis, the efficient PSC systems have been examined with the density func-
tional theory (DFT) methods. The studied compounds include fullerene-based PSCs,
which combine donor–acceptor (D–A) copolymers as electron donor (eD) and fullerene
derivatives as electron acceptor (eA) materials. Emerging non-fullerene (NF) devices,
which make use of D–A copolymers or small-molecule acceptors, have been also
studied. Both oligomeric and periodic copolymer models have been considered and
the performance of global hybrid, non-tuned long-range corrected (LRC), and op-
timally tuned (OT) LRC functionals have been investigated. The aim has been to
find suitable tools for modeling PSC systems, while gaining more understanding of
the characteristics of PSC compounds and their interactions that impact the perfor-
mance of PSCs.

The periodic DFT method is found to be a useful tool in modeling of the D–A
copolymers. Both the functional and dispersion corrections impact greatly the re-
sults predicted for the studied PSC systems. The dispersion corrected OT-LRC func-
tional gives the best description of the individual PSC compounds and their local
interfaces. Both the multi-state treatment and dispersion corrected OT-LRC func-
tional result in more constant electronic coupling values. The charge transfer rates
are found to be strongly dependent on both the functional and relative orientation
of the eD and eA compounds. These findings serve as guidelines for the selection
of methods in future theoretical studies of PSC systems, but also provide beneficial
information for designing and developing new materials for emerging NF PSCs.
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TIIVISTELMÄ

Orgaanisista valosähköisistä sovelluksista polymeeriaurinkokennoilla (PSC) on po-
tentiaalia kevyinä, kustannustehokkaina, joustavina ja läpinäkyvinä laitteina. Pal-
jon työtä on tehty PSC:een tehokkuuksiin vaikuttavien tekijöiden tutkimiseksi ja
ymmärtämiseksi. PSC-systeemien elektronirakennetutkimuksissa käytettävien mal-
lien ja menetelmien huolellinen valitseminen on välttämätöntä π-konjugoituneiden
PSC-materiaalien tarkkaan kuvaamiseen.

Tässä väitöskirjassa on tutkittu tehokkaita PSC-systeemejä tiheysfunktionaaliteoria
(DFT) -menetelmillä. Tutkitut systeemit käsittävät fullereenipohjaiset PSC:t, joissa
on käytetty donori–akseptori (D–A) -kopolymeerejä elektronidonoreina (eD) ja ful-
lereenijohdannaisia elektroniakseptoreina (eA). Lisäksi on tutkittu uusia, ei-fullereeni
(NF) -systeemejä, joissa on käytetty joko D–A-kopolymeerejä tai pienmolekyyliak-
septoreja. Työssä on käytetty sekä oligomeerisia että periodisia malleja ja tutkit-
tu globaalihybridisten, pitkän matkan korjattujen (LRC) ja optimaalisesti säädetty-
jen (OT) LRC funktionaalien soveltuvuutta. Työn tavoitteena on ollut löytää sopi-
vat työkalut PSC-systeemien mallintamiseen saavuttaen samalla tarkempaa ymmär-
rystä PSC-yhdisteiden ominaisuuksista ja vuorovaikutuksista, joilla on merkitystä
PSC:iden suorituskykyyn.

Periodisen DFT-menetelmän havaitaan olevan hyödyllinen työkalu D–A-kopoly-
meerien mallinnuksessa. Funktionaali ja dispersiokorjaukset vaikuttavat huomatta-
vasti tutkittujen PSC-systeemien tuloksiin. Dispersiokorjattu OT-LRC funktionaali
kuvaa parhaiten yksittäisiä PSC-yhdisteitä ja niiden paikallisia rajapintoja. Useam-
man viritystilan huomioiminen ja dispersiokorjatun OT-LRC funktionaalin käyt-
täminen johtavat vakioituneisiin sähköisen kytkennän arvoihin. Funktionaalilla ja
molekyylien keskinäisellä sijainnilla on suuri vaikutus varauksensiirron nopeuksiin.
Työstä saadut tiedot toimivat suuntaviivoina menetelmien valinnalle tulevissa PSC-
systeemien laskennallisissa tutkimuksissa, mutta antavat myös hyödyllistä tietoa uu-
sien NF PSC -materiaalien suunnittelussa.
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1 INTRODUCTION

Today’s globally growing demand for energy, combined with environmental con-
cerns related to fossil fuels, have motivated a search for alternative renewable energy
sources that are clean, cost-effective, and high-performance [1, 2]. Solar energy offers
practically limitless energy, which exceeds the total energy consumed in a year many
times over [3]. Over the past several decades, great efforts have been made in devel-
oping photovoltaic technologies to harvest sunlight. So-far, commercial applications
comprise inorganic crystalline silicon wafer-based devices or thin-film technologies
[4]. Originally, the high price of silicon motivated the search for cheaper alterna-
tives [5]. While the cost of silicon has dropped since then, alternative (still non-
commercial) technologies including dye-sensitized, organic, quantum dot-sensitized,
and perovskite solar cells are still continuously explored. This is due to promising
features of these techniques that conventional, inorganic devices do not have. For
example, organic solar cells based on conjugated polymers, i.e. polymer solar cells
(PSCs), have potential for low-cost, light-weight, flexible, and large-scale processable
applications, which make them a noteworthy candidate in solar cell market [6, 7].

In addition to extensive experimental work of PSCs, an enormous amount of theo-
retical studies have been carried out to achieve deeper understanding on PSC systems
with the different levels of methods [3]. Various theoretical papers of intrinsic elec-
tronic and optical properties of existing PSC materials by means of quantum chem-
ical methods have been published [8–13]. These findings have complemented ex-
perimental work, giving a better understanding to structure-function relations that
define the efficiencies of PSC materials. Additionally, new materials have been ef-
fectively screened using joint experimental and theoretical studies to find new candi-
dates with potential features [14]. Local interfacial charge transfer (CT) processes of
the PSC compounds have also been exploited by means of excited state calculations
and different CT rate models [8–12, 14]. The information of the blend morphol-
ogy of a photoactive layer, which is one of the most important factors defining the
efficiencies of the PSC, has been gained from atomistic molecular dynamics (MD)
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simulations of bulk heterojunction (BHJ) systems, and can be used to better un-
derstand the impact of the structural properties of the PSC compounds on their
packing and mixing tendency [15–19]. These studies have been typically multiscale
calculations, which combine both the screening of the possible complex configura-
tions with MD and further electronic structure calculations via quantum mechanical
methods. There have been also Kinetic Monte Carlo simulations of charge transport
in PSC systems [20]. Thus, theoretical modeling offers a wide scale of methods for
studying the PSCs, which can be exploited alongside the experimental techniques.

While characterizing properties of PSC materials theoretically in conjunction with
experimental measurements has become a routine work, careful consideration of the
most suitable calculation method is often missing. Many of electronic structure cal-
culations carried out with density functional theory (DFT) methods make use of
such approximations for the exchange–correlation (XC) functional, which are pop-
ular but not necessarily optimal. Especially, global hybrid functionals with a fixed,
global amount of exact Hartree–Fock (HF) exchange have been widely employed
[8, 10, 11, 21–25], because they yield improved description of molecular properties
(e.g. geometries, binding energies, vibrational frequencies, excitation energies, etc.)
of conjugated, organic materials with respect to semi-local functionals [26]. How-
ever, because the global hybrids suffer from the many-electron self-interaction error
(MSIE) [27, 28], which can lead to severe inaccuracies in several properties of inter-
est in organic π-conjugated materials, the nature of the functional should be taken
into account when modeling the electronic structure properties of PSC compounds
[26].

Long-range corrected (LRC) functionals [29–32], which use different approxima-
tions for treating short-range (SR) and long-range (LR) interactions, are known to
minimize the MSIE [28, 33]. Encouraging results have been achieved for predicting
structural, optical, and electronic properties of organic conjugated materials when
applying a non-empirical tuning procedure for range-separation parameter (ω) of
the LRC functionals [9, 12, 14, 34]. The work described in this thesis examines the
performance of several functionals, including common global hybrid functionals,
non-tuned, and optimally-tuned (OT) LRC functionals for characterizing individual
PSC compounds and their local interfacial systems by different DFT methods.
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1.1 Research objectives

In this work, π-conjugated organic PSCs compounds were studied theoretically with
DFT and time-dependent density functional theory (TDDFT) based methods. The
main focus of the thesis is on the conjugated donor–acceptor (D–A) copolymers,
which have been employed mainly as electron donor (eD) materials in the efficient
PSCs, but also as electron acceptor (eA) materials in all-polymer solar cells (APSCs).
Furthermore, two other types of eA materials are considered: fullerene derivatives
and small molecule acceptors (SMAs). Fullerene derivatives have been typical eA ma-
terials in traditional polymer–fullerene devices, but lately SMAs have gained more
attention in recent non-fullerene (NF) PSCs yielding the highest efficiencies among
PSCs so far [25, 35]. To correctly describe these eD and eA materials and their local
interactions theoretically, the models and methods used for calculations should be
selected carefully. The purpose of this thesis was to establish how to make this selec-
tion while aiming for the understanding of CT processes in different PSC systems.
The four following goals were set to achieve this objective.

Due to the limitations in size set by DFT-based methods, the conjugated polymers
are typically modeled using their finite, oligomeric models [36, 37]. Optoelectronic
properties of infinite polymers have been obtained as approximations from those
of the corresponding finite monomers and oligomers, which range in the size from
two to eight repeating units (i.e. constitutional repeating units, CRUs [38]) [8–10,
12, 14, 34]. The chain length of the oligomer should be sufficiently long to correctly
describe the studied polymer, but short enough to be computationally accessible.
However, there is no firm size associated with the convergence of oligomeric prop-
erties, as this may vary depending on the effective conjugation length of the studied
system [36, 39]. An alternative method for the oligomeric studies is to model in-
finitely long polymer chains [14, 21, 22, 24, 37, 40] using one-dimensional periodic
boundary conditions (PBC) within DFT [41, 42]. While this periodic method had
been widely applied for other conjugated polymers, there existed only a few PBC-
DFT studies of D–A copolymers. The first goal of this thesis was to investigate, how
the results predicted by the oligomeric and periodic DFT methods for D–A copoly-
mers differ [43]. Several extrapolation techniques including our modified version
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of the Kuhn fit [44] were also evaluated for determining polymer properties at the
infinite chain length.

The second goal of this work was to determine the applicability of various function-
als for studying the properties of a set of D–A copolymers incorporated as active
materials in the efficient PSCs. These functionals included commonly used global
hybrid functionals and both non-tuned LRC and OT-LRC functionals. The pur-
pose was to investigate, whether OT-LRC functionals can improve the description
of the studied compounds with respect to the conventional global hybrid function-
als. Furthermore, according to the previous theoretical studies, dispersion interac-
tions should be taken into account when modeling eD–eA interfacial complexes, as
they can have effect on the intermolecular interactions between the eD and eA com-
pounds [3, 45]. Thus, the functionals including dispersion corrections were also con-
sidered in this work to see, what kind of effect they have in the studied complexes.
During the time of this research, there existed only few studies [34, 46], where the
effects of both the tuning ofω of a LRC functional and the inclusion of dispersion
corrections on describing polymer–fullerene interfaces had been investigated. Thus,
to investigate their combined effect on both the molecular and interfacial properties
of the PSC systems, the OT-LRC functional including the dispersion corrections
was also employed here.

The third, and one of the most important goals of this work was to investigate, what
is the effect of the aforementioned functionals on the CT rate parameters and rates of
the CT processes taking place at the polymer–fullerene interfaces. The main focus of
this part of research was on the electronic coupling, which describes the strength of
the interaction between the initial and final charge-localized states and is an impor-
tant parameter in determining the CT rates of the PSC systems [47]. The eigenstate-
based generalized Mulliken–Hush (GMH) [48, 49] and fragment charge difference
(FCD) [50] schemes were selected, as they can be used to calculate electronic cou-
plings for excited state CT processes and can be applied to large molecules, as well
[48, 50, 51]. While typically two eigenstates have been used in these schemes at a time
to form charge-localized diabatic states, sometimes multiple states are required. This
is usually the case when local excitations are mixing with the lowest CT, i.e. CT1,
state, which may lead to overestimated couplings if only two states are employed
[51–53]. Both the 2-state GMH [23, 54, 55] and FCD [15] schemes have been ap-
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plied in the studies of PSC systems. However, the multi-state effects had not been
considered yet with either of the schemes for these systems. Thus, the aim was to
determine, whether the multi-state treatment would have an effect on the electronic
couplings of the PSC systems with respect to the 2-state schemes.

Finally, the fourth goal of this thesis was to explore, whether the findings achieved
for polymer–fullerene systems could be utilized in the studies of emerging type of
NF PSC devices. While this field has gained much attention lately [7, 19, 56–58],
systematic studies of the electronic structure–property relationships of the best per-
forming compounds used in NF PSCs are still missing. Therefore, the aim was also
to gain understanding on the characteristics of the selected NF PSC compounds, how
the CT processes taking place on distinct NF PSC systems differ from each other,
and whether these dissimilarities might explain the differences in the efficiencies of
the studied systems. Additionally, the possible differences between NF PSC and
conventional polymer–fullerene systems, as predicted by the calculations, were con-
sidered. The purpose was also to investigate, whether the multi-state FCD scheme
is also applicable to the NF PSC systems and what is the effect of the inclusion of
the dispersion corrections on the electronic coupling values.

1.2 Outline

The thesis is organized in five chapters as follows. Chapter 1 (this chapter) provides
an introduction to the studied topic with the research objectives. In Chapter 2, the
background and basic working principle of PSCs, typical photoactive eD and eA
materials, and a brief summary of the theory behind the charge generation in PSCs
and a CT rate model employed in this work, is given. In addition, the theoretical
background of the DFT-based methods, which have been used in this thesis, is in-
troduced.

In Chapter 3, the studied compounds are shortly introduced and theoretical models
and methods employed in the calculations are reported. The details related to calcu-
lating the multi-state electronic couplings are given. Furthermore, the software used
for calculations is shortly introduced.
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Chapter 4 summarizes the main results of Publications I–IV. First, the OT ω val-
ues determined for all the studied eD and eA compounds and their interfaces are
reported. After this, the structural and optoelectronic properties of the individual
eD and eA compounds are presented. The effect of the functional and other calcula-
tion settings will also be discussed. Furthermore, the results from the extrapolations
of the oligomeric values and PBC-DFT calculations are compared. Next, the struc-
tural characteristics and nature of excited states of the local interfacial complexes are
described. Finally, the results of the multi-state electronic coupling calculations are
presented together with the other CT rate parameters and resulting CT rates.

Finally, the conclusions of the thesis are given in Chapter 5. The guidelines and
outlook for future computational studies of PSCs materials are discussed.
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2 BACKGROUND

This chapter gives a brief background to PSCs covering their basic device structure,
common PSC materials, and principles of the charge generation in the photoactive
layer. The charge rate model, i.e. the Marcus theory, used in this work will be dis-
cussed. Moreover, a brief survey of the theory behind of the DFT methods applied
in this thesis is given.

2.1 Polymer solar cells

Over the last two decades, organic solar cells using the π-conjugated polymers as eD
materials have been a topic of interest [6, 7, 59]. This is due to their promising fea-
tures, such as lightweight, transparency, thin film flexibility, low cost, solution pro-
cessibility, and possibility of the large-scale processing, which make PSCs as strong
candidates in the solar cell market. The most efficient PSCs make use of the BHJ
architecture in a photoactive layer, where an eD material, i.e. polymer, is blended
with an eA material. Fullerene derivatives have been a popular choice as the eA ma-
terials and the highest power conversion efficiencys (PCEs) achieved with a single-
junction polymer–fullerene BHJ devices have been ca. 12% [60, 61]. However, due
to limitations of fullerene derivatives (see Section 2.1.2), the PCEs of fullerene-based
PSCs still lack behind those (> 20% [4]) of the commercialized, inorganic Si-based
devices. Thus, alternative eA materials including conjugated polymers and A–D–A
type SMAs have been developed to address these issues. The NF PSCs have reached
promising PCEs of above 14% [25, 35] with better long-term stability compared to
conventional fullerene-based devices.

The basic device structure of the PSC comprises interfacial layers that are deposited
on each other (Figure 2.1). In general, the active layer, where the absorption of sun-
light and generation of charge carriers take place, is sandwiched between two elec-
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Figure 2.1 Schematic illustration of the PSC with a conventional layer structure. The directions
of electrons (e−) and holes (h+) towards the electrodes are also presented with the arrows.

trodes [3]. Formation of an internal electric field and migration of electrons and
holes from the active layer towards corresponding electrodes, i.e. a cathode and an-
ode, respectively, is enabled by different work functions of the electrodes. Additional
hole (HTL) and electron transport layers (ETLs) can be interposed between the ac-
tive layer and electrodes to prevent the migration of the charge carriers in the wrong
electrodes and thus improve the performance of the PSC. In the conventional archi-
tecture, the HTL, active layer, and ETL are deposited on an anode, whereas in an
inverted PSC, the layers are deposited on a cathode in the opposite order.

Before going into more details about the PSCs, some of the terms relevant for this
work will be defined. The words donor and acceptor are typically used in the liter-
ature to refer to the electron-donating and electron-accepting materials in the BHJ
blend, respectively. However, the backbone units in constitutional repeating units
(CRUs) of D–A copolymers (see Section 2.1.1) are also usually denoted by a donor
and acceptor. Although D–A copolymers, which are characterized by small opti-
cal (and electronic) band gaps (≤ 1.5 eV [6]), have been referred to as "low-bandgap"
[6], "narrow-bandgap" [6], and "push–pull" [59] polymers in the literature, the term
"D–A copolymer" will be used here, as it describes best the architecture of this par-
ticular class of conjugated materials. Thus, the word "electron" will be used in the
context of the materials to distinguish them from the copolymer units: the material
with the smallest ionization energy (IE) (often somewhat misleadingly [62] equated
to the highest occupied molecular orbital (HOMO) energy) will be denoted by eD
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and the material with the largest electron affinity (EA) (typically equated to the low-
est unoccupied molecular orbital (LUMO) energy) will be denoted by eA [3].

2.1.1 Electron donor materials: conjugated polymers

The backbone of a semiconducting, π-conjugated polymer is composed of alternat-
ing single and double bonds between carbon atoms with possible aromatic and het-
eroaromatic rings. Due to conjugated backbones, this kind of polymers absorb in
the visible spectral range, which make them suitable light absorbing material for so-
lar cell applications [63]. Conjugated polymers used in PSCs can be classified by
the type of their CRUs into homopolymers, D–A copolymers, quinoid polymers,
and other types of polymers [6]. The first polymers employed in BHJ PSCs were
polyphenylenevinylenes [64]. However, their limited light absorption due to the
relatively large bandgaps (ca. 2.2 eV) and low carrier mobilities led to the PCEs of
only 2–3%. Thus, the attention shifted towards polythiophenes, including a widely
employed homopolymer poly(3-hexylthiophene) (P3HT), which had smaller band
gap (ca. 1.9 eV), higher hole mobility, and broader spectral coverage compared to
polyphenylenevinylenes [6, 65]. However, the PCEs of the P3HT–[6,6]-phenyl-
C61-butyric acid methyl ester (PC61BM) system were still limited to 4–5% due to
large IE of P3HT. Nevertheless, P3HT has been a subject of a tremendous amount
of studies and a benchmark material in the many PSC studies [66].

Although the homopolymer P3HT had promising features, its performance could
not be improved further and it did not meet all the requirements set for an "ideal"
polymer. That is, a strong absorption in both the visible and near-infrared regions,
IE and EA matching well with those of the eA material, and planar backbone to
enable closely packed, parallel polymer chains [6, 59, 67]. In 1993, Havinga et al.
[68, 69] introduced the concept of a D–A approach, where the CRU of a conjugated
polymer consists of alternating electron-donating (donor) and electron-withdrawing
(acceptor) units (Figures 2.2a and 2.2b). When considering this concept at the level
of one-electron molecular orbitals (MOs), the MOs of the donor and acceptor units
will interact leading to a set of hybridized MOs (Figure 2.2c), which are mainly de-
termined by the corresponding energy levels of the individual donor and acceptor
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Figure 2.2 Schematic illustrations of (a) a CRU of a D–A copolymer, (b) a CRU of the PBDT-
TPD copolymer, and (c) frontier molecular orbital (FMO) levels of separate donor and acceptor
units and resulting hybridized FMO levels.

units. Thus, at the molecular level, the selection of the donor unit with a small
IE (i.e. high-lying HOMO) and the acceptor unit with a large EA (i.e. low-lying
LUMO) will lead to a smaller fundamental (HOMO–LUMO) gap than that of either
unit. Consequently, the properties of the D–A copolymer, such as the IE, EA, band
gap, optical gap, and transition dipole moments, can be fine-tuned by selecting the
donor and acceptor units with suitable electron-donating and electron-withdrawing
strengths [59, 70].

Different design strategies have been employed for obtaining D–A copolymers with
desired characteristics. The optoelectronic properties, e.g. band gap, IE, EA, charge
carrier mobility, and conductivity of the polymer are mainly governed by its con-
jugated backbone [59]. Typically, a planar backbone has been aimed at, as it en-
hances the delocalization of the electrons and π-stacking of the polymer chains.
This has been achieved by using fused conjugated units consisting of three or more
rings, such as benzene, thiophene, or other heterorings [6]. For example, benzo[1,2-
b:4,5-b’]dithiophene (BDT) (see Figure 2.2b), which is included in most of the D–
A copolymers studied in this work, has been a successful donor unit. Among the

10



acceptor units, thieno[3,4-c]pyrrole-4,6-dione (TPD) and quinoxaline, which have
been employed also in the copolymers examined in this thesis, have been promising
candidates. Even higher levels of fusion have been pursued via ladder-type donor
units, where several adjacent aromatic units have been covalently fastened together.
However, too rigid and coplanar backbones may lead to increased intermolecular
π-π stacking interactions, which will hinder the solubility and processibility of the
polymer and miscibility of the polymers with the eA materials, e.g. fullerenes [59].
This is also supported by MD simulations of Jackson et al. [13], where they have
showed that some of the high-performing conjugated polymers do not necessarily
have rigid, planar backbones, but rather disordered, twisted ones.

The side chains of the polymer may impact its molecular weight, solubility, and pro-
cessibility [59]. They also control the intermolecular interactions, π–π stacking of
polymer chains, and intercalation of fullerene derivatives between the polymer side
chains [71]. However, they should be selected carefully, as long and branched side
chains may improve solubility, but on the downside, introduce steric hindrance and
increased torsional twists in the backbone leading to poorer photovoltaic properties
of the polymer [6, 59]. This can be avoided by placing a spacer unit, e.g. thiophene,
between the donor and acceptor units, which provides additional degree of freedom
to the backbone [3].

Finally, the properties of the copolymer can be further fine-tuned by attaching differ-
ent substituents, such as electron-donating methoxy groups and nitrogen or electron-
withdrawing fluorine, chlorine, and cyano group, to its backbone units [6]. The in-
clusion of the electron-donating groups result in the decreased IEs (i.e. destabilized
oxidation potentials), whereas the electron-withdrawing groups may increase both
IEs and EAs (i.e. stabilize redox potentials), which has resulted in improved short-
circuit current densities, open circuit voltages, fill-factors, and PCEs of the devices.
Furthermore, it has been shown both experimentally [72, 73] and theoretically [15]
that even small changes in these substituents can impact the blend morphology.
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2.1.2 Electron acceptor materials

Since Heeger et al. observed [74] a photoinduced electron transfer (PET) between
poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-phenylenevinylene] and a buckminsterfulle-
rene (C60) in 1992, fullerene-based materials have been exploited as eAs in organic
photovoltaics due to their high EAs and electron mobilities. However, as the sol-
ubility of C60 (and other fullerenes as well) is rather poor in organic solvents com-
monly used in PSCs (e.g. chloroform, chlorobenzene, etc.), more soluble fullerene
derivatives have been employed instead. Especially, a C60 derivative PC61BM and
its C70 analogous, [6,6]-phenyl-C71-butyric acid methyl ester (PC71BM), (see Fig-
ure 2.3) have been widely used fullerene derivatives in BHJ PSCs [3]. The present
PCE records of ca. 12% for fullerene-based PSCs [60, 61] have been achieved with
PC71BM, which have broader absorption in the visible part of the spectrum and
better solubility compared to PC61BM. However, using PC71BM as the eA set re-
strictions to the choice of the polymer, as its properties (e.g. IE, EA, optical gap)
should match with those of PC71BM. While the structures of fullerenes do not en-
able further chemical tuning, the fullerene-based PSC are hindered by their poor
light absorption in the visible and infrared spectra regions and morphological insta-
bilities [7]. Therefore, the attention of the research community have shifted towards
alternative NF eA materials.

Although the idea of incorporating conjugated polymers as both eD and eA mate-
rials in the BHJ tracks back in 1995 [75, 76], it has been only the past few years,
during which conjugated D–A copolymers have emerged as potential eA materials.
The APSCs have demonstrated improved light absorption, enhanced short-circuit
current densities and open-circuit voltages, and better long-term stabilities compared
to the conventional, fullerene-based PSCs [7]. Enhanced absorption is due to that
in a polymer–polymer blend, both eD and eA can contribute to light harvesting (see
Section 2.1.3). Moreover, polymer synthesis offer much higher versatility and flex-
ibility than fullerene chemistry. Especially, the naphthalene diimide (NDI) based
copolymers using thiophenes as the donor units have been promising candidates
[77]. So far, the most successful NDI-based polymer has been poly[(N,N ’-bis(2-
octyldodecyl)naphthalene-1,4,5,8-bis(dicarboximide)-2,6-diyl)-alt-5,5’-(2,2’-bithiophe-
ne)] (P(NDI2OD-T2)) [78, 79], also referred to as N2200, which makes use of NDI
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Figure 2.3 Structures of different types of eA materials employed in PSCs including fullerene
derivatives PC61BM and PC71BM, D–A copolymer P(NDI2OD-T2), and SMA ITIC derivatives.

as the acceptor unit and bithiophene as the donor unit (Figure 2.3). P(NDI2OD-T2)
has a small optical gap of ca. 1.5 eV [78], broad light absorption, and high electron
mobility and EA. Furthermore, it matches well with a range of wide- (> 1.9 eV) and
medium-bandgap (1.5–1.9 eV) copolymers [56]. The PCEs of 10% [80] have been ob-
tained with the P(NDI2OD-T2)-based APSCs. Despite relative fast improvements in
development of APSCs, the challenge is to balance between small phase separation
and avoid interchain entanglement between two different polymers, which makes
the development of APSCs more difficult [57].

The most successful NF PSCs so far have incorporated SMAs as eA materials. The
fused-ring SMAs are based on a A–D–A structure, which enables strong intramolecu-
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lar electron push-pulling effects similar to those of D–A copolymers [57]. A success-
ful ITIC [81] consists of a ladder-type, electron-donating fused indacenodithieno[3,2-
b]thiophene (IT) core end-capped with electron-deficient 2-(3-oxo-2,3-dihydroinden-
1-ylidene)malononitrile (INCN) groups (Figure 2.3). In addition, four 4-hexylphenyl
side groups are attached to the IT core, which control the accessibility of ITIC to the
backbones of eD copolymers, as have been proven by theoretical MD studies [16]
(see Section 4.5.1). The advantage of ITIC derivatives is that their optoelectronic
properties can be easily tuned by molecular modifications, while keeping their key
aspects of efficient eAs [57, 58, 81]. Furthermore, they have strong light absorption,
high electron mobilities, and good miscibility with eD polymers. The SMA-based
PSCs have shown the record braking PCEs of above 14% recently in single-junction
devices [25, 35] and of above 17% in two-terminal tandem devices [82]. With these
efficiencies, NF PSCs are one step closer to commercializing PSCs, as soon their
issues related to use of green solvents, thickness tolerance, stability under different
environmental factors, and relatively high cost are answered [57].

2.1.3 Charge generation in polymer solar cells

The performance of the PSC is controlled by the efficiencies of following main CT
processes (Figure 2.4a): (i) light absorption by the eD material (Channel I in Fig-
ures 2.4a and 2.4b, the light absorption of the eA material would occur via Channel
II) and formation of bound electron-hole pairs, i.e. excitons; (ii) exciton diffusion to
the eD–eA interfaces; (iii) exciton dissociation (ED) into the free charge carries (holes
and electrons) and formation of a CT state; (iv) charge-separation and migration to-
ward the electrodes, and (v) charge collection at the electrodes. The optimization
of all of these steps are crucial for efficient charge-generation in the PSC, especially
those related to ED and formation of free charge carriers.

In contrast to the inorganic materials (e.g. crystalline silicon), where the electron and
the hole separate immediately upon photoexcitation, generation of free charge carri-
ers in organic solar cells is not spontaneous at room temperature. This is due to low
dielectric constants (εs ≈ 2–4) [83] and the presence of strong electron-electron and
electron-vibration interactions in organic π-conjugated materials [84], which leads
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Figure 2.4 Schematic illustrations of (a) the basic CT processes taking place at the interfaces
of the eD and eA compounds in the photoactive layer together with the (b) one-electron and (c)
many-electron state descriptions of the charge generation in a PSC. The "cold" charge separation
(CS) process refer to the CS via the CT1 state, wheres the "hot" CS occur via higher-energy CT
states.

to large exciton binding energies at room temperature (ca. 0.35–0.50 eV) [84, 85].
At the interfacial CT state, the hole and electron, which are localized on the eD and
eA molecules, respectively, are still electrostatically bound to each other and have
to overcome their Coulomb attraction to be able to separate to free charge carriers
[84]. Otherwise, charges will recombine to the ground state (GS) [86]. Recombina-
tion via a triplet state is also one possible loss channel for PSCs (e.g. via the lowest
triplet excited state, T1, see Figure 2.4c) [83]. Thus, maximizing the ED and charge-
separation, while preventing charge recombination (CR) are of the great importance
[3]. In this work, the focus will be on theoretical examination of the excitation, ED,
and CR processes.
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In the PSCs, the ED can occur via two main channels referred to as Channels I and
II [87]. In the Channel I, the eD compound is photoexcited followed by the elec-
tron transfer (ET) from the eD to eA compound, while in the Channel II, the eA
compound is photoexcited followed by the hole transfer (HT) from the eA to eD
(Figures 2.4a and 2.4b). In the conventional fullerene-based PSCs, the role of the
Channel II has been usually neglected due to overlap of the absorption spectra of the
individual eD and eA materials, i.e. polymers and fullerenes, respectively. However,
in emerging NF PSCs, where the spectrum of eA is more easily separated from that
of eD, the Channel II has been more focus of interest lately. Suitable energy offsets
are required for the ED. In Channel I, the offsets between the excited electron on the
eD compound and the EA of the eA compound in its GS (also approximated by the
EAs of the eD and eA) provide a driving force for the PET [7, 87]. In Channel II,
the excited eA compound oxidizes the eD compound, which is in the GS, and thus
the efficiency of the photoinduced hole transfer (PHT) is governed by the offsets be-
tween the oxidation potential of the eD in its GS and the reduction potential of the
excited eA (also approximated by the IEs of the compounds). Thus, for achieving
efficient charge generation in PSCs, the eD and eA materials with the matching IEs
and EAs should be selected.

In general, the mechanism of charge transport can be described by two different
models depending on the material and temperature: a band transport model and
localized hopping model [88, 89]. At very low temperature, the transport in in-
organic crystals (or ultrapure organic crystals) occurs via coherent band transport,
where charge carriers are fully delocalized at the valence or conduction band edges.
At higher temperatures, e.g. room temperature, the charge transport of weakly cou-
pled organic crystals and disordered solids, e.g. polymer melts is described with
the hopping model: initially, the charge carrier is localized on one site in the solid,
which, depending on the degree of the localization, can be a single molecular unit,
larger part of molecule, or several molecules. From there, the charge carrier moves
to another site by discrete jumps.

In a hopping regime, several theoretical approaches have been developed to describe
charge transport, including CT rate models [88]. As the transfer of electron induces
changes in the nuclear geometry of the system, the initial (i) and final (f) states of
the CT processes can be represented by potential energy surface (PES) curves, i.e.
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Figure 2.5 Schematic illustrations of changes in the potential energy of the system as a function
of nuclear reaction coordinate Q of the states relevant to the ED and CR processes taking place
at the interfacial eD–eA system. The black solid lines illustrate the diabatic potential energy
curves, while the adiabatic ones are represented with gray, dashed lines. The equilibrium nuclear
coordinates of the GS (i.e. eD–eA), reactants (i.e. eD*–eA), and products (i.e. eD+–eA-) are
denoted by QGS, QR, and QP, respectively. The contributions to the CT parameters, i.e. inner
reorganization energy (λi), Gibbs free energy of the reaction (∆G◦), and electronic coupling (H if)
are also indicated together with the lowest vertical excitation energy (Evert) and energy difference
between the GS and lowest excited state (E00). Adapted from [90].

parabolas of the reactants and products as a function of nuclear coordinates Q (Fig-
ure 2.5) [83]. In the high-coupling limit, the Born–Oppenheimer approximation is
valid and the electronic wave function changes slowly, i.e. adiabatically, when the
system crosses the activation barrier between the initial and final charge localized
states [88]. The degeneracy at the crossing of the states is removed (i.e. avoided
crossing) leading to two new separate (adiabatic) PESs, where the CT proceeds along
lower surface [47].

In the weak-coupling limit (ħhωi ≪ kBT ; also denoted to as the high-temperature
limit [91] or low-frequency regime), the CT is governed by the Franck–Condon
principle, i.e. the ET occurs so fast (even on the femtosecond time scale) that the
nuclear configuration will not have time to respond to it and remains unchanged
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during the transfer. Thus, ET must take place at the intersection point of two cross-
ing diabatic PES curves (Figure 2.5) [83]. On the basis of Fermi’s golden rule, the
hopping rate for the diabatic CT can be expressed by the semiclassical Marcus theory
[92–94]:

kED/CR=
|Hif|

2

ħh

s

π

λkBT
exp

�

−
(∆G◦+λ)2

4λkBT

�

(2.1)

where Hif is the electronic coupling between the initial (i) and final (f) states of the
particular CT process; kB and ħh are the Boltzmann and reduced Planck’s constants,
respectively; λ is the reorganization energy (consisting of the inner, λi, and outer,
λs, contributions); and∆G◦ is the Gibbs free energy of the CT reaction.

The Marcus theory has been applied in several theoretical studies for calculating the
CT rates of the PSC systems [23, 54, 55, 95]. While a variety of the computational
methods have been developed for deriving the parameters present in Equation 2.1,
i.e. Hif, λ, and∆G◦, their calculation is not so straightforward. The methods that
have been applied for calculating the CT parameters in this work are presented in
more detail under the methods, see Section 3.2.6. However, as one of the main fo-
cuses of this work has been calculating the electronic couplings, different theoretical
coupling schemes will be shortly discussed here.

The electronic coupling (also referred to as a transfer integral) is the off-diagonal
matrix element of the electronic Hamiltonian of the system (ÒH ). The electronic
coupling between the initial and final diabatic states |Ψi > and |Ψf > can be defined

Hif =< Ψi|ÒH |Ψf > (2.2)

There exists different theoretical approaches for calculating electronic couplings,
which differ in how they define the diabatic states [88]. In some of the schemes,
e.g. constrained DFT [96], the diabatic states are constructed directly. Alternative,
some schemes make use of the adiabatic eigenstates retrieved from the quantum me-
chanical calculations in determining the diabatic ones. In the case of the symmetric
systems, the simplest approach for the electronic coupling is to calculate it as half
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the energy gap between the GS and excited state (see Figure 2.5). In the approaches
based on Koopmans’ theorem, the coupling is taken as half the splitting between the
two HOMO (or two LUMO) levels of the interacting compounds [91]. As these
schemes are not applicable for asymmetric systems, other approaches should be em-
ployed for them instead, such as a fragment orbital approach [97], which has been
an efficient scheme for calculating the electronic couplings of the GS CT processes.
Furthermore, it has also been employed to approximate the couplings for the excited
state CT processes of the PSC systems [95]. There exist also several diabatization
schemes, where the adiabatic states are transformed to the diabatic ones by using ei-
ther the wave-function for example in Boys-localization [98], Edmiston–Ruedenberg
localization [99], and block diagonalization [100, 101] or an additional operator, e.g.
dipole moment (µ) in the GMH scheme [48, 49] or charge difference (∆q) in the
FCD scheme [50].

As mentioned in Section 1.1, the eigenstate-based GMH and FCD have been em-
ployed in this work, as they are useful approaches for describing the electronic cou-
plings of the CT processes involving excited states [48, 50, 51]. Importantly, they
can be applied for large molecules like those employed in the PSC systems, where
they have been popular schemes for calculating the electronic couplings of different
CT processes. Furthermore, multiple states can be included simultaneously in both
the GMH and FCD schemes [48–51].

2.2 Density functional theory calculations

This chapter will give a brief review of the theory behind the calculation methods
used in this thesis. The idea is not to give a detailed account of the theory, but provide
a context for the computational work carried out here. The focus will be mostly on
quantum mechanics based DFT methods, especially on different approximate forms
of the XC functional, as testing their performance in predicting the properties of
PSC compounds has been one of the main cores for this work. However, as the
foundation of DFT lies on the general electronic structure and HF theories, they
will be shortly introduced first. Additionally, some of other relevant computational
methods are discussed. In addition to the original texts of the theoretical approaches
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presented here, the contents and notation used in this section is mainly based on the
books of Jensen [102], Cramer [103], Atkins [104], and Foresman and Æleen [105]
which provide more detailed background for these methods.

2.2.1 Electronic structure and Hartree–Fock theories

In quantum mechanics, one of the fundamental postulate is that the state and conse-
quently all physical properties of a system can be fully described by a wavefunction
Ψ. If a static system is considered, Ψ can by solved with the time-independent, non-
relativistic form of the Schrödinger equation:

ÒHΨ = EΨ (2.3)

where ÒH and E are the Hamiltonian operator and its corresponding observable,
the total energy of the system, respectively. The Hamiltonian operator for the Ne-
electron and M-nuclei system have the following form in atomic units:

ÒH = ÒTe+ ÒTn+ ÒVen+ ÒVee+ ÒVnn

=−
Ne
∑︂

i=1

∇2
i

2
−

M
∑︂

A=1

∇2
A

2mA
−

Ne
∑︂

i=1

M
∑︂

A=1

ZA

riA
+

Ne
∑︂

i=1

Ne
∑︂

j>i

1
ri j
+

M
∑︂

A=1

M
∑︂

B>A

ZAZB

rAB
(2.4)

where i and j run over the electrons, A and B over the nuclei, mA is the mass of the
nucleus,∇2 is the Laplacian operator, ZA is the atomic number of nucleus A, and rab

is the distance between particles the a and b. In Equation 2.4, the first two terms, ÒTe

and ÒTn, are the kinetic energy of the electrons and nuclei, respectively, and the three
last terms, ÒVen, ÒVee, and ÒVnn, represent the potential energy due to the attraction
between the electrons and nuclei, the electron-electron repulsions, and the nucleus-
nucleus repulsions, respectively.
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Analytical solving of Equation 2.4 is impossible for systems larger than two particles
(i.e. the hydrogen atom) due to the complexity caused by pairwise attraction and re-
pulsion terms. This problem can be addressed by adopting the Born–Oppenheimer
approximation [106], which takes advantage of the fact that the nuclei are much
heavier and move much slower than the electrons. Thus, the electrons can be as-
sumed to respond instantaneously to the movement of the nuclei. Due to the differ-
ent timescales of nuclear and electron motion, they can be decoupled and solve the
Schrödinger equation for the molecular system at the fixed nuclear positions. Con-
sequently, in Equation 2.4, the kinetic energy of the nuclei (ÒTn) is zero, correlation
in ÒVen is eliminated, and ÒVnn becomes a constant that is easy to evaluate. The re-
maining terms account for the electronic Hamiltonian, ÒHel, which has the following
form in atomic units:

ÒHel =−
Ne
∑︂

i=1

∇2
i

2
−

Ne
∑︂

i=1

M
∑︂

A=1

ZA

riA
+

Ne
∑︂

i=1

Ne
∑︂

j>i

1
ri j

(2.5)

When ÒHel is employed in Equation 2.3 with an electronic wavefunction, Ψel, the
electronic energy, Eel, is obtained. The total energy of the system (with the fixed
nuclei) is obtained by adding Eel to a (classical) nucleus-nucleus repulsion energy:
Etot = Eel+ Enn.

Although Equation 2.5 has a simpler form than Equation 2.4, it is still insolvable
for a many-electron system due to the remaining correlation between the individual
electrons, and thus additional approximations are required. In independent-particle
models, the electrons are assumed to move independently of each other. In the HF
theory, this is achieved by treating the electron–electron repulsion in an averaged
way, i.e. each electron moves in the electrostatic field of the nuclei and the average
field generated by the other electrons. The many-electron problem reduces to the set
of one-electron problems, where each electron in a molecule is described by a spin
orbital, χi (x j ), which is a product of a spatial orbital (also referred to as a MO), ψi ,
and an electron spin eigenfunction (α or β). The total, many-electron wavefunction
is then expressed by a product of one-electron spin orbitals.
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To obey the Pauli exclusion principle, the total wavefunction should be antisymmet-
ric, which is ensured by writing it in the form of a single Slater determinant of spin
orbitals. For a molecular system with Ne electrons, the wavefunction can be thus
written in the form of

Ψ(x1,x2, ...,xNe
) =

1
p

Ne!

|︁

|︁

|︁

|︁

|︁

|︁

|︁

|︁

|︁

|︁

|︁

|︁

|︁

χ1(x1) χ2(x1) . . . χNe
(x1)

χ1(x2) χ2(x2) . . . χNe
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χ1(xNe
) χ2(xNe

) . . . χNe
(xNe
)
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|︁

|︁
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(2.6)

where each row corresponds to an individual electron and each column to a spin
orbital.

The MOs can be obtained as linear combinations of nuclei-centered basis functions,
i.e. atomic orbitals, ϕ:

ψi =
basis functions
∑︂

µ

aiµϕµ (2.7)

where the set of basis functions ϕµ is also referred to as the basis set associated with
a set of MO coefficients aiµ. In a basis set, a finite set of mathematical functions are
used to represent the MOs and build the wavefunction. The quality of the quantum
mechanical calculations depend on the size of the basis set, i.e. number of the basis
functions it includes. Using an infinite, complete set of basis functions would be
required to represent MOs exactly. However, this is impossible in practice and finite
basis sets are used instead. In larger basis sets, fewer constraints have been set on
electrons leading to more accurate description of the wavefunction, but also compu-
tationally more demanding calculations. Thus, suitable balance between the size of
the basis set and accuracy should be found.

Current basis functions typically make use of the Gaussian-type orbitals (GTOs)
as basis functions. Valence orbitals take part in the chemical bonding, while core
orbitals are usually only weakly affected by it. In so-called split-valence basis sets,

22



this is utilized by representing core orbitals with a single (contracted) basis function,
whereas valence orbitals are represented by two or more basis functions of different
size. The Pople’s split-valence basis sets have been generally popular and are also a
common choice in the quantum chemical studies of PSC systems. While other type
of basis sets, such as Dunning’s, have also been employed for their modeling, only
those of Pople’s have been considered here, as the main focus of this work has been
on comparison of different functionals.

In this thesis, the Pople’s 6-31G** split-valence basis set, which consists of one core
orbital basis function comprised from six primitive GTOs and two valence orbitals
comprised from three and one primitive GTOs, has been mostly used. The 6-31G**
basis set includes polarization functions for each atom (denoted by the asterisks),
which allow more mathematical flexibility for description of MOs. The first "star"
denotes to addition of six d-type polarization functions for each atom but hydrogen,
whereas the second star refers to the addition of a set of three p-type polarization
functions for each hydrogen atom. Furthermore, some calculations in this work
have been carried out with the 6-31+G* basis set, which includes diffuse functions,
i.e. large-size versions of the s- and p-type functions, which improve the description
of molecules of lone pairs, e.g. anions.

As the MO coefficients, i.e. aiµ in Equation 2.7 are not known, a trial wavefunc-
tion is used to solve the energy. The best set of MOs, which yield the lowest energy,
will be obtained with a iterative self-consistent-field (SCF) approach. The minimized
energy is defined by using the variational principle, according to which any approx-
imate wavefunction will have an energy above or equal to the exact energy.

The HF equations that are solved self-consistently have the form

bFχi = (−
1
2
∇2

i −
M
∑︂

A=1

ZA

riA
+V HF

i )χi = εiχi (2.8)

where bF is a one-electron Fock operator and V HF
i is the HF potential, bJ − bK , with

the components of the Coulomb (bJ ) and exchange ( bK) operators, which represent
the Coulombic repulsion between the electrons and quantum effect procuded by
interchanging two electrons, respectively.
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The hindrance of the HF method is that it neglects the correlation between elec-
trons, which leads to overestimation of electron localization [26]. Post-HF methods
have been developed to account for the missing electron correlation. For example, in
Configuration Interaction [107, 108] and Coupled Cluster methods [109], electron
correlation is taken into account by using a multi-determinant wave function. In
Møller–Plesset (MP) perturbation theory [110], the perturbation theory is applied
to the Hamiltonian. These methods are computationally more demanding than HF,
but have a high accuracy and offer results that systematically approach the exact solu-
tion of the Schrödinger equation. There are some approximations of these methods,
e.g. the resolution of the identity MP2 (RI-MP2), which have lower computational
cost, but produce the results nearly identical to those of full MP2 (i.e. the second or-
der MP). In the theoretical studies of the PSC compounds, the RI-MP2 method has
been used for example in calculating reference torsional potentials for monomers of
D–A copolymers [111].

2.2.2 Density functional theory

Density functional theory provides an alternative method to account for electron
correlation with significantly less computational cost compared to post-HF meth-
ods. The foundations of DFT were laid by Hohenberg and Kohn [112]. According
to their first (existence) theorem, the GS electronic energy of a system is a unique
functional of the electron density ρ(r). Thus, the energy and associated GS proper-
ties of the system can be derived from ρ(r). The second (variational) theorem proves
that the GS energy can be obtained variationally, ρ(r) that minimized the total en-
ergy is the exact GS density, ρ0.

The modern DFT methods are based on the work of Kohn and Sham [113], who in-
troduced a fictitious system of non-interacting electrons, which have the same ρ0 as
the real system of interest, to avoid the difficulties in deriving the electron–electron
interactions. Using a non-interacting system makes the solving of the Schrödinger
equation a trivial task, as the Hamiltonian is a sum of one-electron operators with
eigenfunctions being the Slater determinants of the individual one-electron eigen-
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functions and eigenvalues being the sum of the one-electron eigenvalues. In the
Kohn–Sham formalism, the form of the general DFT energy functional is

EDFT[ρ(r)] = Ts[ρ(r)]+Vne[ρ(r)]+ J [ρ(r)]+ EXC[ρ(r)] (2.9)

where Ts[ρ(r)] is the kinetic energy, Vne[ρ(r)] is the nuclei-electron potential en-
ergy, and J [ρ(r)] is the Coulomb integral, i.e. Hartree electron-electron repulsion.
The last term, EXC[ρ(r)], contains the difference between the classical and quantum
mechanical electron–electron repulsion and the difference in kinetic energy between
the fictitious non-interacting and real systems. The term missing from Equation 2.9
is the HF exchange (K). The pure DFT functionals omit it completely, but in the
global hybrid functionals, a small part of exact HF exchange is included in their
energy expression. The exact form of EXC is not known, and thus several approxi-
mations have been developed for it that will be reviewed below.

In the Kohn–Sham formalism [113], the exact GS electron density can be expressed
in terms of a set of one-electron orbitals

ρ(r) =
Ne
∑︂

i=1

|ψi (r)|
2 (2.10)

where the sum runs over all the occupied Kohn–Sham orbitals, ψi (r). The Kohn–
Sham equations have the form

¨

−1
2
∇2+

M
∑︂

A=1

ZA

r1A
+
∫︂

ρ(r′)
|r− r′|

dr′+ νXC(r)
«

ψi = εiψi (2.11)

where εi are the Kohn–Sham orbital energies and νXC is the XC potential that is the
functional derivative of EXC:

νXC(ρ) =
δEXC(ρ)
δρ

. (2.12)
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The Kohn–Sham equations (Equation 2.11) are solved self-consistently starting by
an initial guess of the electron density ρ(r). Then νXC is computed as a function of
r with Equation 2.12 by using some approximation for EXC, i.e. a XC functional
(see below). The Kohn–Sham equations are then solved to obtain an initial set of εi ,
which are used to compute an improved ρ from Equation 2.10. This is repeated until
ρ(r) and EXC have converged to within a certain tolerance and the total electronic
energy is finally obtained with Equation 2.9.

In modern molecular quantum chemistry, DFT methods have become a main tool
due to their accuracy and smaller computational cost compared to the post-HF meth-
ods. In the accurate MP and coupled cluster theory methods, the computational
scaling is from N5 to N10, where N is the molecular size, which is typically the num-
ber of basis functions in the calculation. In DFT methods, the scaling is between N2

and N3, and developments of the linear-scaling algorithms have resulted in the scal-
ing of N in some cases enabling the modeling of the systems consisting of thousands
of atoms [42, 114]. The main disadvantage of DFT is that there is no systematic
approach to improve the results towards the exact solution.

2.2.3 Time-dependent density functional theory

In the studies of excited-state properties of the system, a time-dependent Schrödinger
equation is applied instead of Equation 2.3

ÒH (t )Ψ(t ) = i ħh
Ψ(t )
d t

(2.13)

where ÒH (t ) is the time-dependent Hamiltonian and Ψ(t ) is the electronic wavefunc-
tion as a function of time. Time-dependent extension of DFT, i.e. TDDFT is based
on the Runge–Gross theorem [115], which, analogously to Hohenberg–Kohn the-
orems [112], states that the time-dependent external potential is a functional of the
time-dependent electron density. Similarly to DFT, TDDFT simplifies the solving of
Equation 2.13 for the many body system by replacing it with a set of time-dependent
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single-electron orbitals. The TD Kohn–Sham equations in TDDFT have the form
similar to Equation 2.11:

�

−1
2
∇2+ ν(r, t )+
∫︂

ρ(r′, t )
|r− r′|

dr′+Vext(t )+ νXC(r, t )
�

ψi (r, t )

= i ħh
∂

∂ t
ψi (r, t ) (2.14)

where the external potential, Vext, νXC, the Kohn–Sham orbitals, and the density
are now time-dependent. In TDDFT, the response of the molecular system to the
varying Vext (e.g. electric and magnetic fields) is studied, which enables the study of
polarizabilities, hyper-polarizabilities, excitation energies, and absorption spectra.

In most quantum chemical codes, the linear response of TDDFT equation, i.e. the
linear response of the time-independent GS density to a time-dependent Vext, is used
for calculating excitation energies instead of the full TDDFT. Moreover, the adi-
abatic approximation for the XC potential is usually applied, i.e. time-dependent
νXC(r, t ) is replaced with time-independent νXC(r). This can be justified by an as-
sumption that νXC is local in time and only the present electron density is taken into
account. Thus, the time-dependent density is used in the GS XC potential func-
tionals, i.e. the same (semi)local XC functionals are employed as in DFT. In the
Tamm–Dancoff approximation to time-dependent density functional theory (TDA)
to TDDFT [116], the Hermitian eigenvalue equation of the full TDDFT is simpli-
fied to reduce the computational cost and address the issue of triplet instability, while
leaving the excitation energies practically unchanged. In this work, both the linear-
responsed TDDFT and TDA have been employed.

2.2.4 Density functional theory with periodic boundary conditions

Several different PBC codes have been developed to model extended, i.e. periodic
systems, such as polymers, surfaces, and zeolites. Here, the focus will be on the PBC
code developed by Kudin and Scuseria [41, 42], as it is implemented in the Gaussian
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09 (and 16) suite of programs. It make use of localized GTOs that are transformed
into crystalline orbitals, i.e. Bloch sums, with the following form

Ψk =
∑︂

g

�

1
⎷

N
e ik·g
�

ψg (2.15)

where k= (kx , ky , kz ) is the reciprocal-lattice vector, ψg is a GTO ψ centered in cell
g, and i is the imaginary unit. Periodic orbitals with different irreducible repre-
sentations of the infinite translation group are classified by k. Orbitals belonging to
different k points do not interact with each other, and thus the SCF equations, which
are similar as in the non-periodic case, can be solved separately for each k point.

Any orbital µ centered in the central cell (0) is coupled to any orbital ν centered in
the gth neighbor cell by the Kohn–Sham Hamiltonian matrix elements.

F 0g
µν = T 0g

µν +U 0g
µν + J 0g

µν +V 0g
µν (2.16)

where T 0g
µν is the electronic kinetic energy, U 0g

µν is the electron-nuclear attraction
term, J 0g

µν is the electron-electron repulsion term, and V 0g
µν is the contribution from

the DFT XC potential. The first two terms in Equation 2.16 do not depend on the
density matrix, whereas the latter two do. In general, the terms in Equation 2.16 are
similar to those of the molecular case. However, one difference from the molecular
case is that the electrostatic terms U 0g

µν and J 0g
µν include an infinite number of interac-

tions between a given pair of basis functions and all the other charges of the system.
The energy per unit cell are calculated as

E =
∑︂

µ∈0

∑︂

g

∑︂

ν∈g
(T 0g
µν +U 0g

µν +
1
2

J 0g
µν )+ EXC+ ENR (2.17)

where ENR is the nuclear repulsion energy. The implementation of Kudin and Scuse-
ria uses the fast multipole method for evaluation of the long-range electrostatic in-
teractions, which enables high accuracy with the O(N ) computational cost.
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2.2.5 Approximations to the exchange-correlation functional

In DFT, the exact form of the XC functional for EXC is unknown, and thus numer-
ous approximations have been developed. The choice of the functional defines the
accuracy and efficiency of the DFT methods. Typically functionals are separated
into an exchange and correlation part representing exchange and dynamic correla-
tion energies, respectively. The simplest approximation, introduced by Kohn and
Sham [113], is the local density approximation (LDA), where the density is a slowly
varying function that is treated as a uniform electron gas with constant density. The
spin-polarized formalism of LDA for the open-shell, i.e. unrestricted case is called as
local spin-density approximation (LSDA). In the case of metals, alloys, and small-gap
insulators, LDA and LSDA work well, especially in predicting structural properties.

However, as the electron density in a molecular system is typically far from spatially
uniform, LDA and LSDA suffer from some limitations in predicting binding ener-
gies. This can be improved by making the correlation functional to depend on the ex-
tent to which the density is locally changing, i.e. the gradient of the density, instead
of the local value of the density. In the generalized gradient approximation (GGA), a
gradient correction term is included to the LDA functional. The first GGA-type ex-
change functional was developed by Becke [117, 118]. A popular GGA correlation
functionals is LYP by Lee, Yang, and Parr [119], in which the correlation energy is
computed totally instead of adding the correction term to LDA. The XC function-
als are usually referred by combining the acronyms for the exchange and correlation
functionals used in them in that order. For example, a BLYP functional combines
the Becke’s GGA exchange functional with the LYP GGA correlation functional.

Global hybrid functionals
The "pure" functionals based on LDA, LSDA, and GGA employ localized model for
XC interaction but do not account for non-local effects. Thus, in the (global) hybrid
functionals, a fixed amount of the exact HF exchange (typically 20–30%) is included
to the pure DFT XC. A general form of the global hybrid functional based on the
Becke’s actual formulation [120], which separates the DFT exchange-correlation to
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exchange and correlation parts (both local and non-local portions) with their own
weighting factors c1–c5, is the following

EXC[ρ(r)] = c1E HF
X + c2E local

X + c3Enon-local
X + c4E local

C + c5Enon-local
C . (2.18)

Below, the formulas are given for some global hybrid functionals, which have been
popular in the computational studies of PSC systems and have been also employed in
this work. The popular three-parameter B3LYP [120, 121] implemented in the mod-
ern quantum mechanical software combines the exchange and correlation terms de-
rived from LSDA, fraction of the exact HF exchange (20%), and the Becke’s exchange
functional B88 [118]. The non-local and local correlations in B3LYP are provided
by the LYP and VWN [122] correlation functionals, respectively:

EB3LYP
XC = 0.20E HF

X + 0.80E LSDA
X + 0.72EB88

X + 0.81E LYP
C + 0.19EVWN

C (2.19)

with the parameters (c1 = 0.20, c2 = 1.00− c1, c3 = 0.72, c4 = 0.81, and c5 = 1.00− c4)
being derived by a fit to the set of experimental data. B3LYP has been very popu-
lar functional and is commonly employed in the studies of PSC compounds even
nowadays.

In the global hybrid functional PBE0 (also denoted by PBE1PBE1) [123, 124], which
is mainly based on fundamental constants, the amount of the exact HF exchange
(25%) has been defined on the basis of the perturbation theory rather than using
empirically determined parameters:

EPBE0
XC =

1
4

E HF
X +

3
4
(E LSDA

X +∆EPBE
X )+ EPW

C +∆EPBE
C . (2.20)

The PBE0 functional uses the PBE GGA exchange [125, 126] and PW correlation
functionals [127]. Due to its single parameter (c2 = c3 = 1.00− c1) derived from
the theoretical considerations, PBE0 is also said to be the parameter-free functional.
It has resulted in relatively accurate electron densities for a set of the studied atomic
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systems [128] and also for larger organic molecules including two to ten heavy atoms
(e.g. carbon, oxygen, nitrogen, and sulfur) [129].

Despite the improved results provided by the global hybrid functionals due to the
fragment of exact HF exchange when compared to the semilocal functionals, it is
well known that they yield inaccurate description of some relevant molecular prop-
erties of the π-conjugated systems [26]. They tend to underestimate bond-length
alternation (BLA) patterns [33], IEs [130], fundamental gaps [130, 131], and excited-
state energies [9], while overestimating delocalization of the electron density [33],
torsional barriers [132], and intermolecular electronic couplings [26]. These short-
comings are mainly due to the MSIE [27, 28] in these functionals, which leads to
the incorrect dependence of the asymptotic region of νXC with distance. Basically,
the decay of the global hybrid functionals is proportional to the amount of the HF
exchange in them (-c1/r ), while the correct decay should be -1/r . The inclusion of
100% HF exchange would correct these issues, but semi-local exchange is also re-
quired for the correct description of chemical bonding, etc. [26]. Thus, to utilize
the advantages of HF and semi-local exchange, they should be both included in a
functional.

Long-range corrected functionals
Restoring of the correct description of the asymptotic region of the νXC can be achieved
by partitioning the Coulomb operator 1/r12, which describes the interaction be-
tween electrons 1 and 2. In the class of so-called range-separated hybrid (RSH) func-
tionals [29, 133, 134], the Coulomb operator is divided into SR and LR components
with a standard error function (erf, or its modified version):

1
r12
=

erf(ωr12)
r12
⏞ ⏟⏟ ⏞

LR

+
1− erf(ωr12)

r12
⏞ ⏟⏟ ⏞

SR

(2.21)

whereω is the range-separation parameter (with a dimension of inverse length). The
general form of the RSH functional is
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ERSH
XC = cx,SRESR-HF

x,SR + cx,LRE LR-HF
x,LR +(1− cx,SR)E

DFT
x,SR

+(1− cx,LR)E
DFT
x,LR + EDFT

c . (2.22)

In the case of molecular systems, the RSH functionals referred to as LRC functionals
are employed [29–32]. These functionals use the full non-local exchange and local
correlation in the LR part, while treating the nonclassical interactions in the SR part
by standard semi-local or global hybrid functionals. The idea is to take advantage
of the semi-local or global hybrid functionals in the bonding region, while allow-
ing for a correct treatment of the asymptotic region. In the calculations of solid-
state systems, screened-exchange RSH functionals [135–137], where HF is used in
SR and DFT in the LR, are employed instead. For the LRC functionals, cx,LR in
Equation 2.22 equals one, while for the screened-exchange RSH functionals it equals
zero.

The use of default values of ω in the LRC functionals is not recommended, as ω
has proven to be a system-dependent parameter [130, 138]. Non-empirical tuning
approaches for determining an optimal ω value for the studied system have been
developed by Kronik et al. [131, 138], which are based on the DFT’s analogous
to the HF Koopman’s theorem (see Section 3.2.3). In addition to tuning of ω, the
mixing of a small amount of the HF exchange into the SR part has been observed to
result in improved prediction of optoelectronic properties of compounds employed
in organic light emitting diodes [139]. The LRC functionalωB97X consists of full
(100%) HF exchange at the LR part and a small fraction of the SR HF exchange [30]:

EωB97X
XC = E LR−HF

X + cx ESR-HF
X + ESR-B97

X + EB97
C (2.23)

with cx = 0.157706. Both the ωB97X functional and its dispersion corrected version,
ωB97X-D (see below), have been employed in this thesis.

In the LRC CAM-B3LYP functional [32], a generalized form of Equation 2.21, i.e.
a Coulomb-attenuation method (CAM), is used for the splitting of the Coulomb
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operator into the SR and LR parts. On the contrary to the most of the LRC func-
tionals, which include the full HF exchange in the LR part, the amount of the exact
HF in CAM-B3LYP is 65% in the LR. This smaller than 100% amount of the exact
HF can have consequences on the calculated results. However, as the CAM-B3LYP
functional has been a popular choice in the previous studies of excited state character-
istics, electronic coupling, and CT rate calculations of copolymer–fullerene systems,
it has been also used in this thesis for comparison.

Dispersion corrected functionals
Weak dispersion interactions, which are generated by the fluctuating changes in the
charge distribution around the molecular system caused by the movement of elec-
trons, are known to impact descriptions of eD–eA interfaces [3, 45]. Thus, they
should be taken into account in the calculations of the eD–eA interfacial complexes.
As both pure and global hybrid DFT functionals are not able to describe dispersion
correctly, either new functionals including dispersion corrections have been devel-
oped or the empirical dispersion term have been added to the existing functionals.
In the latter case, the general form of the total energy obtained with this kind of
DFT-D scheme is [31]

EDFT-D = EKS-DFT+ Edisp (2.24)

where an empirical atomic-pairwise dispersion correction term (Edisp) is added to a
Kohn-Sham (KS)-DFT part. For example, the form of the ωB97X-D functional is
otherwise the same as that of ωB97X (Equation 2.23), but with the additional un-
scaled dispersion correction term added to the KS-DFT energy [31]. The dispersion
corrected version of the global hybrid B3LYP, i.e. B3LYP-D, including the D3 ver-
sion of Grimme’s dispersion with the original D3 damping function has been also
employed in this work.
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3 COMPUTATIONAL MODELS AND METHODS

The theoretical models of the studied PSC compounds and details of the calculation
methods employed in this thesis are presented in this chapter. In Section 3.1, the
models of the isolated eD and eA compounds and their interfacial complexes are in-
troduced. Section 3.2 summarizes the main details of computational methods and
software. More detailed information and all the equations employed in the calcula-
tions can be found in the original publications.

3.1 Models

In this work, several different eD and eA compounds employed in efficient PSC
were studied (Table 3.1). The eD compounds included different D–A copolymers
(Figures 3.1 and 3.2), whereas the eA compounds comprised fullerene derivatives, a
D–A copolymer, and A–D–A type SMAs (Figure 2.3). In most cases, the long alkyl
side chains of the copolymers and SMAs were replaced by methyl groups (or hydro-
gens) to reduce the computational cost. However, it should be noted that the full-
length side chains may have influence on torsions and conformational preferences in
the backbones and solid-state packing of the studied compounds [13, 46].

3.1.1 Electron donor compounds

The eD compounds studied in this thesis are the D–A copolymers (Figures 3.1 and 3.2),
which have donor and acceptor units and additional spacer units in their CRUs (i.e.
repeating units, n). In the copolymers, which have donor and acceptor units in
their CRUs, the left-most units in Figure 3.1 are the donor units and the right-most
units are the acceptor units. These D–A copolymers include PBDCPDT-TPD [140],
poly(benzo[1,2-b:4,5-b’]dithiophene-alt-thieno-[3,4-c]pyrrole-4,6-dione) (PBDT-TPD)
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Table 3.1 Studied eD and eA compounds in Publications I–IV.

eD eA

Compound Publication Compound Publication

PBDCPDT-TPD I PC61BM II

PBDT-TPD I PC71BM II, III

PBDT-TFQ II P(NDI2OD-T2) IV

PTQ III ITIC-4F IV

PBDT-TzBI IV ITIC-2Cl IV

PDTB-EF-T IV

PBDB-T-2F IV

[141], and poly[2,3-bis-(3-octyloxyphenyl)quinoxaline-5,8-diyl-alt-thiophene-2,5-diyl]
(PTQ) [142]. In the other studied copolymers, i.e. poly[4,8-bis(2’-ethylhexyloxy)-
benzo[1,2-b:4,5-b’]-dithiophene-alt-[5,8-bis(5’-thiophen-2’-yl)-6,7-difluoro-2,3-bis-(3”-
hexyloxyphenyl)quinoxaline]] (PBDT-TFQ) [143], poly[4,8-bis(5-(2-ethylhexyl)-thio-
phen-2-yl)benzo[1,2-b:4,5-b’]dithiophene-co-4,8-di(thien-2-yl)-6-octyl-2-octyl-5H-pyr-
rolo[3,4-f ]benzotriazole-5,7(6H )-dione] (PBDT-TzBI) [144, 145], PDTB-EF-T [25],
and poly[(2,6-(4,8-bis(5-(2-ethylhexyl)-4-fluorothiophen-2-yl)-benzo[1,2-b:4,5-b’]dithio-
phene))-alt-(5,5-(1’,3’-bis(thiophen-2-yl)-5,7-bis(2-ethylhexyl)benzo[1’,2’-c:4,5-c’]dithio-
phene-4,8-dione))] (PBDB-T-2F) [146, 147], there are additional thiophene spacers
between them in the polymer backbones.

PBDT-TPD, PBDT-TFQ, PBDT-TzBI, PDTB-EF-T, and PBDB-T-2F have the same
BDT donor unit. PBDCPDT-TPD has a heptacyclic ladder-type BDCPDT donor
unit, which has been synthesized by covalently bridging two thiophenes with the
central BDT unit, whereas PTQ has thiophene as the donor unit. Both PBDCPDT-
TPD and PBDT-TPD have the TPD acceptor unit, whereas PTQ and PBDT-TFQ
have a quinoxaline as the acceptor unit. The acceptors units in PBDT-TzBI and
PBDB-T-2F are pyrrolo[3,4-f ]benzotriazole-5,7-dione (TzBI) and 1,3-bis(thiophen-
2-yl)-5,7-bis(2-ethylhexyl)benzo[1,2-c:4,5-c’]dithiophene-4,8-dione (BDD), respectively,
while in PDTB-EF-T, ester-substituted thiophenes will act as acceptors.

Within the CRU of a D–A copolymer, donor and acceptor units can be either in
the anti-conformation, i.e. the neighboring heteroatoms (e.g. sulfur, nitrogen, or
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Figure 3.1 Structures of the D–A copolymers employed as the eD compounds in the fullerene-
based PSCs.

oxygen) in them are on the opposite sides, or in the syn-conformation, i.e. the neigh-
boring heteroatoms are on the same side of the conjugated backbone. The optimal
dihedral angles between donor and acceptor units within a CRU were determined
with relaxed PES scans of the monomers (n= 1, see Publications I, II, and IV). Fur-
thermore, in the oligomers (n ≥ 2), the neighboring CRUs can also have different
orientations with the respect to each other. Thus, different conformational struc-
tures of the isolated oligomers of the D–A copolymers were constructed by using
the optimized GS geometries of their monomers as the CRUs to determine the most
stable conformers.

In Publications I and II, the periodic models of PBDCPDT-TPD, PBDT-TPD, and
PBDT-TFQ were constructed in the same manner as those of the oligomers. How-
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Figure 3.2 Structures of the D–A copolymers employed as the eD compounds in the NF PSCs.

ever, while building these models, it was noted that using one CRU, i.e. the monomer
model, as the repeating unit was not enough for the correct repetition of the poly-
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mer backbones leading to the convergence problems. Thus, two CRUs, i.e. dimer
models were used instead to ensure repeatable structures. However, those confor-
mations of PBDCPDT-TPD and PBDT-TPD, which had arch-shaped backbones, did
not converge due to the incorrect repetition of the repeating unit. While using longer
oligomers as the repeating unit could have solved this issue, these calculations would
have been computationally too demanding. The oligomeric and periodic models of
the studied D–A copolymers will be referred to as the acronyms presented in Ta-
ble 3.1, but without the letter "P", which will be used only when referring to the
real polymers. For example, the term BDCPDT-TPD will be used of the theoretical
models of the copolymer PBDCPDT-TPD.

3.1.2 Electron acceptor compounds

Three different types of eA compounds were considered, namely the fullerene deriva-
tives PC61BM and PC71BM, D–A copolymer P(NDI2OD-T2), and D–A–D type
SMAs ITIC, ITIC-4F, and ITIC-2Cl (Figure 2.3). In ITIC-4F, four hydrogen atoms
of the INCN end groups of ITIC are replaced by fluorine atoms, whereas in ITIC-
2Cl, two hydrogen atoms of the end groups are replaced by chlorine atoms [147].
Similarly to the models of the eD copolymers, the optimal dihedral angles between
the backbone units of P(NDI2OD-T2) and ITIC derivatives were determined with
relaxed PES scans (see Publication IV). The oligomeric models of P(NDI2OD-T2)
will be referred to as NDI2OD-T2, hereafter.

In the recent study of Umeyama and Imahori [148], the different isomers of fullerene
derivatives including [60]fullerene bisadducts, [70]fullerene bisadducts, and [70]fulle-
rene monoadducts have been observed to have a notable effect on the miscibility of
fullerene with eD polymers and thus consequently on the PCEs of the PSCs. For
PC71BM, the α isomer with (R)-, (S)-, and racemic enantiomer combinations and
the β2 isomer yielded better results than the β1 isomer or the mixture of the α and
β isomers. In this work, the (S)-enantiomer of the α isomer of PC71BM has been
examined.
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3.1.3 Local interfacial eD–eA complexes

In addition to the individual eD and eA compounds presented above, local interfa-
cial complexes of some of them were constructed (Table 3.2). In all complexes, the
isolated eD and eA compounds were first optimized separately at the levels of the-
ory specified below, after which they were used to construct the complexes in the
following manner.

In Publication II, the complexes of the polymer–fullerene system BDT-TFQ–PC71BM
were constructed from the B3LYP/6-31G** (vacuum) optimized GS geometries of
the trimer of PBDT-TFQ and PC71BM (Figure 3.3). To reduce the computational
cost, a planarized trimer model of PBDT-TFQ, where the dihedral angles between
the donor and acceptor units were constrained to 180°, while optimizing the geom-
etry otherwise fully, was employed. Additionally, the hexyloxyphenyl side groups
of the quinoxaline acceptor unit were replaced by hydrogens. Six different BDT-
TFQ–PC71BM complexes were constructed, where BDT-TFQ was oriented on the
xy plane along the x axis, while PC71BM was positioned either vertically or hor-
izontally (with respect to the x axis) on the top of donor, thiophene, and acceptor
units of BDT-TFQ. The intermolecular distance between the compounds, which was
measured between the mass centers of the specific rings in BDT-TFQ and PC71BM
(Figures 3.3b and 3.3c), were varied from 3.0 Å to 5.0 Å (or 6.0 Å in some cases)
by steps of 0.1 Å in the one-dimensional single point (SP) (rigid) potential energy
scans. The following TDDFT calculations were carried out at both the optimized
and constant (i.e. 3.5 Å) intermolecular distances to take the possible influence of
a varying intermolecular distance on the excited state characteristics into account.
The geometries of these complexes were not optimized.

In Publication III, the complexes of the polymer–fullerene type TQ–PC71BM were
built from the B3LYP/6-31G** (vacuum) optimized GS geometries of the oligomers
of PTQ and PC71BM (Figure 3.4). Two planar TQ oligomers were considered, where
either thiophene (3T4Q) or quinoxaline (3Q4T) was the middlemost unit and the
length of the oligomers was increased symmetrically by adding either thiophene
or quinoxaline units to the chain ends. In the oligomers, the octyloxyphenyl side
groups of the quinoxaline acceptor unit were replaced by hydrogens to ensure the pla-
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Table 3.2 Studied eD–eA complexes.1

Complex (eD–eA) Geometry optimization2 Publication

BDT-TFQ–PC71BM no II

TQ–PC71BM no III

BDT-TzBI–NDI2OD-T2 yes IV

DTB-EF-T–ITIC-4F yes IV

BDB-T-2F–ITIC-2Cl yes IV
1 In the complexes, the length of the D–A oligomers was n = 3 for the

planarized BDT-TFQ and n = 1 for BDT-TzBI, NDI2OD-T2, DTB-EF-
T, and BDB-T-2F. The oligomers of TQ were seven units long, including
either three thiophenes and four quinoxalines or three quinoxalines and
four thiophenes.

2 The GS geometry of the whole eD–eA complex.

3a

3a

3b

3b(a)

(b) (c)

3a, 3b

Figure 3.3 Studied BDT-TFQ–PC71BM complexes, where PC71BM was positioned (a) vertically
(3a) or horizontally (3b) on the top of the acceptor unit of BDT-TFQ by superposing the centroids
of the specific heterocycles in (b) BDT-TFQ (only the innermost CRU is presented wholly) and (c)
PC71BM. Adapted from [149] with permission from the PCCP Owner Societies.

nar backbones. It should be noted that the planarization of the helical TQ [150] and
omission of its side groups might have consequences of the predicted results. How-
ever, the focus of this study was more on the multi-state treatment of the electronic
couplings than on the correct description of the studied system. Furthermore, these
approximations in the models led to the reduced computational cost in the coupling
calculations. In the TQ–PC71BM complexes, PC71BM was positioned either on the
middle thiophene unit (3T4Q) or the middle quinoxaline unit (3Q4T) of TQ with
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Figure 3.4 Illustrations of (a) intermolecular distance, d, and effective separation, ReD–eA, be-
tween TQ and PC71BM in the studied TQ–PC71BM complexes, where PC71BM was (b) either
above the middle thiophene (3T4Q–PC71BM) or quinoxaline (3Q4T–PC71BM) unit of TQ. The d

and ReD–eA were determined between the centers of mass of the specific rings (pink spheres)
and those of the compounds (green spheres), respectively. Adapted from [151] with permission
from the PCCP Owner Societies.

the fixed intermolecular distance, d, of 3.5 Å between the compounds (Figure 3.4a).
The geometries of these complexes were not optimized.

In Publication IV, the complexes of the studied NF PSC systems, i.e. BDT-TzBI–
NDI2OD-T2, DTB-EF-T–ITIC-4F, and BDB-T-2F–ITIC-2Cl, were built from the
OT-ωB97X-D/6-31G** (blend) optimized GS geometries of the eD and eA com-
pounds. In the case of the D–A copolymers, the monomer models were mostly em-
ployed, except for one complex configuration of BDT-TzBI–NDI2OD-T2, where the
dimers were used instead. The eD compounds were oriented on the xy plane along
the x axis. The eA compounds were positioned above the donor, thiophene, and
acceptor units of the eD along the x axis with the initial intermolecular distance of 4
Å measured between the centers of mass of the superposed heterorings in the com-
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pounds (see the original Publication IV for further information). The geometries of
the complexes were then fully optimized without any constraints. The configura-
tions, where the acceptor unit of the eA compound is located closest to the donor
unit of the eD compound after the optimization, are referred to as the "DA" configu-
rations. Similarly, those, where the acceptor unit of the eA compound is eventually
closest to the acceptor unit of the eD compound, are referred to as the "AA" con-
figurations. In BDT-TzBI–NDI2OD-T2, two different series were considered: (1),
where the donor and acceptor units of both compounds were on the same direction
and (2), where the donor and acceptor units of the compounds were on the opposite
directions (see Publication IV for more detailed information).

3.2 Computational details

Here, the details related to the calculation methods and software are given. The cal-
culations were carried out with the software installed on HP Proliant SL230s cluster
(taito.csc.fi) at the CSC - IT Center for Science Ltd. In this thesis, only DFT-based
methods were employed.

All the calculations in Publications I and II were carried out with the Gaussian 09
(Revisions C.01 and D.01) [152] suite of programs. In publication III, the calcula-
tions were carried out with the Q-Chem 4.2 software [153]. In publication IV, the
Gaussian 16 (Revision B.01) [154] suite of programs was employed for all the calcu-
lations except for the electronic coupling calculations, which were carried out with
the Q-Chem 4.2 software.

The eD–eA complexes were built using Materials Studio 8.0 [155] and 2017 R2
[156]. Pictorial presentations of the geometries, MOs, and natural transition or-
bitals (NTOs) were generated using ChemCraft 1.8 [157]. The data points for the
graphical presentations of the UV-Vis absorption spectra were obtained also from
ChemCraft 1.8 (see Section 3.2.2). The contributions of the backbone units to the
NTOs were determined using the C-squared Population Analysis as implemented in
the Orbital composition analysis module of Multiwfn 3.6 [158–160].
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3.2.1 Ground state calculations

The GS geometries of the neutral D–A copolymer models, fullerene derivatives, and
D–A–D type SMAs were fully optimized with DFT. With respect to the CT rate
calculations carried out in Publications III and IV and the examination of the effect of
ionization in Publication IV, the radical ions (i.e. cations and anions) of some of the
models were optimized. The default calculation parameters were employed in the
geometry optimizations, except for those carried with the Q-Chem 4.2 software in
Publication III. There, the geometry optimizations of TQ and PC71BM were carried
out with the EML(75,302) grid, SCF convergence criterion of 10−9, and cutoff for
neglect of two electron integrals of 10−14.

The geometry optimizations of the eD and eA compounds and further calculations
were carried out with the following functionals: the global hybrid functionals B3LYP
(Publications I–III) and PBE0 (Publication III), the non-tuned (i.e. with the default
ω) LRC functionals CAM-B3LYP (Publications I and III),ωB97X (Publication II),
and ωB97X-D (Publication II), and the OT versions of LRC functionals ωB97X,
and ωB97X-D, and BNL, denoted as OT-ωB97X (Publication II), OT-ωB97X-D
(Publications II and IV), and OT-BNL (Publication III), respectively.

The 6-31G** basis set was used in all geometry optimizations, except for those re-
lated to the tuning of ωB97X and ωB97X-D in Publication II, where the 6-31G*
basis set was used instead. In publications I and II, the structures of the monomers
were confirmed as minima by the absence of the imaginary frequencies in the fre-
quency calculations carried out at the B3LYP/6-31G** level of theory.

In Publications I and II, the periodic models of PBDCPDT-TPD, PBDT-TPD, and
PBDT-TFQ were optimized using the default density of the k points. The length
of the translation vector Tv determines the number of the k points: the longer Tv,
the fewer k points in the reciprocal space. The lengths of Tv were ca. 38, 24, and
58, which translated into 9, 14, and 6 k points in the periodic models of PBDCPDT-
TPD, PBDT-TPD, and PBDT-TFQ, respectively.
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3.2.2 Excited state calculations

The SP excited state calculations of the vertical excitation energies for the selected
excited singlet (Publications I–IV) and triplet states (Publication I) and SP energy cal-
culations related to the inner reorganization and Gibbs free energies were carried out
with TDDFT. In Publication III, the Tamm–Dancoff approximation to TDDFT,
i.e. TDA was also employed. The graphical illustrations of the UV-Vis absorption
spectra were obtained via convolution of the calculated singlet vertical excitation en-
ergies and oscillator strengths using a Gaussian-shape broadening with a full width
at half maximum of 0.30 eV. The nature of the electronic transitions was described
using NTOs [161] as a representation of the transition density matrix.

Additionally, the geometry optimizations of the lowest excited singlet (S1, in Pub-
lications I, III, and IV) and triplet (T1, in Publication I) states of the selected com-
pounds were carried out with TDDFT. The same levels of theory were employed in
the excited state geometry optimizations as in the GS geometry optimizations.

3.2.3 Optimal tuning of long-range corrected functionals

In Publications II–IV, the range separation parameters of the LRC functionalsωB97X,
ωB97X-D, and BNL were optimally tuned for the individual eD and eA compounds
with the gap tuning procedure developed by Stein et al. [131, 138] by minimizing
the following equation:

Jgap (ω)
2 =

1
∑︂

i=0

�

εωHOMO (N + i)+ IEω (N + i)
�2 (3.1)

where εωHOMO (N + i) and IEω (N + i) are the HOMO energy and the (vertical) IE
of the N + i electron system, respectively, the N electron system corresponding to
the neutral compound and the N + 1 electron system to the anion.
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For the eD–eA complexes, the modified version [162] of the gap tuning procedure
was used:

Jgap (ω) =
|︁

|︁

|︁εωHOMO,eD (N )+ IEωeD (N )
|︁

|︁

|︁+
|︁

|︁

|︁εωHOMO,eA (M + 1)+ IEωeA (M + 1)
|︁

|︁

|︁ (3.2)

where εωHOMO (N ) and IEω (N ) are the HOMO energy and the (vertical) IE of the
neutral eD, respectively, and εωHOMO (M + 1) and IEω (M + 1) are the HOMO energy
and the (vertical) IE of the anion of the eA, respectively.

In Publications II and IV, for eachω in the studied range, the vertical IE for the eD
was calculated as the energy difference between the cation and the neutral both at the
optimized geometry of the neutral system. Similarly, the vertical IE for the anion of
the eA was calculated as the energy difference between the neutral and the anion both
at the optimized geometry of the anion of the eA. However, in Publication III, the
ω tuning was carried out as the SP calculations at the B3LYP/6-31G** -optimized
geometries to keep the geometries consistent when employing different functionals
in the electronic coupling and CT rate calculations.

Due to the issues known to arise when employing the polarizable continuum model
(PCM) in the tuning ofω [163] (see Section 4.1 for further discussion), all the tuning
calculations were carried out in vacuum. The OT ω values were determined with
an accuracy of 0.01 bohr−1 and the 6-31G** basis set was used in all the tuning cal-
culations, except for those carried out in Publication II, where the 6-31G* basis set
was used.

3.2.4 Solution and blend environments

In addition to vacuum calculations, the effect of the surrounding medium was taken
into account by means of the PCM. For the solution environment, either the integral
equation formalism of the polarizable continuum model (IEFPCM) (Publications I
and II) or the conductor-like polarizable continuum model (CPCM) (Publications III
and IV) was employed. The default parameters, including static (εs) and optical (εop,
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i.e. dynamic) dielectric constants, of Gaussian were employed for the solvents, i.e.
toluene (Publications I and II), 1,2-DCB (Publication II), and CHCl3 (Publications I
and IV). In Publication III, the εs and εop values of 10.1210 and 2.4072 (at 293.15 K),
respectively, were employed for 1,2-DCB in the Q-Chem calculations instead.

For the solid state, i.e. the blend environment, the CPCM was employed with εs and
εop of 3.6000 [20] and 3.2761, respectively, for TQ–PC71BM (Publication III). The
εs of the TQ–PC71BM blend was calculated as the square of experimental refractive
index (ca. 1.81 at 532 nm) [164]. In Publication IV, εs and εop of 4.00 [165, 166]
and 2.55 [167], respectively, were used for the NF-PSC complexes. In this case, as
experimental dielectric constants were not available for all the complexes, the given
values employed also in the previous theoretical studies of organic solar cell systems
were used instead.

3.2.5 Extrapolation techniques

In Publication I, the performance of different extrapolation techniques with respect
to the periodic calculations was evaluated. The FMO, the HOMO–LUMO gap, and
vertical transition energies at infinite length were determined by extrapolating from
the oligomeric values, which were plotted against the reciprocal of the number of the
double bonds (1/N ). The extrapolation techniques, which were employed, included
the linear fit, Kuhn fit, and our modified version of the Kuhn fit [44], i.e. scaled
Kuhn fit. The number of double bonds for PBDCPDT-TPD (N = 10 per the CRU)
and BDT-TPD (N = 6 per the CRU) were calculated along their conjugation paths.

In the Kuhn fit, a polymer chain is treated as a chain of linearly coupled N identical
oscillators, i.e. C=C double bonds. Each of double bonds vibrates at an energy E0

with a force constant of k0. The N adjacent double bonds are coupled by the single
bonds through a force constant k’ resulting in N eigenmodes. The lowest excitation
energy of the polymer is thus

E = E0

⌜

⃓

⎷1+ 2
k ′

k0
cos

π

N + 1
. (3.3)
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Sometimes the Kuhn fit can result in inaccurate results due to its assumption for the
constant k ′/k0 with increasing chain length. This applies for the homogeneous sys-
tems such as homopolymers, but does not take the chain end effects and intramolec-
ular charge transfer (ICT) character present in the heterogeneous D–A copolymers
into account [36, 168]. Furthermore, the energies for the larger D–A copolymers
(i.e. with the larger N ) locate closer to the infinite polymer region compared to the
homopolymers, which have smaller CRUs. In Publication I, these issues were tak-
ing into account by adding a scaling factor, z, which multiplies the N, in the original
Kuhn’s equation (Equation 3.3):

E = E0

⌜

⃓

⎷1+ 2
k ′

k0
cos

π

zN + 1
. (3.4)

The scaling factor z was iterated during the fitting procedure until the convergence
was reached. Equation 3.4 will be referred to as the scaled Kuhn fit, hereafter.

3.2.6 Calculation of charge transfer rates

In Publications III and IV, the CT rates for the ED and CR processes were calculated
with the Marcus theory (Equation 2.1) at a temperature of 293.15 K. The parameters
used for calculating the rates were derived in the following manner. In organic sys-
tems, the intermolecular reorganization energy is typically divided into the inner (λi)
and outer, i.e. external (λs) contributions. The inner contribution originates from
the changes in the equilibrium geometries of the eD and eA compounds upon CT,
whereas the external contribution is due to the changes in the electronic and nuclear
polarizations and relaxation of the surrounding medium [91]. The inner reorganiza-
tion energy can be determined either from a frequency analysis or by using the PESs
of the molecular states involved in the CT processes considered [91]. The latter ap-
proach, where λi is calculated as the difference between the energy of the reactants
(products) in the geometry of the products (reactants) and that of their equilibrium
geometry (see Figure 2.5), has been a standard approach in the studies of the PSC sys-
tems and has been thus employed in this work, as well. The external reorganization
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energy is usually determined by the classical dielectric continuum model of Marcus
[169]. However, as the accurate description of λs is still rather challenging and is
highly affected by the uncertainty of the calculated parameters used in this model,
λs was kept as an adjusted parameter similarly to the previous studies [34, 170]. The
CT rates were calculated with λs of 0.10–0.75 eV.

The Gibbs free energy (∆G◦) is the energy difference between the complexes in their
initial and final states (see Figure 2.5) [91]. Similarly to the previous studies of the
PSC systems, the Weller’s equation [171] was employed to calculate∆G◦ from the
energies of the individual eD and eA compounds, while taking the Coulombic attrac-
tion (∆ECoul) between their charged states into account [91, 167]. The full forms of
the equations employed for calculating λi [91, 167, 172],∆G◦ [91, 167], and∆ECoul

[91, 167] can be found from the original Publications III and IV.

In Publication III, electronic couplings for the ED and CR processes of the eD–eA
complexes were calculated with the two and multi-state GMH [48, 49] and FCD
[50] schemes. In Publication IV, only the FCD schemes were employed. In GMH,
the diabatic states localized at different sites (e.g. local and CT states) are assumed
to have a zero transition dipole moment (µdiab

if ) between them, whereas Hif between
the diabatic states localized at the same sites is zero. In the limiting case of the 2-
state GMH scheme, the coupling between the initial and final charge-localized, i.e.
diabatic states is defined as

Hif =
µ12∆E12

∆µdiab
if

=
µ12∆E12
p

(∆µ12)2+ 4µ12
2

(3.5)

where diabatic Hif and the difference between the diabatic state dipole moments
(∆µdiab

if ) can be defined by the adiabatic terms, i.e. adiabatic transition dipole mo-
ment (µ12), vertical excitation energy difference (∆E12), and the electric dipole mo-
ment difference (∆µ12 =µ1−µ2) between the adiabatic states |1> and |2>.

The dipole moment vectors are typically projected either on the direction defined
by∆µ12 (or the average of the electric dipole moment differences in the multi-state
case) or the CT vector. Here, the latter manner was employed, i.e. the µii and µij
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were projected along the CT vector, which is defined as the vector connecting the
mass centers of the eD and eA, i.e. eReD−eA:

projReD−eA
µij =

(µij ·ReD−eA)
|︁

|︁ReD−eA
|︁

|︁

2 ReD−eA. (3.6)

Similarly to GMH, in FCD, the transition densities (∆qif) between the diabatic states
localized at different sites are zero.

The 2-state FCD has the similar form as the 2-state GMH:

Hif =
|∆q12|∆E12
Æ

(∆q1−∆q2)2+ 4∆q2
12

. (3.7)

In FCD, the studied system is partitioned into two fragments corresponding to the
eD and eA. An adiabatic eD–eA charge difference matrix, ∆qad, is defined by its
elements

∆qad
ij =
∫︂

r∈eD
ρij(r )d r −
∫︂

r∈eA
ρij(r )d r (3.8)

where ρij(r ) is the one-particle density (if i = j) for the diagonal elements∆qad
ii and

∆qad
jj defined as the eD–eA charge differences in the adiabatic states |i> and |j>,

respectively, or the transition density for the off-diagonal elements∆qad
ij (if i̸=j).

For calculating the multi-state electronic couplings, the approach proposed by Yang
and Hsu [51], which is based on the similar 3-state approaches [52, 53], was followed.
This method was selected, because it allows for calculating the multi-state GMH
and FCD couplings without the need of manual selection and assignment for the
states and has resulted in the couplings consistent with the experimental ones for
the complexes of small and medium sized organic compounds and donor–bridge–
acceptor systems [51]. Here, the equations will be presented only for the multi-state
FCD scheme, but those of the multi-state GMH scheme are similar and have been
presented in Publication III. First,∆qad, (or similarly the adiabatic dipole moment

50



matrix µad in GMH) was diagonalized with a unitary transformation matrix U1,
which is composed of the eigenvectors of∆qad (or similarly to µad):

UT
1∆qadU1 =UT

1

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

∆q11 ∆q12 ∆q13 . . .

∆q21 ∆q22 ∆q23 . . .

∆q31 ∆q32 ∆q33 . . .
...

...
...

. . .

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

U1

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

∆ql 0 0 . . .

0 ∆qm 0 . . .

0 0 ∆qn . . .
...

...
...

. . .

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

(3.9)

The same transformation was applied to the corresponding adiabatic Hamiltonian,
i.e. the diagonal adiabatic energy matrix E, to obtain the Hamiltonian (H):

UT
1 EU1 =UT

1

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

E1 0 0 . . .

0 E2 0 . . .

0 0 E3 . . .
...

...
...

. . .

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

U1 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

Hll Hlm Hlm . . .

Hml Hmm Hmn . . .

Hnl Hnm Hnn . . .
...

...
...

. . .

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

(3.10)

In the limiting case of the 2-state schemes, the diabatic charge difference matrix,
∆qdiab, (or similarly the diabatic dipole moment matrix, µdiab) and diabatic Hamil-
tonian (Hdiab) can be obtained already from Equations 3.9 and 3.10, respectively.
However, in the multi-state schemes, there may exist several states localized on the
same site, i.e. with the same nature, and thus H should be localized within the same-
site states. The states obtained in this manner are adiabatic within one block, but
diabatic with respect to the states localized at different sites.

Thus, in the next step, the states are classified as the local or CT states according to
their eigenvalues in the diagonalized∆q (or µ) matrix (obtained from Equation 3.9).

51



According to Yang and Hsu [51], in the FCD scheme, the ∆q values for the ideal
CT states should be 2 or −2, while those of the local states should be zero. Similarly,
in GMH, the local states should have small µ values, whereas those of the CT states
should approach the ideal dipole moment defined as∆µid

if = eReD–eA, where ReD–eA

is the distance between the mass centers of eD and eA. Similarly to the work of Yang
and Hsu, the averages of the∆q values of the ideal local (zero) and CT states (±2),
i.e. ±1, were used as the thresholds for ∆q to assign the local and CT subspaces
in Publications III and IV. However, in the case of the multi-state GHM schemes,
instead of using the half of the ideal dipole moment for assigning the states like sug-
gested by Yang and Hsu, the threshold of 10.0 D was used in Publication III, because
otherwise there would not have been any CT states in some cases.

After assigning the states, H (obtained from Equation 3.10) is re-diagonalized within
each block (i.e. local and CT) to define the Hdiab:

UT
2

⎛

⎝

HLS HLS,CT

HCT,LS HCT

⎞

⎠U2 =

⎛

⎜

⎜

⎜

⎝

ECT1
eHCT1,LS
eHCT1,CT2

eHLS,CT1 ELS
eHLS,CT2

eHCT2,CT1
eHCT2,LS ECT2

⎞

⎟

⎟

⎟

⎠

(3.11)

where each bold letter refers to a matrix in the local and CT subspaces defined by
the subscript, E is a diagonal matrix, and the final coupling values (Hif) are obtained
as the corresponding off-diagonal matrix elements in eHLS,CT. Furthermore,∆qdiab

can be obtained by applying the same transformation U2 to the diagonalized∆q (or
µ) matrix obtained from Equation 3.9:

UT
2

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

∆ql 0 0 . . .

0 ∆qm 0 . . .

0 0 ∆qn . . .
...

...
...

. . .

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

U2 =

⎛

⎜

⎜

⎜

⎝

∆qdiab
CT1 0 ∆qdiab

CT1,CT2

0 ∆qdiab
LS 0

∆qdiab
CT2,CT1 0 ∆qdiab

CT2

⎞

⎟

⎟

⎟

⎠

(3.12)
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The adiabatic electronic and transition dipole moments and charge differences for
the GS and selected number of the singlet excited states were calculated by using the
GMH and FCD schemes as implemented in Q-Chem 4.2. The Q-Chem software
yields the 2-state couplings between each state, but only the 2-state FCD couplings
were used as such. In Publication IV, the coupling calculations were carried out
with the grid of 99 Euler–Maclaurin radial grid points and 302 Lebedev angular grid
points, SCF convergence criterion of 10−6, and the cutoff for neglect of two electron
integrals of 10−12 to keep the calculations carried out with Gaussian 16 and Q-Chem
consistent. Moreover, the radii from the Universal Force Field with a scaling factor
of 1.1 were employed in conjunction with CPCM. Due to the SCF convergence
problems of larger SMA-based complexes, the iterative conjugate gradient solver was
employed together with the Precond, NoMatrix, and UseMultipole keywords.
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4 RESULTS AND DISCUSSION

This chapter will summarize the key findings of this work, which have been pre-
sented in more detail in Publications I–IV. First, the OT ω values determined for
all the studied compounds and their interfacial complexes are presented. After this,
structural and optoelectronic properties of the individual PSC compounds will be
examined to understand better their functionality and performance in the PSCs.
Then, a step towards understanding of the interactions between the eD and eA com-
pounds at their local interfaces will be taken by examining the structures and CT
characteristics of the selected eD–eA complexes. Finally, the results of the multi-
state electronic coupling calculations together with the other CT rate parameters
and rates for the ED and CR processes taking place in the eD–eA complexes are
presented. In all cases, the effect of the functional and dispersion corrections on the
features is closely examined. Furthermore, the effect of other calculation parameters
and models used will be also considered.

4.1 Optimally tuned range-separation parameters

All the OTω values determined for the individual eD and eA compounds and their
complexes in Publications II–IV are represented in Table 4.1. In general, the OTω
values are smaller than the default ones in theωB97X (0.3 bohr−1),ωB97X-D (0.2
bohr−1), and BNL (0.5 bohr−1) functionals. This is consistent with the previous
findings that the originalω values of the LRC functionals are too large for the sys-
tems with the extended π-conjugation [130], such as the polyenes and oligoacenes
[130] and the D–A copolymers [9, 12, 14], leading to a large localization error [26].
Thus, the tuning ofω is required for better description of photoactive systems, when
employing the LRC functionals.
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Table 4.1 Optimally tuned (OT) range-separation parameters (ω, in bohr−1) of the LRC-
functionals determined in vacuum.1

Model OT-ωB97X OT-ωB97X-D OT-BNL Publication

eD

BDT-TFQ 0.10 (0.11)2 0.09 (0.10)2 - II

TQ - - 0.15 III

BDT-TzBI - 0.09 (0.12)2 - IV

DTB-EF-T - 0.09 (0.11)2 - IV

BDB-T-2F - 0.10 (0.11)2 - IV

eA

PC61BM 0.16 0.15 - II

PC71BM 0.14 0.13 0.18 II&III

NDI2OD-2T - 0.12 (0.16)2 - IV

ITIC - 0.09 - IV

ITIC-4F - 0.09 - IV

ITIC-2Cl - 0.09 - IV

eD–eA

BDT-TFQ–PC71BM 0.13 0.12 - II

TQ–PC71BM - - 0.17 III

BDT-TzBI–NDI2OD-T2 - 0.14 - IV

DTP-EF-T–ITIC-4F - 0.10 - IV

BDB-T-2F–ITIC-2Cl - 0.10 - IV
1 The OTω values of the individual compounds and complexes were obtained with the

Equation 3.1 and Equation 3.2, respectively. In Publications II and III, the 6-31G* basis
set was employed in the tuning of ω, whereas in Publication IV, the 6-31G** basis set
was employed.

2 The OTω values of the oligomeric models employed in the eD–eA complexes, i.e. the
planarized trimer for BDT-TFQ and the monomer for other compounds.

In OT-ωB97X and OT-ωB97X-D, the OT ω values for the oligomers of the eD
D–A copolymers are generally the same, which indicates the similar extent of π-
conjugation in their backbone with the characteristic length scales (1/ω) [173] of
ca. 9–11 bohr (i.e. 5–6 Å). The SMAs ITIC and its derivatives have the same OT
ω values as the D–A oligomers, whereas fullerene derivatives and the tetramer of
the eA-type D–A copolymer P(NDI2OD-2T) have somewhat larger values due to a
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smaller degree of π-conjugation in them [130]. Overall, the OTω values of the eD
and eA compounds are in line with those (0.10–0.20 bohr−1) determined for other
D–A copolymers [9, 12, 14] and fullerene derivatives, i.e. PC61BM and PC71BM
[174, 175]. The OT ω values determined for the eD–eA complexes are between
those of the individual molecules, although somewhat closer to those of the eA com-
pounds.

When comparing different LRC functionals, it can be seen that the OTω values for
OT-ωB97X and OT-ωB97X-D are almost the same, those of OT-ωB97X being only
0.01 bohr−1 larger. As the only difference between these functionals is the empirical
dispersion corrections included in ωB97X-D, it can be concluded that the dispersion
corrections do not have a significant effect on the OT ω values and consequently
the characteristic length scales. The OTω values for OT-BNL are generally slightly
larger than those for OT-ωB97X and OT-ωB97X-D. This is most probably due to
a partial SR HF exchange in ωB97X and ωB97X-D that is not included in BNL,
leading to the larger characteristic length of the SR/LR transition for OT-ωB97X
and OT-ωB97X-D [130]. Moreover, in the case of OT-BNL, the tuning of theω has
been carried out with the SP calculations using the B3LYP-optimized geometries,
which may have some influence, as well (see Section 3.2.3 for the further informa-
tion). However, the differences in the semilocal approximations to exchange and
correlation between different LRC functionals should not affect the overall picture
too much and similar results have been predicted when describing the conjugation
of the system [130] and the optical properties of the D–A oligomers [9] regardless
of the OT-LRC functional. Although the use of dispersion corrections can have a
notable influence, as will be seen for the eD–eA complexes later on.

While OT-LRC functionals have yielded improved IEs and vertical excitation ener-
gies for the D–A copolymers compared to the global hybrid and non-tuned LRC
functionals, as is observed in both this work and other theoretical studies [9, 12,
14], it should be noted that in some cases the OT tuning can lead to inconsistent re-
sults. For example, the BLA values predicted for highly conjugated polymers, such
as polyenes [33] and a planar cyclopentadithiophene-co-benzothiadiazole based D–
A copolymer [9], do not saturate with the increasing chain length, as should be ex-
pected with the increasing conjugation. In their study, Körzdörfer et al. explained
this by the lack of the size consistency in the OT-LRC functionals, which is a direct

57



consequence of tuningω with system size [33]. In other words, the OT-LRC func-
tional approaches the semilocal functional with the increasing chain length, while
losing size consistency of standard LRC functionals.

Another shortcoming of the OT-LRC functionals is the failure in combining the tun-
ing ofω with a continuum solvation model [163]. Namely, carrying out the tuning
in the presence of CPCM have resulted in unreasonable small values ofω and con-
sequently too low excitation energies for oligothiophenes [176]. This is because the
PCM affects the total energies, but not the DFT eigenvalues, i.e. the HOMO ener-
gies. One option to overcome this problem would be using an explicit solvent in the
tuning calculations. While this method has potential, it has several challenges, such
as large computational cost, difficulty in finding the right structure for solvent, and
delocalization of the HOMO over the solvent [163, 177]. The latter problem can
be overcome by using a locally projected self-consistent field [177], large computa-
tional cost caused by the explicit solvent still remains. Thus, in the absence of more
accurate methods at the moment, the tuning for large systems is recommended to be
carried out in vacuum and use the resultingω values in the PCM calculations [163],
as has been also done in this work.

4.2 Structural properties of polymer solar cell compounds

In this thesis, the structural characteristics of several PSC compounds have been ex-
amined with the DFT methods. Especially for the D–A copolymers, the structure
of the polymer backbone can have a significant impact on their ordering and pack-
ing tendencies in the solvent [13] and solid state [17]. Thus, the GS geometries of
the studied D–A copolymer models have been compared to better understand those
structure-function relations, which may determine their efficiencies. Furthermore,
for some of the compounds, the geometries of the corresponding radical ions, i.e.
cations and anions, and the excited states have been also optimized to investigate
their structural changes taken place upon ionization or excitation. The results of
these studies have been published in Publications I, II, and IV.
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4.2.1 Ground-state structural properties

The shapes and curvatures of the backbones of the D–A copolymers and SMAs
are controlled by the sizes and shapes of the donor and acceptor units, conforma-
tional preferences, and resulting torsions between the neighboring units [111, 178].
Among the studied compounds, the GS geometries of the D–A oligomers have in-
deed different shapes and degrees of the curvature (Figures 4.1 and 4.2). Most of
them have the sine wave-shaped backbones, except for eD-type DTB-EF-T, whose
backbone have a zigzag-shape, and for eD-type BDT-TFQ and eA-type NDI2OD-
T2 (Figure 4.3), which have helical structures. The backbone of the eD copolymer
PTQ including the phenyl side groups in the quinoxaline unit has been observed to
have a helical shape, as well [150]. However, in this work, the phenyl groups in the
studied TQ oligomers have been replaced by hydrogen atoms to ensure the planar
backbones (see Section 3.1.3).

In addition to the shapes of the backbone units, the weak non-bonding intramolec-
ular interactions between particular atoms (e.g. oxygen, sulfur, nitrogen, hydrogen)
of the neighboring backbone units impact the planarity and define the conforma-
tional preferences of the D–A copolymers [111]. In Publication I, the global hy-
brid functional B3LYP predicts that BDCPDT-TPD and BDT-TPD, which consist
of only alternating donor and acceptor units, have planar (0–3◦) or nearly planar
(1–11◦) backbones, respectively (Figure 4.1). The results obtained with the non-
tuned LRC functional CAM-B3LYP for these oligomers are the same. Both com-
pounds prefer the syn-conformation due to non-traditional hydrogen bonding [111]
predicted between the carbonyl oxygen of the TPD acceptor unit and hydrogen of
the neighboring donor unit, which enhances the planarity of the backbones. Fur-
thermore, the ladder-type donor unit in BDCPDT-TPD increases the planarity com-
pared with BDT-TPD, which includes smaller BDT donor unit. In the case of these
eD oligomers, the conformation of backbone is not observed to have much effect
on their planarity or optoelectronic properties. The GS geometry of BDT-TPD pre-
dicted here is inline with the previous theoretical studies of the same compound [8,
9].
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BDCPDT-TPD

BDT-TPD

BDT-TFQ

Figure 4.1 Optimized GS geometries of the most stable conformations of the oligomeric models
of the eD-type PSC copolymers calculated at the B3LYP/6-31G** level of theory in vacuum. The
hydrogens are not shown in the side-view figures (on the right) for the clarity.

As mentioned in Section 2.1.1, the planar backbones of the D–A copolymers have
been originally aimed for to ensure the high efficiencies of the corresponding PSCs.
In the case of BDT-TPD, high PCEs (ca. 8.5%) have been predicted for the PSCs
based on the corresponding copolymer and PC71BM. However, this is not the case
with the ladder-type BDCPDT-TPD, as the PCEs predicted for the device incorpo-
rating the corresponding copolymer and PC71BM have been only ca. 6.6%. Thus,
the backbone of BDCPDT-TPD might be too rigid leading to the poorer perfor-
mance compared to BDT-TPD. However, it should be noted that the efficiency of
a PSC and optimal morphology of the active layer are not governed entirely by the
backbones of the D–A copolymers, but the choice of the side chains, processing con-
ditions, and eA compound may play role, as well.

The backbones of the eD-type oligomers consisting of additional thiophene spac-
ers between the donor and acceptor units, i.e. BDT-TFQ, BDT-TzBI, DTB-EF-T,
and BDB-T-2F, have larger torsional twists (3–41◦ in vacuum, see the original Pub-
lications II and IV for the definitions of the dihedral angles) between the units as
predicted by B3LYP and the non-tuned LRC and OT-LRC functionals (Figures 4.1
and 4.2). This is due to the larger degrees of freedom between the units induced by
the thiophene spacers. In these compounds, the BDT donor and thiophene units
are anti to each other due to steric repulsion between the neighboring sulfur atoms,
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BDB-T-2F

DTB-EF-T

BDT-TzBI

Figure 4.2 Optimized GS geometries of the most stable conformations of the oligomeric models
of the eD-type NF PSC copolymers calculated at the OT-ωB97X-D/6-31G** level of theory in
blend. The hydrogens are not shown in the side-view figures (on the right) for the clarity.

while the thiophene and acceptor units can be either syn (BDT-TFQ , BDT-TzBI,
and BDB-T-2F) or anti (DTB-EF-T) to each other depending on the possible attrac-
tive and repulsive interactions between the neighboring heteroatoms (i.e. sulfur, ni-
trogen, oxygen, and fluorine). In line with similar TQ [150], a helical backbone is
predicted for BDT-TFQ, which is most probably due to the relative orientations of
the backbone units and metoxyphenyl side groups in the quinoxaline acceptor units.
The GS geometry of BDB-T-2F is also consistent with the previous theoretical char-
acterizations [16, 19]. As the PSCs employing the corresponding D–A copolymers
have had high PCEs of ca. 8.0% for PBDT-TFQ–PC71BM [179] and 9.2–14.2% for
the NF PSCs [25, 145, 147], it can be concluded that this type of twisted backbone
with thiophene spacers may be more beneficial for the performance of the PSC than
the planar, rigid backbone predicted for BDCPDT-TPD.

Among the studied eA compounds, the SMA compounds ITIC and its derivatives,
ITIC-2Cl and ITIC-4F, are planar (0◦, see the original Publications I, II, and IV for the
definitions of the dihedral angles), as can be expected from their rigid central cores
(only the optimized geometry of ITIC is presented in Figure 4.3). The OT-ωB97X-
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ITIC

NDI2OD-T2

Figure 4.3 Optimized GS geometries of the most stable conformations of the eA-type NF PSC
compounds calculated at the OT-ωB97X-D/6-31G** level of theory in blend. The hydrogens are
not shown in the side-view figures (on the right) for the clarity.

Table 4.2 Dihedral angles (in degrees)1 and BLA values (in Å)2 of the GS geometries of the
oligomeric and periodic (in parenthesis) models of PBDT-TFQ predicted with different functionals.

Functional α β1 β2 BLA

B3LYP 163 (158) -10 (-15) -7 (-10) 0.036 (0.039)

B3LYP-D 160 (-) -12 (-) -10 (-) 0.037 (-)

ωB97X 157 (155) -16 (-18) -20 (-19) 0.059 (0.060)

ωB97X-D 156 (-) -15 (-) -17 (-) 0.052 (-)

OT-ωB97X 161 (160) -21 (-21) -21 (-19) 0.043 (0.044)

OT-ωB97X-D 159 (-) -18 (-) -13 (-) 0.042 (-)
1 Between the donor and first thiophene (α), first thiophene and ac-

ceptor (β1), and acceptor and second thiophene (β2) in the CRU of
BDT-TFQ. See Publication II for the definitions of the dihedral an-
gles.

2 The oligomeric BLA values were calculated from the innermost
CRU of the trimer.

D functional predicts that the syn-conformation is the most stable for ITIC, i.e. the
sulfurs of the IT donor core unit and neighboring carbonyl oxygen of the INCN
end-groups prefer to be on the same side. The similar findings have been observed in
the previous theoretical calculations with the B3LYP/6-31G** level of theory [180]
and experiments [181], although in the latter case, somewhat larger torsions (4–5◦)
have been predicted for the crystal structures of ITIC by X-ray diffraction analysis.
The differences between the calculated and experimental results may be due to the
truncated side chains used here, as the full side chains and the presence of neighboring
molecules in the solid state most probably induce additional torsion between the
backbone units.
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On the contrary, the backbone of eA-type oligomer NDI2OD-2T calculated with
ωB97X-D has relatively large twists (ca. 29–60◦, see the original Publications I, II,
and IV for the definitions of the dihedral angles) from planarity (Figure 4.3). This
is consistent with the previous findings, although the dihedral angles between the
donor thiophene and acceptor NDI units (ca. 60◦) predicted here are somewhat
larger than those obtained both theoretically at the B3LYP/6-31G** level of theory
(42◦ and 138◦) and experimentally (37◦ and 142◦) via IR and reflection–absorption IR
spectroscopy measurements [182]. The differences in the calculated results may be
due to the different functionals, while similar to the ITIC derivatives, the differences
between the calculations and experiments may originate from the absence of the full
side chains in the NDI acceptor and neighboring molecules. Like for ITIC, the syn-
conformation is observed also for NDI2OD-2T, i.e. sulfur atoms of the thiophene
donors and the carbonyl oxygens of the neighboring acceptor units are on the same
side. This is opposite to some of previous theoretical studies using the global hybrid
functionals [182]. However, the syn-conformation has been predicted also by the
(non-tuned) LRC CAM-B3LYP [183].

So far, the GS structural properties of the studied PSC compounds have been pre-
sented in the general level without discussing the effect of the functional. The di-
hedral angles of the GS geometries of BDT-TFQ predicted by the different func-
tionals are in the same range, although the functional has some effect on them (Ta-
ble 4.2). The global hybrid functional B3LYP predicts the deviations of 7–17◦ from
planarity. The inclusion of the dispersion corrections in B3LYP-D, increases the tor-
sions slightly up to 10–20◦. Both the non-tuned LRC and OT-LRC functionals pre-
dict the similar deviations from planarity of 15–24◦ and 13–21◦, respectively, which
are also slightly larger than those of B3LYP. The BLA (middle) values increases in
the order of the global hybrid <OT-LRC < non-tuned LRC functionals indicating
that the non-tuned LRC functionals predict the less delocalized backbone for BDT-
TFQ than other functionals due to the larger amount of HF exchange in them [14].
Similar trends in the effect of the functional on the dihedral angles and BLA values
have been predicted by Niskanen and Hukka [14].

63



4.2.2 Structural changes induced by ionization and excitation

To better understand the ionization and excitation characteristics of the studied PSC
compounds, different structural parameters including BLAs and bond length differ-
ences of their neutral, ionized, and excited states have been compared in Publications
I and IV. For the NF PSC oligomers, smaller BLA values (calculated for the inner-
most CRUs) are observed for the radicals due to the shortened single bonds and
lengthened double bonds compared to the neutral compounds. The trimers of the
studied eD copolymers have relatively similar BLA values, although smaller BLA is
predicted for the cation of DTB-EF-T indicating slightly larger delocalization for it
upon oxidation compared to other trimers. The BLA values of the anions of DTB-
EF-T and BDT-TzBI are smaller than those of BDB-T-2F indicating that their delo-
calization increases more upon reduction compared to BDB-T-2F. For the neutral
eA compound NDI2OD-T2, similar BLA values are observed as for the neutral eD
trimers. Depending on the number of the units used for calculating BLA, the cation
of NDI2OD-T2 has either smaller or slightly larger BLA values than the eD trimers.
However, the BLA values of the anion of NDI2OD-T2 are mostly larger than those
of the eD trimers. The BLA values for the optimized S1 geometries of the eD-type
trimers are close or equal to zero indicating delocalized structures, except that for
DTB-EF-T predicted in vacuum, which is slightly larger. Overall, the surrounding
medium does not have large effect on the BLA values.

The corresponding bond length differences between the radical ions and neutral
compounds give more insight into the regions that are the most affected by ioniza-
tion and excitation. Generally, the relaxation of the oligomer geometry taking place
upon both ionization and excitation processes shortens the single bonds and length-
ens the double bonds resulting in the inverse single–double C–C bond patterns with
respect to the GS geometry (Figure 4.4). The largest changes in the bond lengths
are observed inside or in the close region of the middle CRUs of the oligomers. For
the eD trimers BDT-TzBI and BDB-T-2F, the OT-ωB97X-D functional predicts that
the structural reformations induced by oxidation take place in the middlemost BDT
donor unit and neighboring thiophenes. The largest changes caused by reduction
are observed in the middlemost acceptor unit for BDT-TzBI, while for BDB-T-2F, re-
duction affects mostly thiophene (in vacuum) and donor units (in CHCl3 and blend
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Figure 4.4 Bond length differences (∆r ) between the OT-ωB97X-D/6-31G**-optimized (in
CHCl3) radical (c = cation and a = anion)/S1 and the neutral GS, i.e. S0 geometries of the
eD and eA compounds with respect to the bond lengths along the conjugation paths. The re-
gions corresponding to the middle CRUs (or middlemost donor and acceptor units in the case of
NDI2OD-T2) have been marked with the dashed lines in the graphs. Adapted from Publication
IV [184] - Published by The Royal Society of Chemistry.

environments) instead of the acceptor units. In DTB-EF-T, both oxidation and re-
duction induce the largest changes mostly in the substituted (i.e. acceptors) and un-
substituted thiophenes, whereas the BDT donor units are affected only in few cases.
In the eA compound NDI2OD-T2, oxidation and reduction cause similar changes in
the bond lengths as for BDT-TzBI and BDB-T-2F, namely the oxidation takes place in
the thiophene donor units and reduction in the NDI acceptor unit (with additional
thiophene units). This is inline with the results predicted by Fazzi et al. with the
non-tuned CAM-B3LYP [183].

According to OT-ωB97X-D, the excitations and following vibrational relaxations
of the eD trimers BDT-TzBI, DTB-EF-T, and BDB-T-2F occur mostly in the same
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regions as their reduction, i.e. in the acceptor and neighboring thiophenes of the
middle CRU, although for BDB-T-2F, the structural changes are observed in the BDT
donor, as well. For BDCPDT-TPD and BDT-TPD, B3LYP predicts that the largest
structural changes upon excitation to the S1 state occur in the middlemost donor and
acceptor unit, wheres the relaxation to the T1 state is more localized on the donor
units. Even thought no direct conclusions can be drawn from these results obtained
with different functionals, as they are for different compounds, the global hybrid
B3LYP seems to yield more delocalized description, which could be expected based
on the previous results [183] and its tendency for delocalized description of other
properties, as well.

4.3 Oligomeric versus periodic approaches

Finding of the good trade-off between the system size and computational level is
essential when modeling the conjugated PSC polymers. Many properties, such as
FMO energies, gap energies, IEs, and EAs are inversely proportional to chain length,
i.e. their values decrease with increasing conjugation length [36, 37]. The properties
of a polymer at the infinite chain length can be extrapolated from those of the corre-
sponding oligomers. However, care must be taken in extrapolating these values, as
most of them are method dependent and do not necessarily scale linearly with the
inverse of the chain length (1/n) [36, 37]. Thus, the linear fit, which is sometimes
chosen as an extrapolation method in the studies of PSC polymers, is not always the
best choice for all the properties. Alternatively, periodic values can be obtained with
the PBC-DFT method, but unfortunately it cannot be yet employed for calculating
all of the polymer properties (e.g. reorganization energies, IEs, excitation energies,
etc.).

In Publication I, the FMO and HOMO–LUMO gap energies at the infinite chain
length for BDCPDT-TPD and BDT-TPD have been obtained by both extrapolating
the oligomeric values and calculating the periodic ones with the PBC-DFT method.
Additionally, vertical excitation energies (for the S0→S1 transition) at the infinite
chain length have been also determined with different extrapolation techniques. The
oligomeric and periodic values predicted by B3LYP with respect to either 1/n or the
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Figure 4.5 Extrapolations of the oligomeric HOMO and LUMO energies with respect to the
reciprocals of both (a) n and (b) N, and the extrapolations of the oligomeric (c) HOMO–LUMO
gap and (d) vertical S0→ S1 excitation energies with respect to the reciprocal of N for BDCPDT-
TPD (O1) and BDT-TPD (O2) calculated at the B3LYP/6-31G** level of theory in vacuum. The
periodic values for BDCPDT-TPD (P1) and BDT-TPD (P2) are also presented in the graphs (a)–
(c). The extrapolations to the infinite chain lengths were carried out with the linear (dashed lines),
Kuhn (solid lines), and scaled Kuhn fits (dotted lines).

inverse of the number of the double bonds (1/N ) are illustrated in Figure 4.5. For
both compounds, the linear fit slightly overestimates the HOMO energies and un-
derestimates the LUMO and HOMO–LUMO gap energies compared to the periodic
values. For the HOMO–LUMO gap energies, both the Kuhn and scaled Kuhn fit
yield very similar values that are almost identical to the periodic ones. The scaled
Kuhn fit follows the data points even more closely than the original Kuhn fit. The
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similar trends are observed for the extrapolated vertical S0→S1 transition energies,
namely the linear fit yields the smallest values, while the Kuhn fit yields the largest.

All the techniques predict smaller gap energies and excitation energies for the ladder-
type BDCPDT-TPD than for BDT-TPD, which is most probably due to the ex-
tended conjugation and more planar structure of BDCPDT-TPD. The LRC func-
tional CAM-B3LYP predicts the same trends, although the HOMO energies are
energetically-destabilized and the LUMO energies are energetically-stabilized with
respect to the B3LYP values leading to the notable larger gap values. The confor-
mation of the polymer backbone does not have much effect on these trends and the
values predicted for different conformational models either by extrapolating or with
periodic calculations are rather similar.

When comparing the GS geometries of the oligomeric and periodic models of PBDT-
TFQ in Publication II, it is observed that the periodic models have dihedral angles
close to the oligomeric ones, although the periodic calculations predict slightly less
planar backbone (Table 4.2). The similar dihedral angles for the oligomeric and pe-
riodic models of the different D–A copolymers have been predicted previously [14].
The BLA (middle) values of the oligomers and the corresponding periodic values are
also close to each other. In Publication I, the oligomeric and periodic HOMO and
LUMO predicted for BDCPDT-TPD and BDT-TPD are observed to resemble also
each other, but due to the absence of the chain end effects in the periodic models,
the periodic HOMO and LUMO are delocalized along entire backbone, wheres the
oligomeric ones are localized mostly on the middle CRUs.

4.4 Optoelectronic properties of polymer solar cell

compounds

Characterization of the electronic and optical properties, i.e. FMO energies, gap
energies, IEs, and EAs, vertical excitation energies, and corresponding spectra, is one
of the main areas for the theoretical studies of the D–A copolymers and other PSC
compounds. However, the functional may have a large effect on the calculated values
and nature of the studied transitions. In this section, the effect of the functional on
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these features will be discussed. The results of these studies have been published in
Publications I, II, and IV.

4.4.1 Electronic properties

In Publications I and II, the HOMO, LUMO, and HOMO–LUMO gap energies
of the oligomers of the D–A copolymers employed as the eD compounds in the
polymer–fullerene systems have been examined. As mentioned above in Section 4.3,
due to the extended conjugation of the ladder-type BDCPDT-TPD, both the global
hybrid B3LYP and LRC functional CAM-B3LYP predict smaller HOMO–LUMO
gap energies for it compared to the similar BDT-TPD with the smaller BDT donor
unit. However, CAM-B3LYP predicts destabilized HOMO energies and stabilized
LUMO energies and thus larger HOMO–LUMO gaps for both compounds com-
pared with those predicted by the B3LYP. Similar trends have been observed for
BDT-TFQ in Publication II. Namely, the HOMO energies of BDT-TFQ decrease in
the order of the global hybrid>OT-LRC> non-tuned LRC functionals, whereas the
LUMO energies increase in the order of the global hybrid <OT-LRC < non-tuned
LRC functionals. Consequently, the LRC functionals yield larger HOMO–LUMO
gap energies than the global hybrids. Similar trends, i.e. the stabilized HOMO en-
ergies, destabilized LUMO energies, and larger HOMO–LUMO gaps predicted by
the LRC functionals with respect to the global hybrids, are also observed for the
fullerene derivatives PC61BM and PC71BM in Publication II. The results in Publica-
tions I and II also show that the conformation of D–A copolymer and inclusion of
the solvent environment do not have large effect on the calculated HOMO, LUMO,
and HOMO–LUMO gap energies of the studied compounds.

The FMO energies and HOMO–LUMO gaps of the PSC compounds calculated
with DFT are commonly compared to the experimental values derived from the
oxidation and reduction potentials, which have been determined with electrochem-
ical, e.g. cyclic voltammetry measurements. However, it should be noted that both
of these methods yield only approximate values of IE and EA of the studied sys-
tem from the different point of views [62]. Thus, the direct comparison of the
values obtained with these methods is misleading. More precise manner would be
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to calculate the IE and EA theoretically as the total energy differences between the
neutral and charged states and compare these results with the experimental values
obtained with gas-phase ultraviolet photoelectron spectroscopy and electron attach-
ment spectroscopy or inverse photoemission spectroscopy. In DFT, the exact func-
tional should yield the HOMO energy equal and opposite to the vertical IE. As
mentioned in Section 2.2.5, the OT-LRC functionals are designed to fulfill this rela-
tion, and thus they should provide IEs (and consequently HOMO energies) closer
to the experimental ones [131, 138]. Unfortunately, experimental reference values
of IE (and EA) are not always available for PSC materials.

In Publication II, it is observed that for PC71BM, the OT-ωB97X-D functional yield
the HOMO energy (-7.05 eV) closest to the (negative of) experimental IE determined
in the gas phase with the ultraviolet photoelectron spectroscopy [185]. The global
hybrid functionals yield the destabilized HOMO for PC71BM, whereas the non-
tuned LRC functionals yield stabilized HOMO compared to the experiments. Sim-
ilarly, in Publication IV, the IEs of the eD and eA compounds employed in the NF
PSCs are close to the experimental values. While the OT-LRC functionals have been
observed to provide the EAs of pentacene close to the experimental ones [45], here
it is noted that the EAs calculated in Publication IV are notable underestimated com-
pared to the experimental ones. This could be due to the inaccuracies in deriving EA
from the IE of the anionic system (see Equation 3.1). A basis set including diffuse
functions might yield more accurate EAs [8]. However, the effect of the extended
basis set has not been verified here, as such calculations would have been computa-
tionally too demanding for the studied systems.

4.4.2 Vertical excitation energies and absorption spectra

The vertical transition maxima, i.e. the transitions with the largest oscillator strength,
of the studied compounds are collected in Table 4.3. For the oligomers of the stud-
ied D–A copolymers and ITIC derivatives, this is the lowest vertical excitation, i.e.
S0→S1 transition, whereas for the fullerene derivatives, higher-energy transition is
the maximum. Generally, B3LYP underestimates the vertical excitation energies by
0.1–0.4 eV with respect to the experimental values, which are also presented in Ta-
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Table 4.3 Vertical excitation energies (in eV) for the transition maxima1 of the eD and eA com-
pounds calculated with different functionals in vacuum and solvent (in parentheses).2,3

Model B3LYP ωB97X ωB97X-D OT-ωB97X OT-ωB97X-D Exp.

eD

BDCPDT-TPD4 1.76 - - - - 1.96

BDT-TPD4 1.97 - - - - 2.03

BDT-TFQ 1.82 3.09 2.82 2.27 (2.28) 2.28 (2.28) 2.24

BDT-TzBI - - - - 2.43 (2.48) 2.27

DTB-EF-T - - - - 2.56 (2.57) 2.28

BDB-T-2F - - - - 2.49 (2.49) 2.25

eA

PC61BM 3.50 4.82 4.51 4.18 (4.13) 4.26 (4.21) 3.75

PC71BM 2.37 2.97 2.77 2.59 (2.58) 2.64 (2.63) 2.68

NDI2OD-2T - - - - 2.38 (2.41) 1.85

ITIC - - - - 2.20 (2.07) 1.83

ITIC-4F - - - - 2.16 (2.03) 1.72

ITIC-2Cl - - - - 2.17 (2.04) 1.73
1 The transitions with the largest oscillator strengths, i.e. the S0→S1 transitions for the

oligomers of the D–A copolymers.
2 The 6-31G** basis set was employed in all calculations.
3 Experimental UV-Vis spectra were measured in toluene for BDCPCT-TPD, PC61BM,

and PC71BM, in CHCl3 for BDT-TPD, BDT-TzBI, BDB-T-2F, and ITIC, in 1,2-DCB
for BDT-TFQ, and in CB for DTB-EF-T. For ITIC-2Cl and ITIC-4F, the experimental
absorption was measured from thin films. The solvents used in the calculations were
chosen accordingly, except for DTB-EF-T, ITIC-2Cl, and ITIC-4F, for which CHCl3
was used.

4 The vertical excitation energies calculated with CAM-B3LYP were 2.47 eV for
BDCPDT-TPD and 2.70 eV for BDT-TPD.

ble 4.3. The non-tuned LRC functionals overestimate excitation energies by 0.1–1.1
eV compared to the experiments, which is due to the larger amount of the explicit
HF in them compared to the global hybrids. The OT-LRC functionals yield ex-
citation energies between those of B3LYP and non-tuned LRC functionals and in
some cases, e.g. for BDT-TFQ and PC71BM, the excitation energies obtained with
OT-ωB97X and OT-ωB97X-D are almost equal to the experimental values.
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Figure 4.6 UV-Vis absorption spectra of BDT-TFQ (n = 3) calculated in 1,2-DCB using TDDFT
with different functionals and the 6-31G** basis set. The digitized experimental spectrum of the
PBDT-TFQ copolymer is also presented (the vertical axis has been scaled to match the maximum
of the calculated OT-ωB97X spectrum. Reproduced from [149] with permission from the PCCP
Owner Societies.

The corresponding UV-Vis spectra of the studied D–A copolymers are characterized
by two bands: a dominant one at the lower-energy with large oscillator strength and
a second one at the higher energy with smaller oscillator strength. In all cases, the
dominating peak originates from the S0→S1 transition, which has an ICT nature
(see the corresponding NTOs below). The overall shapes of the calculated spectra
correspond well with those of experimental ones. However, as observed for the
excitation energies reported in Table 4.3, the functional has a large effect on the
relative position of the spectra with respect to the experiments [143].

The UV-Vis absorption spectra of eD-type trimer BDT-TFQ calculated with several
functionals are presented in Figure 4.6 together with the experimental reference spec-
trum [143]. As is observed for the S0→S1 excitation energies predicted by different
functionals in Table 4.3, the OT-ωB97X and OT-ωB97X-D yields the spectra closest
to the experimental one. The oscillator strengths for the main peak increase in the
order of B3LYP (B3LYP-D) <OT-LRC < non-tuned LRC functionals. The same
trend is observed [9] also by Pandey et al.
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Overall, these results are inline with the previous findings on the effect of the func-
tional and improved description of the excitation energies and spectra of the D–A
oligomers with the OT-LRC functionals [9, 12, 14]. However, this does not apply for
all the studied compounds, as OT-ωB97X-D overestimates the excitation energies of
PC61BM and the NF PSC compounds by 0.2–0.5 eV with respect to the experiment.

4.4.3 Intramolecular charge transfer in the donor–acceptor copolymers

The nature of the S0→ S1 transition for the studied D–A copolymers can be exam-
ined by illustrating the corresponding NTOs obtained for their oligomers. Overall,
all the studied oligomers have ICT from the donor units to the acceptor units with
a varying degree depending on the torsions between the units and functional used.
The contributions of the backbone units to the corresponding NTOs (the dominant
pair) of the studied eD and eA compounds are presented in Table 4.4.

Table 4.4 Contributions (%) of the electron densities of the donor (D), thiophene (T), and ac-
ceptor (A) backbone units to the NTOs1 of the studied eD and eA compounds.

hole electron

Compound Functional λNTO D T A D T A

BDCPDT-TPD B3LYP 0.92 81 - 19 67 - 33

CAM-B3LYP 0.61 81 - 19 67 - 33

BDT-TPD B3LYP 0.88 75 - 25 50 - 50

CAM-B3LYP 0.57 74 - 26 52 - 48

BDT-TFQ B3LYP 0.91 47 38 15 16 25 59

OT-ωB97X-D 0.66 38 44 18 17 24 59

BDT-TzBI OT-ωB97X-D 0.64 42 40 18 24 28 48

DTB-EF-T OT-ωB97X-D 0.64 36 23 41 33 17 50

BDB-T-2F OT-ωB97X-D 0.61 40 39 21 30 33 37

NDI2OD-2T OT-ωB97X-D 0.60 78 - 22 13 - 87

ITIC OT-ωB97X-D 0.87 79 - 21 54 - 46

ITIC-4F/ITIC-2Cl OT-ωB97X-D 0.87 78 - 22 53 - 47
1 For the S0→S1 transitions as calculated in vacuum with TDDFT.
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For BDCPDT-TPD, BDT-TPD, and BDT-TFQ, B3LYP yields one dominating NTO
pair (λNTO > 0.9), which indicates a partial CT from the donor units to the acceptor
units (see Figure 4.7 for BDT-TFQ). As the S0→ S1 transition is mainly HOMO→
LUMO in nature for these compounds, their NTOs resemble closely to the FMOs
(see Publication I for the illustration of the FMOs for BDCPDT-TPD and BDT-
TPD). The similar shapes of the main NTO pair for the S0→ S1 transition and FMOs
have been observed for the other D–A copolymers also in the previous studies [8, 9].
In BDCPDT-TPD, the contribution of the donor units to both the hole and electron
NTOs are larger than that of the acceptor units, whereas in BDT-TPD, the donor
units contribute more to the hole NTO than the acceptor units, but in the electron
NTO, they have equal contribution.

In the case of the other eD oligomers, a partial CT is observed as well (Table 4.4), but
on the contrary to BDCPDT-TPD and BDT-TPD, which consisted of only donor
and acceptor units, there are additional thiophene spacers in the backbones of BDT-
TFQ, BDT-TzBI, DTB-EF-T, and BDB-T-2F. Based on the calculated contributions
of the backbone units to the NTOs, these thiophenes act as donors transferring
charge density to acceptor units as well. In the case of BDT-TFQ (see Figure 4.7),
all functionals predict that the hole NTO is delocalized along the backbone with
larger amount of charge density on the donor units than on the thiophenes or accep-
tor units, whereas the electron NTO is localized mainly on the acceptor units with
a small amount of charge density on the donor units and thiophenes, as well. Sim-
ilar CT character is predicted also by OT-ωB97X-D for BDT-TzBI and BDB-T-2F.
The amount of the charge density transferred from the donor and thiophene units
to the acceptor units is somewhat larger in BDT-TzBI (ca. 30 percentage points, i.e.
pp) than in BDB-T-2F (16 pp). As the copolymers of these oligomers have been em-
ployed in the efficient fullerene-based [179] and NF PSCs [145, 147], their CT char-
acter seems to be beneficial for the performance of the corresponding PSC. However,
no direct conclusions can be drawn merely on the amount of transferred charge den-
sity, as a relatively small amount (9 pp) of charge density is observed to transfer in
DTB-EF-T, the corresponding copolymer of which has been incorporated in the one
of the most efficient NF PSC so far [25].

In general, the LRC functionals tend to yield somewhat different description for the
NTOs of the S0→ S1 transitions of the D–A oligomers compared to the global hy-

74



electronhole

hole electron

hole electron

B3LYP

OT-ωB97X

D: 47%; T: 38%; A: 15% D: 16%; T: 25%; A: 59%

D 38%; T: 44%; A: 18% D: 17%; T: 24%; A: 59%

D 31%; T: 47%; A: 22% D 14%; T: 23%; A: 63%

λ      = 0.91NTO

1

λ      = 0.66NTO

1

λ      = 0.24NTO

2

Figure 4.7 NTOs (the dominant pairs) and the contributions of the donor (D), thiophene spacer
(T), and acceptor (A) units to the NTOs calculated in vacuum using TDDFT with different function-
als and 6-31G** basis set for the S0→ S1 vertical transition of BDT-TFQ (isodensity contour =
0.025). The fractions of the hole–electron contribution to the transition, λNTO, are also presented.
Adapted from [149] with permission from the PCCP Owner Societies.

brids. As mentioned above, the global hybrid B3LYP tends to yield one dominating
NTO pair, which is typically mainly HOMO→ LUMO in nature, whereas the LRC
functionals predict additional electronic configurations and consequently additional
NTO pairs that can contribute to the lowest electronic transition [9]. For the eD
oligomers BDCPDT-TPD and BDT-TPD, the LRC CAM-B3LYP functional yields
slightly more localized description of the main NTO pair compared with B3LYP.
However, the overall contributions of the backbone units to the main NTOs are
close to those predicted by B3LYP. For both compounds, the second NTO pair con-
tributes also to their S0→ S1 transition. In the case of the eD oligomer BDT-TFQ,
the OT-LRC functionals yield also the similar CT character for the main NTO pair
of the S0→ S1 transition as B3LYP (1 in Figure 4.7). However, the contributions of
thiophene spacers to the hole NTO are larger with OT-ωB97X than with B3LYP.
The electron NTO is almost the same with both the functionals. In the second NTO
pair (2 in Figure 4.7), OT-ωB97X predicts also a partial CT from the donor and thio-
phene units to the acceptor units with similar contributions to the first NTO pair,
but the NTOs are now localized in the different parts of the backbone.
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4.5 Local interfacial eD–eA complexes

The morphology, i.e. the molecular order and microstructure of the active layer
is one of the key factors defining the efficiency of charge generation in PSCs [87].
While information regarding the molecular packing behavior in the blend can be
obtained via atomistic MD simulations, the quantum mechanical calculations of the
local complex structures yield insight into electronic-level phenomena taking place
at the interfaces of the participating molecules. In this section, structural and CT
characteristics of the local interfacial complexes of the studied eD–eA systems are
discussed. They comprise both conventional polymer–fullerene and emerging NF,
i.e. polymer–polymer and polymer–SMA type blend systems. The results of these
studies have been published in Publications II–IV.

4.5.1 Structural characteristics of eD–eA complexes

In Publication II, the effect of the functional on the optimal intermolecular distance
between the planarized oligomeric model of the D–A copolymer PBDT-TFQ and
PC71BM has been examined. Furthermore, energetically the most favorable position
(donor vs. thiophene vs. acceptor unit) and orientation (vertical vs. horizontal) of
PC71BM on the top of BDT-TFQ have been considered. The global hybrid B3LYP
and the OT-LRC functional OT-ωB97X yield the largest distances between the com-
pounds of 4.0–5.3 Å, whereas other functionals predict the similar distances of 3.3–
3.7 Å, which are consistent with the previous MD simulations of the BDT-TPD–
PC71BM system [18]. Inclusion of the dispersion corrections in B3LYP-D and OT-
ωB97X-D decrease the predicted distances with respect to B3LYP and OT-ωB97X,
respectively. The interaction energies follow the opposite trend than the optimal
distances. The relatively large intermolecular distances (and small interaction ener-
gies) predicted with OT-ωB97X may be due to a too small ω for describing these
complexes for which reason the OT-ωB97X functional is closer to a pure density
functional (B97X with a limiting case ofω = 0.00 bohr−1) than to a LRC functional.
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Table 4.5 Optimal intermolecular distances (dopt) and interaction energies (Eint)

between BDT-TFQ and PC71BM in the BDT-TFQ–PC71BM complexes1 calculated
with different functionals and the 6-31G* basis set.

Orientation of PC71BM

Vertical Horizontal

Functional dopt (Å) Eint (kJ mol−1) dopt (Å) Eint (kJ mol−1)

B3LYP 4.0 -1.0 4.0 -1.3

B3LYP-D 3.3 -55.5 3.3 -63.7

ωB97X 3.4 -19.5 3.4 -22.7

ωB97X-D 3.3 -58.0 3.3 -66.1

OT-ωB97X 4.7 -0.5 4.7 -0.9

OT-ωB97X-D 3.4 -42.0 3.3 -47.0
1 The results are only for the complexes, where PC71BM is on the top of the

acceptor unit of BDT-TFQ. For the other complexes, see the original Publi-
cation II.

Overall, the orientation of PC71BM does not have a significant effect on the optimal
intermolecular distances, i.e. they are practically the same whether PC71BM is ver-
tically or horizontally oriented with respect to BDT-TFQ, see Table 4.5. However,
the (absolute) interaction energies are somewhat larger for the horizontal models.
In Publication II, all the functionals are observed to predict the smallest intermolec-
ular distances and largest interaction energies, when PC71BM locates on the top of
the quinoxaline acceptor unit of BDT-TFQ. In most cases, the largest distances and
smallest interaction energies are obtained when PC71BM is on the top of the donor
unit of BDT-TFQ, except for the vertical models, where the smallest interaction en-
ergies are observed, when PC71BM is on the top of the thiophene unit. The stronger
interaction between the acceptor unit of the D–A copolymer and PC71BM has been
observed also by a previous experimental study [186] and it may play a role in the
preferred binding sites of some copolymer–fullerene systems. However, this does
not apply to all systems, as opposite results have been obtained experimentally [186]
and theoretically [34], as well.

As the intermolecular distances between BDT-TFQ and PC71BM has been studied
via rigid SP PES scans, their geometries have not been optimized. In Publication IV,
somewhat different approach has been taken, as the geometries of polymer–polymer
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and polymer–SMA systems have been optimized to obtain their relaxed (GS) struc-
tures. Similarly to the BDT-TFQ–PC71BM complexes, several relative orientations
of these compounds have been considered to see whether they have some prefer-
ences. In the most stable configuration predicted for the polymer–polymer type
BDT-TzBI–NDI2OD-T2 complexes, the acceptor units of BDT-TzBI and NDI2OD-
T2 prefer to be face-to-face, while their donor units are also face-to-face (i.e. the
AA(1) configuration). This supports previous experimental findings for the face-to-
face stacking between the similar PTzBI-Si copolymer and P(NDI2OD-T2) [80]. In
the alternative configuration (with the energy difference of 0.9 kJ mol−1 to the most
stable one), the donor and acceptor units of BDT-TzBI and NDI2OD-T2 prefer to
be face-to-face, respectively, whereas the acceptor and donor units of BDT-TzBI and
NDI2OD-T2 are face-to-face, respectively (the DA(2) configuration). These kind of
face-to-face orientations between the copolymers are important for forming strong
π-orbital overlap at their interfaces, which will reduce the binding energy of the
excitons and promote the free charge carrier generation [7]. The intermolecular dis-
tances predicted here between the backbones of BDT-TzBI and NDI2OD-T2 are ca.
3.4–4.0 Å with the average of 3.7 Å, which is in line with the experimental π–π
stacking distance (3.7 Å) for this system [187].

In the polymer–SMA type complexes, DTB-EF-T–ITIC-4F and BDB-T-2F–ITIC-
2Cl, the electron-withdrawing INCN end groups of the ITIC derivatives have been
positioned above different backbone units of DTB-EF-T and BDB-T-2F, as these
kinds of relative orientations have been predicted in the MD simulations of other
polymer–ITIC systems [16]. This tendency for locating the end-groups of the ITIC
on the polymer backbone has been explained by the steric hindrance caused by the
hexylphenyl side groups in the IT core unit of ITIC, which prevent the approach of
the polymer chains. In Publication IV, the DA configuration of DTB-EF-T–ITIC-
4F, where the electron-withdrawing end-group of ITIC-4F is on the top of the BDT
donor unit of DTB-EF-T, is predicted to be the energetically more favorable con-
formation than the AA configuration. In the AA configuration, the end-group of
ITIC-4F has been positioned initially on the top of the acceptor unit, i.e. one of
the substituted thiophenes of DTB-EF-T, but is eventually located above the bond
connecting the acceptor unit and the neighboring BDT donor unit after the geom-
etry optimization of the complex. In the BDB-T-2F–ITIC-2Cl complexes, the op-
posite result has been obtained, namely the AA configuration, where the end-group
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of ITIC-2Cl is on the top of the acceptor unit of BDB-T-2F is predicted to be en-
ergetically more favorable than the DA configuration, where the end-group is on
the top of the donor unit. This is inline with the previous MD simulations of the
BDB-T-2F–ITIC systems [16, 19].

Alongside the interaction strength between the compounds, the length and degree
of branching of the polymer side chains control the accessibility of the backbone
and possible intercalation of fullerene derivatives between the side chains [71, 186].
As the full-length side chains have not been included here, the studied complexes do
not take these factors into account, but rather give an idea of the mutual interactions
between the eD and eA compounds.

4.5.2 Nature of the excited states in the eD–eA complexes

The functional has a great influence on the ordering and nature of the excited states of
the eD–eA complexes. In general, for the studied polymer–fullerene systems, BDT-
TFQ–PC71BM and TQ–PC71BM, the global hybrid functionals tend to predict a
intermolecular CT character for the (two or three) lowest excited singlet states with
a complete CT from the D–A oligomer to PC71BM (see Figure 4.8 for the NTOs of
TQ–PC71BM). In the higher energy, there is the main vertical transition with the
largest oscillator strength that corresponds to the intramolecular excitation of the
D–A oligomer, i.e. the LE state. Above these states in energy, there are additional
CT states or local excitations of PC71BM. This ordering of the states, i.e. the lowest
CT (CT1) state being at the lower energy than the LE state, is consistent with the
experimental findings for PTQ–PC71BM [188, 189].

However, both the non-tuned and OT-LRC functionals predict the opposite order-
ing of the states for the polymer–fullerene systems compared with the global hybrids
and experiments, namely the LE state is at the lower energy than the CT1 state. The
OT-LRC functional tends to predict the mixing of the local excitations of PC71BM
with the CT1 state, whereas the non-tuned LRC functionals either yield the CT1

state with the similar mixed character as the OT-LRC functionals or do not detect
any CT states among the ten lowest excited singlet states (see below). Similar de-
pendence between the functional and nature of the excited state was predicted for

79



B3LYP

hole holeelectron electron

TQ: 99% TQ: 1% TQ: 99% TQ: 98%

OT-BNL

LE (S )2

λ      = 0.74NTO

TQ: 96% TQ: 88% TQ: 70% TQ: 4%

hole holeelectron electron

PC  BM: 99%71

CT  (S )1

λ      = 1.00NTO

1

PC  BM: 1%71

CT  (S )1

λ     = 0.79NTO

5

PC  BM: 1%71

LE (S )4

λ      = 0.97NTO

PC  BM: 2%71

PC  BM: 4%71 PC  BM: 12%71 PC  BM: 30%71 PC  BM: 96%71

Figure 4.8 NTOs (the dominant pairs) of the CT1 and LE states of the TQ–PC71BM complexes
calculated in vacuum with TDDFT using different functionals and the 6-31G* basis set (isoden-
sity contour = 0.025). The contributions (%) of the compounds and the λNTO values are also
presented. Adapted from [151] with permission from the PCCP Owner Societies.

pentacene–C60 by Zhang et al. [45], namely B3LYP yielded a complete CT charac-
ter for the S2 state, whereas OT-LC-BLYP predicted the CT state with admixture of
the excitation of C60. The non-tuned LC-BLYP predicted S2 state to be a local exci-
tation of C60 and CT state was at the higher energy. The previous experimental and
theoretical studies have hinted for the possibility of the delocalized CT excitations at
or near the eD–eA interface of the PSC systems, which would have an important role
in decreasing the Coulomb binding energy due to the reduced electrostatic attraction
between the hole and electron [3, 190]. Thus, the OT-LRC functional including the
dispersion corrections appear to be the best choice for the correct description of the
intermolecular distances (see Section 4.5.1) and nature of the CT states at the local
interfaces of PSC systems.

In the polymer–fullerene system BDT-TFQ–PC71BM, the tuning of ω seem to affect
the appearance of the CT states, as the corresponding non-tuned LRC functionals
ωB97X and ωB97X-D do not predict any CT states among the ten lowest excited
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Figure 4.9 NTOs (the dominant pairs) of the different excited states of the BDT-TzBI–NDI2OD-T
complex (the AA(1) configuration) calculated in blend with TDDFT at the OT-ωB97X-D/6-31G**
level of theory (isodensity contour = 0.025). The λNTO values are also presented. The states
relevant for the ED and CR processes, i.e. the CT1 and LE states are highlighted with the dashed
rectangle. Reproduced from Publication IV [184] - Published by The Royal Society of Chemistry.
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Figure 4.10 NTOs (the dominant pairs) of the CT1 and LE states of the DTB-EF-T–ITIC-4F
complex (the DA configuration) calculated in blend with TDDFT at the OT-ωB97X-D/6-31G**
level of theory (isodensity contour = 0.025). The λNTO values are also presented. Reproduced
from Publication IV [184] - Published by The Royal Society of Chemistry.

singlet states at the constant intermolecular distance of 3.5 Å (Publication II). How-
ever, this is not a common trait for all non-tuned LRC functionals, as the non-tuned
CAM-B3LYP predicts CT states for TQ–PC71BM among the ten lowest excited sin-
glet states (e.g. the CT1 state at the fifth lowest singlet excited state, see Publication
III). As the default values ofω in these functionals are rather similar (ωB97X: 0.30
bohr−1,ωB97X-D: 0.20 bohr−1, CAM-B3LYP: 0.33 bohr−1), the appearance of the
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CT states are more likely governed by the differences between the studied systems
and the underlying approximations in these LRC functionals. The intermolecular
distance plays also a notably role on the appearance of the CT states for BDT-TFQ–
PC71BM, as no CT states are observed at the optimal distance of 4.7 Å with OT-
ωB97X, but at the smaller distance of 3.5 Å, the CT states can be observed.

In the case of the studied NF PSC systems, OT-ωB97X-D predicts the same order-
ing of the states as the global hybrids do for the polymer–fullerene systems, i.e. the
CT1 state is in the lower energy than the LE state. Interestingly, this is the oppo-
site to that predicted by OT-ωB97X-D for BDT-TFQ–PC71BM, i.e. the CT1 state is
in the higher energy than the LE state. While differences in the OT ω values pre-
dicted for these systems might explain the different ordering of the states [45], the
more likely explanation is the different type of systems, as the OTω value for BDT-
TFQ–PC71BM (0.12 bohr−1, see Table 4.1) is larger than those of the polymer–SMA
systems (0.10 bohr−1), but smaller than that of the polymer–polymer system (0.14
bohr−1).

Similarly to the polymer–fullerene systems, a small amount of a local excitation of
the eA compound NDI2OD-T2 is mixed with the CT1 state in the polymer–polymer
system BDT-TzBI–NDI2OD-T2 (the AA(1) configuration, Figure 4.9). However,
in the polymer–SMA systems, i.e. DTB-EF-T–ITIC-4F (the DA configuration, Fig-
ure 4.10) and BDB-T-2F–ITIC-2Cl (see Publication IV for the illustration of the
NTOs) no contributions of the local excitations to the CT1 state are observed. In the
AA(1) configuration of BDT-TzBI–NDI2OD-T2, the CT occurs from entire back-
bone of BDT-TzBI to the acceptor unit of NDI2OD-T2. In the polymer–SMA sys-
tems, the nature of CT is quite similar and CT occurs from the eD compound to
the end-group of the ITIC derivative, although in DTB-EF-T, the hole NTO is more
evenly distributed along the backbone, while in BDB-T-2F, it is mainly localized on
the acceptor unit. Interestingly, in BDT-TzBI–NDI2OD-T2, a "backward" CT pro-
cess is observed to take place from the thiophene donor units of the eA compound
NDI2OD-T2 to the several backbone units of the eD compound BDT-TzBI (the CT3

state in Figure 4.9). This kind of CT could correspond to the hole transfer from the
eA compound to eD, i.e. Channel II CT process, that may participate in the ET
process from the eD compound to eA compound during exciton generation [87].
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4.6 Calculating the charge transfer rates at local eD–eA

interfaces

Finally, the calculated CT parameters and rates for the studied eD–eA systems are
presented in this section. Here, the findings for applying the multi-state treatments
for calculating the electronic couplings, which have been originally presented in Pub-
lications III and IV, are also presented.

4.6.1 Electronic couplings with the multi-state treatments

Before going into the calculated CT rates of the studied PSC systems, the results of
the multi-state electronic coupling calculations carried out in Publications III and
IV, are discussed in closer detail. In most cases, the ED couplings are predicted to be
smaller than the CR couplings, although the opposite results are observed, as well.
For the polymer–fullerene system TQ–PC71BM, the choice of the functional has
an influence on the size of the electronic coupling values, especially when employ-
ing the GMH scheme (Figure 4.11, see Publication III for the results of PBE0 and
CAM-B3LYP). In general, both the GMH and FCD couplings increase in the order
of B3LYP (20% HF) < PBE0 (25% HF) < CAM-B3LYP ≤OT-BNL. Sini et al. have
observed [191] the similar linear correlation between the coupling values and the
percentage of the explicit HF exchange, i.e. larger couplings with the functionals
including larger amount of the HF exchange. While the LRC functionals employed
here can be expected to include the greater amount of HF exchange than the global
hybrids, this percentage cannot be directly assigned, as it depends on the amount
of HF exchange included in the LR (and SR) component, theω value, and studied
system. However, the amount of effective HF exchange can be used as an estima-
tion of the exact exchange instead [14, 191]. Although the effective percentages of
exact exchange in CAM-B3LYP and OT-BNL cannot be verified with the number
of the functionals used in this work, the couplings are excepted to increase with the
increasing amount of the effective HF exchange in the functional, as well.
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Furthermore, the functional has a clear effect on the relation between the coupling
values and the number of excited states used for forming the diabatic states. With
the global hybrid functionals, B3LYP (Figure 4.11a) and PBE0, both the GMH and
FCD scheme yield very constant couplings for the TQ–PC71BM that decrease only
slightly with the increasing number of states. This can be explained by the tendency
of the global hybrids to predict only a small or negligible mixing of the adiabatic
states (see Figure 4.8). Thus, as the adiabatic CT states are already well localized,
the diabatization does not change their nature much even with larger number of the
states.

However, with the LRC functionals, CAM-B3LYP and OT-BNL (Figure 4.11b), the
number of the states has more notable effect on the electronic couplings. Gener-
ally, the GMH and FCD ED couplings predicted with the LRC functionals decrease
with the increasing number of the states, with the exception of some multi-state re-
sults, which are slightly higher than the 2-state ones. Additionally, the FCD CR
couplings mainly decrease with the increasing number of the states, but the GMH
CR couplings do not follow such a clear trend and rather oscillate when the number
of states increases. These differences in the coupling values obtained with the differ-
ent number of states can be attributed to the tendency of the LRC functionals used
here to predict the mixing of the local excitation with the CT1 state (see Figure 4.8).

As the sizes of the studied TQ–PC71BM complexes set limitations to the computa-
tional time, it is not possible to determine whether the couplings predicted by the
LRC functionals have converged already to the certain values or whether more ex-
cited states would have been required. Nevertheless, based on the∆qdiab values of
the CT1 state (see the original Publication III), which are closer to the ideal value
of 2 with the 11-state FCD scheme (1.8–1.9) than with the 2–4-state schemes (0.7–
1.7), the 11-state FCD couplings are excepted to be more reliable. Similarly, while
not reaching the ideal dipole moments calculated for the studied TQ–PC71BM com-
plexes (41.1 D and 41.3 D for 3T4Q–PC71BM and 3Q4T–PC71BM, respectively),
the µdiab values of the CT1 state are closer to the ideal ones with the 11-state GMH
scheme (24.5–27.9 D) than with the 2–4-state schemes (11.4–21.8 D).

Alongside the functional, other calculation settings can influence the couplings. In
Publication III, the basis set, excited state method, and surrounding medium are
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Figure 4.11 Electronic couplings obtained using the GMH and FCD schemes with different
number of states (2–11) for the TQ–PC71BM complexes. The calculations were carried out in
vacuum with TDDFT using (a) B3LYP and (b) OT-BNL with the 6-31G* basis set. Adapted from
[151] with permission from the PCCP Owner Societies.

found to have a notable effect on the GMH CR couplings when employing the LRC
functionals, whereas no significant changes in the values are observed with the global
hybrid functionals. When comparing the excited state methods, TDA predicts larger
couplings with the LRC functionals than TDDFT. The same applies for the larger
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6-31G** basis set, which predicts larger couplings than the smaller 6-31G*. Further-
more, the GMH CR couplings calculated either in CHCl3 or blend are larger than
those obtained in vacuum. Thus, the GMH scheme is more sensitive to the differ-
ent calculation settings and number of the states than the FCD scheme is, especially
when using the LRC functionals. Based on these results, the use of FCD is more
recommended for calculating the multi-state couplings of the PSC systems when ap-
plying the LRC functionals.

This study has been extended in Publication IV, where the effect of the dispersion
corrections on the prediction of the multi-state electronic couplings has been exam-
ined for the polymer–polymer system BDT-TzBI–NDI2OD-T2. Both the ED and
CR couplings calculated with the FCD scheme and OT-ωB97X-D are very constant
regardless of the number of states. In other words, the 2-state and multi-state (for
3–26 states) values are almost the same. While the reference calculations both with-
out the dispersion corrections and with the defaultω values have not been carried
out to see, whether this is due to the dispersion corrections, OT-LRC functional
used, or the studied system, the dispersion corrections are expected to be beneficial
for the calculating the FCD electronic couplings for the PSC systems with the OT-
LRC functionals. Similar trends are observed also for the polymer–SMA systems in
Publication IV, as the 2-state and multi-state (i.e. 11-state) electronic couplings pre-
dicted for them are close to each other. However, in these systems, the effect of the
inclusion of more states could not be verified, as these calculations would have been
computationally too demanding.

It is well known that the electronic couplings are highly sensitive to the relative ori-
entations of the studied compounds [34, 91, 165, 192]. In Publication III, both the
ED and CR couplings of the polymer–fullerene system TQ–PC71BM are predicted
to be stronger (by ca. 21–83 meV for ED and 25–252 meV for CR) when PC71BM is
on the top of the thiophene donor unit of TQ than when it is on the top of quinoxa-
line acceptor unit. Similarly, stronger ED and CR couplings have been predicted by
Wang et al. with the fragment orbital approach [97] and the non-tunedωB97X-D,
when PC71BM is closer to the donor unit of PBDT-TPD [18]. They have also pre-
dicted stronger CR couplings with the 2-state FCD scheme and the OTωB97X-D
functional when PC71BM is on the donor unit of benzothiadiazole-quaterthiophene
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-based copolymers [15]. However, opposite results, i.e. stronger couplings on the
top of the acceptor units of the copolymers, have been observed, as well [34].

The relative orientation of the eD and eA compounds in the NF PSC systems is
also observed to have a notable effect on the calculated couplings. In the case of the
polymer–SMA systems, the strongest electronic couplings are predicted for the most
stable, i.e. DA and AA configurations of the DBT-EF-T–ITIC-4F and BDB-T-2F–
ITIC-2Cl, respectively (see Publication IV and Table 4.7). However, the most stable,
i.e. AA(1) configuration of the polymer–polymer system BDT-TzBI–NDI2OD-T2
has smaller couplings than the DA(2) configuration, which is energetically (by 0.9 kJ
mol−1) very close to the AA(1) one. These findings highlight the previously stated
fact that electronic couplings can change even by minor displacements of the inter-
acting compounds [91]. It should be noted that, unlike for example in the studies
of Wang et al. [15, 18], the full side chains have not been included here in the cou-
pling calculations. While the long alkyl side chains can be expected to impact the
preferred relative orientations and the resulting interactions between the eD and eA
compounds in the real blend systems [18], the electronic couplings predicted here
yield insight into the interactions between different units of the studied compounds.

4.6.2 Charge transfer parameters and rates

The parameters, i.e. electronic couplings, inner reorganization energies, and Gibbs
free energies, used for calculating the ED and CR rates at the local interfacial eD–
eA complexes are presented in Tables 4.6 and 4.7. The electronic couplings have
been discussed in the previous section, so they will not be considered here. Only the
results obtained in the blend environments will be presented. However, the values
predicted for TQ–PC71BM in CHCl3 (Publication III) will be also briefly discussed.

Overall, the global hybrid functionals predict smaller inner reorganization energies
than the LRC functionals. In the case of polymer–fullerene system TQ–PC71BM,
the polarity of the medium does not have much influence on the λi values and they
are similar in both CHCl3 and blend. The studied system seems to affect, whether
the λi values predicted for the ED processes are larger than those of the CR pro-
cesses. For both TQ–PC71BM and polymer–SMA system DTB-EF-T–ITIC-4F, the
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Table 4.6 Parameters for calculating the charge transfer rates for the ED and CR processes
of the TQ–PC71BM complexes calculated with different functionals and the 6-31G** basis set in
blend.

Functional Pos. of PC71BM Hif,ED Hif,CR λi,ED λi,CR ∆G◦ED ∆G◦CR

(meV) (meV) (eV) (eV) (eV) (eV)

B3LYP donor 41.8 50.2 0.14 0.22 0.03 -1.75

acceptor 29.4 27.7 0.14 0.22 -0.08 -1.64

PBE0 donor 45.5 51.9 0.15 0.23 -0.10 -1.73

acceptor 32.6 28.9 0.15 0.23 -0.22 -1.65

CAM-B3LYP donor 63.1 89.5 0.21 0.32 -0.15 -2.12

acceptor 49.4 41.6 0.21 0.32 -0.24 -2.08

OT-BNL donor 69.1 95.8 0.19 0.28 -0.08 -1.87

acceptor 48.3 47.3 0.19 0.28 -0.21 -1.81

λi,ED values are smaller than the λi,CR ones. The opposite, i.e. larger λi,ED values is
observed for the polymer–polymer system BDT-TzBI–NDI2OD-T2 and polymer–
SMA system BDB-T-2F–ITIC-2Cl. As the contributions of the geometrical changes
of the eA compounds to λi are the same in both the ED and CR processes (ED: eA
→ eA−, CR: eA− → eA), the eD compounds define the differences in the λi val-
ues for these processes. Thus, it can be concluded that the eD compounds TQ and
DTB-EF-T undergo larger geometrical changes upon CR, i.e. going from the cation
geometry to that of the neutral compound, than upon ED, i.e. going from the S1

geometry to that of the cation. The opposite applies for BDT-TzBI and BDB-2F-
T, which undergo larger changes during ED than CR. The λi values predicted for
BDB-T-2F–ITIC-2C are quite consistent to those (λi,ED of ca. 0.20 eV and λi,CR of
ca. 0.25–0.29 eV) predicted by Wang et al. [19] for the similar systems of BDB-T-2F
and methoxy-substituted ITIC (ITIC-OM).

The ED and CR processes of the studied eD–eA systems are predicted to be spon-
taneous (∆G◦ < 0) in the most cases. Within the studied range of the external re-
organization energy, the ED processes of TQ–PC71BM are predicted to occur in
the Marcus normal region (|∆G◦ED| < λED) in blend, whereas in CHCl3, PBE0 and
CAM-B3LYP predict that the ED process takes place in the normal region when λs ≥
0.14 eV. For the NF PSC systems, there are more variations and only the ED process
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Table 4.7 Parameters for calculating the CT rates for the ED and CR processes of the studied
NF PSC systems1 calculated at the OT-ωB97X-D/6-31G** level of theory in blend.

Complex Configuration Hif,ED Hif,CR λi,ED λi,CR ∆G◦ED ∆G◦CR

(meV) (meV) (eV) (eV) (eV) (eV)

BDT-TzBI–NDI2OD-T2 DA(2) 37.54 72.74 0.43 0.30 -0.81 -1.70

AA(1) 16.55 47.76 0.43 0.32 -0.68 -1.81

DBT-EF-T–ITIC-4F DA 110.91 99.80 0.22 0.30 -0.56 -2.03

AA 0.35 24.38 0.23 0.32 -0.59 -2.01

BDB-T-2F–ITIC-2Cl DA 6.87 70.37 0.28 0.24 -0.36 -2.00

AA 33.82 131.83 0.32 0.30 -0.50 -1.83
1 For BDT-TzBI–NDI2OD-T2, the configuration, where the donor and acceptor units of

the both compounds have been oriented in the same direction, are labeled with (1). The
configuration, where the donor and acceptor units have been oriented in the opposite
directions, are labeled with (2). See Section 3.1.3 and Publication IV for more detailed
information.

of the DA configuration of BDB-T-2F–ITIC-2Cl occurs in the Marcus normal region
for the studied range of λs. The CR process, in turn, is predicted to take place deep
in the Marcus inverted region (|∆G◦CR|≫ λCR) for all the studied systems. The
∆G◦ED values predicted for BDB-T-2F–ITIC-2Cl are in line with those (-0.45–(-0.11)
eV) obtained by Wang et al. [19] for the BDB-T-2F–ITIC-OM systems.

The ED and CR rates for the polymer–fullerene and NF systems calculated as a func-
tion of the outer reorganization energy are presented in Figures 4.12 and 4.13 respec-
tively. Generally, all the systems have larger ED rates (up to 1012− 1014 s−1) than the
CR rates (< 1012 s−1), although competing CR rates are predicted for TQ–PC71BM
with larger λs (> ca. 0.66 eV). In general, the calculated ED rates are in the same
range as those obtained in previous experimental and theoretical studies of similar
PSC systems. For example, experimental ED rates of the order of 1011− 1012 s−1

have been observed for TQ–PC61BM [193] and other copolymer–PC61BM systems
[194], whereas theoretical ED rates of the order of 108−1012 s−1 have been predicted
for the complexes of BDB-T-2F and different ITIC derivatives [19, 195, 196]. With
certain values of λs (> 0.20–0.40 eV depending on the system), the calculated CR
rates are consistent with the previously predicted values for the systems of BDB-T-
2F and ITIC derivatives, i.e. 102− 1010 s−1 [19, 195, 196], whereas vanishing small
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Figure 4.12 Evolutions of the ED and CR rates as the function of λs for the TQ–PC71BM com-
plexes calculated at the OT-ωB97X-D/6-31G** level of theory in blend. PC71BM is either on the
top of (a) the donor (3T4Q–PC71BM) or (b) acceptor unit of TQ (3Q4T–PC71BM). Adapted from
[151] with permission from the PCCP Owner Societies.

CR rates are obtained here with smaller λs. While both the ED and CR rates are
affected by the value of λs, it has clearly more pronounced effect on the CR rates.
Relatively slow CR rates might be due to that the CR processes of all the studied sys-
tems take place deep in the Marcus inverted region (|∆G◦CR|≫ λCR) [167], which
may indicate that another CT rate model like the Marcus–Levich–Jortner one [197]
would be more suitable for predicting the CR rates of these systems, as the Marcus
theory may lead to the underestimated values [19, 194].

In the case of polymer–fullerene system TQ–PC71BM, the functional has some effect
on the calculated rates: the ED rates increase in the order of B3LYP < PBE0 <OT-
BNL < CAM-B3LYP (Figure 4.12). With the CR rates, there is not so clear trend
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Figure 4.13 Evolutions of (a) the ED and (b) CR rates as the function of λs for the BDT-TzBI–
NDI2OD-T2 (1), DTB-EF-T–ITIC-4F (2), and BDB-T-2F–ITIC-2Cl (3) complexes calculated at the
OT-ωB97X-D/6-31G** level of theory in blend. Adapted from Publication IV [184] - Published by
The Royal Society of Chemistry.

between the global hybrids and LRC functionals and the rates increase in the order
of CAM-B3LYP < B3LYP <OT-BNL < PBE0. The rates predicted in 1,2-DCB are
slightly faster than those predicted in blend. The effect of the position of PC71BM
above TQ on the rates is different in different medium: in 1,2-DCB, faster rates are
predicted when PC71BM is on the top of the donor unit of TQ, whereas in the blend,
the faster rates are obtained when PC71BM is on the top of the acceptor unit.

In the NF PSC systems, the impact of the relative orientations of the eD and eA com-
pounds can be observed more clearly, as completely different rates are predicted for
the different configurations of the same system (Figure 4.13). For example, DBT-EF-
T–ITIC-4F is predicted to have the fastest ED rates among the studied fullerene-free

91



eD–eA complexes, when the electron-withdrawing INCN end-group of ITIC-4F is
on the top of the BDT donor unit of DTB-EF-T (the DA configuration), whereas the
same system has the lowest ED rates, when the end-group of ITIC-4F is on the top
of the acceptor unit (the AA configuration). This can be attributed to the different
electronic couplings of these configurations, as their other CT parameters are rather
similar (Table 4.7). In general, energetically the most stable configurations have the
fastest ED and CR rates, the trend similar to the electronic couplings. However, this
does not always apply, as the most stable configuration of BDT-TzBI–NDI2OD-T2,
i.e. the AA(1) configuration (see Publication IV), has (mostly) the slowest ED and
CR rates among the studied configurations of this system. This can be explained
by the smaller |∆G◦ED| value of the AA(1) configuration compared to those of the
other configurations of BDT-TzBI–NDI2OD-T2, which together with the moderate
ED coupling lead to the slower kED. Additionally, the larger |∆G◦CR| value of the
AA(1) configuration leads to the slower kCR compared to the other configurations
of BDT-TzBI–NDI2OD-T2, because the CR process of AA(1) will occur deeper in
the Marcus inverted region.

While no clear conclusions can be drawn from the ED rates of different NF PSC sys-
tems, the CR rates predicted for the polymer–SMA systems are slower than those of
the polymer–polymer system. Generally, the slower CR rates are observed in those
polymer–SMA systems, where the CR occurs deeper in the Marcus inverted region.
This could contribute to higher efficiencies predicted for the studied polymer–SMA
systems compared to that of the polymer–polymer system. The full-length side
groups, which are known to control the interfacial orientations and stacking dis-
tances of the eD and eA compounds, have not been considered here. Nevertheless,
these results complement the experimental findings for the importance of optimal
molecular orientation at the eD–eA interfaces [7]. Furthermore, more insight into
the effect of the functional on the CT rates for polymer–fullerene systems has been
gained.
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5 CONCLUSIONS

In this thesis, a comprehensive set of organic π-conjugated PSC compounds and their
interfacial eD–eA complexes were examined by means of DFT and TDDFT meth-
ods. The studied systems were based on both the efficient conventional, fullerene-
based PSCs and the emerging NF PSCs including the APSC and polymer–SMA sys-
tems. The main focus was on the eD compounds incorporated in these devices, i.e.
π-conjugated D–A copolymers, but various π-conjugated eA compounds were con-
sidered as well. Method-wise, the focus was on defining the performance of the global
hybrid, non-tuned LRC, and OT-LRC functionals in predicting the structural and
optoelectronic properties of the studied eD and eA compounds and the CT charac-
teristics of their local interfacial complexes. This chapter will highlight all the key
findings presented in this work and give some considerations for the future studies.

First, the calculated results on the electronic and structural properties were com-
pared between the finite oligomeric and infinite D–A copolymer models. Among
the extrapolation techniques employed for the oligomers, both the original and scaled
Kuhn fit yielded HOMO–LUMO gap energies almost identical to the periodic val-
ues. The backbones of the oligomeric and periodic models of the D–A copolymer
PBDT-TFQ were rather similar, although the periodic model was slightly less pla-
nar than the oligomeric one. Overall, the periodic DFT method is a useful tool for
determining the structural and electronic properties of infinite D–A copolymers,
although the repeating unit should be constructed carefully to ensure its correct rep-
etition. As the periodic method is not yet available for the excited state calculations,
the original and scaled Kuhn fits offer suitable alternatives for determining the ver-
tical excitation energies of the infinite copolymers.

Second, the applicability of the global hybrid, non-tuned LRC, and OT-LRC func-
tionals in modeling of the PSC systems was examined. For the individual PSC
compounds, the functional had the largest effects on their optoelectronic and in-
tramolecular CT characteristics. In most cases, the OT-LRC functionals improved
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the description of IEs, excitation energies, and absorption spectra with respect to the
experiments when compared to the other functionals employed. Thus, these results
are in line with the previous findings on advantages of the OT-LRC functionals with
respect to the global hybrid and non-tuned LRC functionals in describing the PSC
compounds.

Furthermore, the combined effect of the functional and dispersion corrections were
considered in the local interfacial eD–eA complexes. In the polymer–fullerene sys-
tems, the ordering and nature of the excited states relevant to the ED and CR pro-
cesses were clearly affected by the functional. The global hybrid functionals pre-
dicted a complete CT from the eD to eA, while the local excitation was mixing with
the CT1 state when using the the non-tuned LRC and OT-LRC functionals. The in-
clusion of the dispersion corrections led to the reasonable intermolecular distances
between the polymer and fullerene regardless of the functional. In accordance with
both the present calculated results and the previous theoretical and experimental ev-
idence of delocalized CT excitation at or near the polymer–fullerene interface, the
dispersion corrected OT-LRC functional appears to give the most reasonable predic-
tion of the interfacial characteristics of the PSC systems.

As the third goal of this thesis, the effect of the functional was considered in the CT
rate calculations of the polymer–fullerene PSC system. Furthermore, the multi-state
treatment was exploited in the electronic coupling calculations of the PSC systems.
In most cases, larger electronic couplings and faster CT rates were predicted by the
non-tuned LRC and LRC functionals compared to the global hybrids. Inclusion of
multiple states led to the more localized description of the CT states by reducing the
mixing of the local excitation predicted by the LRC functionals. As the electronic
couplings calculated with the GMH scheme seemed to be more sensitive to the calcu-
lation method, especially with both the non-tuned LRC and OT-LRC functionals,
the FCD scheme is recommended instead.

Finally, the findings on the conventional polymer–fullerene systems were utilized
for modeling the recent NF PSC systems. The backbones of the studied NF PSC
compounds were governed by the shapes of the backbone units and their conforma-
tional preferences. In the eD–eA complexes, the relative position of the eA com-
pound above the eD depended on the studied NF PSC system and had a large effect
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on the electronic couplings and the CT rates. In the polymer–polymer system, the
CT from the eA compound to the eD compound indicated that the eA compound
could contribute to the charge generation in this system. Similar to the polymer-
fullerene system, the calculated ED rates were faster than the CR rates for all the NF
PSC systems, which is desirable for the efficient charge-generation. No clear trends
were observed in the ED rates, but the slower CR rates of the polymer–SMA systems
compared to the polymer–polymer system could be one explanation for the higher
PCEs in the SMA containing devices. In addition, the OT-LRC functional includ-
ing the dispersion corrections provided constant electronic coupling values for the
studied NF PSC systems regardless of the number of states. Thus, the dispersion
corrected OT-LRC functional is recommended when applying the FCD scheme in
the studies of PSC systems.

To summarize, the OT-LRC functionals offer a noteworthy alternative for the com-
mon global hybrid functionals in theoretical studies of PSC systems. The inclusion
of the dispersion corrections is essential for the correct description of the interfacial
eD–eA complexes. Thus, the dispersion corrected OT-LRC is highly recommended
for the DFT studies of the PSC systems. Moreover, the multi-state treatment should
be considered with the GMH and FCD schemes for the electronic coupling calcula-
tions when employing either the non-tuned LRC or OT-LRC functionals. While the
inclusion of the dispersion corrections seems to provide constant coupling values for
the studied NF PSC systems regardless of the number of the states, more calculations
would be required to determine, whether this applies to other PSC systems. These
findings can be used as guidelines for future theoretical examinations of similar PSC
systems. Furthermore, information about the structural and CT characteristics of
the individual PSC compounds and their interfaces can be exploited in designing and
developing new, more efficient systems. Especially the emerging NF PSCs, which
have shown encouraging efficiencies during the past few years, could benefit from
the results presented in this thesis.
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ABSTRACT: Conjugated donor−acceptor (D−A) copoly-
mers show tremendous promise as active components in thin-
film organic bulk heterojunction solar cells and transistors, as
appropriate combinations of D−A units enable regulation of
the intrinsic electronic and optical properties of the polymer.
Here, the structural, electronic, and optical properties of two
D−A copolymers that make use of thieno[3,4-c]pyrrole-4,6-
dione as the acceptor and differ by their donor unit
benzo[1,2-b:4,5-b′]dithiophene (BDT) vs the ladder-type
heptacyclic benzodi(cyclopentadithiophene)are compared
using density functional theory methods. Our calculations
predict some general similarities, although the differences in the donor structures lead also to clear differences. The extended
conjugation of the stiff ladder-type donor destabilizes both the highest occupied and lowest unoccupied molecular orbital
energies of the ladder copolymer and results in smaller gap energies compared to its smaller counterpart. However, more
significant charge transfer nature is predicted for the smaller BDT-based copolymer by natural transition orbitals than for the
ladder copolymer. That is, the influence of the acceptor on the copolymer properties is “diluted” to some extent by the already
extended conjugation of the ladder-type donor. Thus, the use of stronger acceptor units with the ladder-type donors would
benefit the future design of new D−A copolymers.

■ INTRODUCTION

Among molecules used as hole-transport (donor) materials in
solution-processed organic solar cells, π-conjugated polymers
have shown great potential owing to their favorable
optoelectronic, mechanical, and processing characteristics. So-
called polymer solar cells (PSCs), when compared to
conventional inorganic silicon-based devices, offer the potential
of devices that are lightweight with enhanced flexibility and
lower manufacturing costs due to large-scale processability.1,2

Most successful PSCs make use of an active layer that takes on
the so-called bulk heterojunction (BHJ) structure,3 where the
polymer donor material is typically codeposited with a fullerene
derivative, e.g., [6,6]-phenyl-C61-butyric acid methyl ester
(PC61BM) or [6,6]-phenyl-C71-butyric acid methyl ester
(PC71BM).3,4 The BHJ architecture maximizes the interfacial
contact and surface area and has generally improved perform-
ance when compared to bilayer heterojunction devices;3 power
conversion efficiencies (PCEs) for PSCs can now typically
range from 5% to 9%, with some materials pushing past this
range;5−8 combining two or more single cells in tandem
structures has led to devices with PCEs over 10%.9

In addition to the use of the BHJ structure, significant device
efficiency enhancements have arisen from the use of donor−
acceptor (D−A) copolymers, where an electron-rich donor unit
is coupled to an electron-deficient acceptor unit to form a
comonomer.10 The coupling of the donor and acceptor units
defines the intrinsic electronic and optical properties of the
polymer. As substituted fullerenes are typically used as
acceptors, the ionization energies (IE, i.e., the ionization
potential, often associated with the highest-occupied molecular
orbital, HOMO), electron affinities (EA, often associated with
the lowest-unoccupied molecular orbital, LUMO), and optical
gaps of D−A copolymers are tuned through chemical
functionality to ensure both large open-circuit voltages and
short-circuit currents in thin-film material blends.2,11,12

Electron-rich donor units typically consist of fused hetero-
cycles. Over the past few years, benzo[1,2-b:4,5-b′]dithiophene
(BDT), where one benzene is fused with two thiophene rings,
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has been widely used as the donor moiety in D−A
copolymers.5,8,13−16 Acceptor unit thieno[3,4-c]pyrrole-4,6-
dione (TPD), which is symmetric, planar, and has a large EA,
has been used in some of the most successful single-junction
BHJ PSCs incorporating BDT as the donor unit.15,17−19

Longer, ladder-type donor units have also been used in PSCs
with some success.20−24 The increased planarization and
conjugation length25 of the ladder-type donor tend to decrease
the electrochemical and optical gaps, in turn having an impact
on material performance.26,27 For instance, the ladder-type
heptacyclic benzodi(cyclopentadithiophene) donor, where
BDT is covalently bridged with two thiophenes, was introduced
by Chen and co-workers28 in combination with TPD. The
resulting ladder copolymer 1 (see Figure 1) was employed in
PSCs with efficiencies of 6.6%.
In order to provide a deeper understanding into the intrinsic

properties of ladder copolymers, we make use of density
functional theory (DFT) and its time-dependent formalism
(TDDFT) to compare the intrinsic structural, electronic, and
optical properties of the ladder D−A copolymer 128 with
copolymer 2,17−19 both of which contain the TPD acceptor
(see Figure 1); while 2 has previously been studied via
DFT29−31 methods, the ladder copolymer 1 has not been
previously considered. Our purpose is to compare the impact of
the donor units on critical aspects of the ground (S0) and
excited (S1 and T1) state properties of the copolymers to shed
light onto possible future polymer design considerations.

■ COMPUTATIONAL DETAILS

The intrinsic properties of conjugated D−A copolymers have
been widely investigated through computational approaches at
the DFT level, as it allows for detailed connections to be made
between chemical/structural design32−34 and the resulting
electronic and optical properties,29,35−42 e.g., ground29,35−41

and excited state42 geometries [including bond-length alter-
nat ion (BLA)41−47] , MO energies and distr ibu-
tions,29,35−38,40,41 electrochemical and optical gaps, and UV−
vis spectra.29,35−42 The electronic and optical energies of
(infinite) polymers have been approximated by extrapolating
the properties of oligomers to infinite length.41,42,48−51 In
addition to oligomer-based studies, periodic boundary con-
dition (PBC)52,53 calculations can provide insight into
structure−function relationships;34,50,51,54−60 however, to the
best of our knowledge, there exist only a few studies33,40,41,61 of
D−A copolymers using the PBC−DFT method.

Models. Oligomeric (O1 and O2, n = 2−5) and periodic
models (P1 and P2, n = ∞) of 1 and 2 (Figure 1) were
constructed by repeating the monomer models M1 and M2 (n
= 1) [see Figure S1 of the Supporting Informaton (SI)]. The
octyl and 2-ethylhexyl chains of the copolymers were replaced
by methyl groups to reduce the computational cost. We note,
however, that long alkyl side chains will have a great impact on
solid-state packing.62

The donor and acceptor units within monomers can be
either in an antiperiplanar conformation, i.e., the neighboring

Figure 1. Constitutional repeating units (CRUs)63 representing the ladder D−A copolymer 1 and the shorter analogue 2. Donors are the leftmost
and acceptors the rightmost units. Below 1 and 2 are the repeating patterns for the oligomeric (O1 and O2) and periodic (P1 and P2) models
presenting three different conformational structures of the copolymers. In the periodic structures, the models are translated from the circled carbon
atoms to the atoms marked by an X. The dihedral angle (α) between the donor and acceptor units determined with the potential energy surface
(PES) scans is in bold in the representations of 1 and 2. The conjugation paths used for calculating the BLAs and the number of the double bonds
(N) are in bold in the representations of O1(P1)-syn and O2(P2)-syn.
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sulfur atoms of the units are on the opposite sides (α is from
150° to 180°), or in a synperiplanar conformation, i.e., the
neighboring sulfur atoms of the units are on the same side (α is
from 0° to 30°). For the sake of simplicity, these two
conformations are referred to as anti and syn hereafter. The
exact orientations of the donor and acceptor units with respect
to the dihedral angle α were determined on the basis of the
relaxed potential energy surface (PES) scans of the monomer
models M1 and M2 (see the Methods section).
Three different conformational structures of isolated

oligomers (O1 and O2, n = 2−5) were constructed: (i) the
anti/syn-conformations of O1/O2 consist of the repeating M1/
M2-anti units, respectively. The repetition of the M1/M2-syn
units would yield the same structures. (ii) In the syn-
conformations, the M1/M2-syn units are syn to each other.
(iii) Finally, in the anti-conformations, the M1/M2-anti units
are anti to each other. The conformational structures of the
periodic models P1 and P2 were constructed in the same
manner as those of the oligomers, but using two M1 and M2
monomer models, i.e., dimers as the repeating units to ensure
the repeatable structures. The arch-shaped anti/syn-conforma-
tions of both P1 and P2 did not converge, because of the
incorrect repetition of the repeating unit during the
calculations. Use of a longer oligomer as the repeating unit
could have solved the problem, but would have also been
computationally more demanding. Thus, only the results for
the syn- and anti-conformations of P1 and P2 are presented
here.
Methods. All DFT, PBC−DFT,52,53 and TDDFT calcu-

lations were carried out in vacuum with the Gaussian 09
(Revision C.01) suite of programs.64 In addition, single point
(SP) TDDFT calculations were carried out in solvents for
selected oligomers; see below. The global hybrid functional
B3LYP65,66 and the long-range-corrected (LRC) hybrid
functional CAM-B3LYP67 [with the default range-separation
parameter (ω) of 0.33 b−1] were used in all monomeric,
oligomeric, and periodic DFT calculations with the 6-31G**
basis set, unless specified otherwise. The LRC functional
ωB97X-D68 (with the default ω of 0.20 b−1), which includes
the empirical dispersion correction, was also used in the
monomeric DFT calculations. Frequency calculations were
carried out for monomers and dimers on the B3LYP/6-31G**-
optimized geometries to ensure the absence of the imaginary
frequencies and to confirm the minimized structures. Pictorial
presentations of the geometries and the frontier MOs (FMOs)
of the oligomeric and periodic models and the natural transition
orbitals (NTOs) of the oligomeric models were generated
using ChemCraft 1.7.69 The contributions of the electron
densities to the FMOs and the NTOs of the donor and
acceptor units were determined with C-squared population
analysis (C-SPA)70 as implemented in Multiwfn 3.3.6.71−73

Relaxed PES Scans. Dihedral angles α between the donor
and acceptor units of models M1 and M2 (see Figure S1, SI)
were determined with the relaxed PES scans, where the
geometry of a model was optimized at constrained α intervals
of 5° between 0° and 360°. In addition, the effect of the
replacement of the longer alkyl chains by methyl chains on the
monomer properties was checked by optimizing M1 and M2
with full lengths of the alkyl chains (see Figure 1) at the
B3LYP/6-31G** level of theory.
PBC−DFT Calculations. The periodic models (P1 and P2)

were optimized using the default density of the k-points. The
length of the translation vector Tv determines the number of

the k-points; i.e., the longer the vector, the fewer k-points in the
reciprocal space. The lengths of Tv were ca. 38 and 24 Å and
translated into 9 and 14 k-points in P1 and P2, respectively.

TDDFT Calculations. The energies of the vertical electronic
transitions for the first 20 singlet and triplet excited states were
determined in vacuum for all monomeric and oligomeric
models (n = 2−4 for O1 and n = 2−5 for O2) using TDDFT,
except for the O1 pentamers, which were computationally too
demanding for TDDFT. The graphical presentations of the
UV−vis absorption spectra of O1 (n = 3) and O2 (n = 5) were
created via convolution of the vertical singlet transition energies
and oscillator strengths using a Gaussian-shape broadening with
a full width at half-maximum (fwhm) of 0.30 eV. The nature of
the S0 → S1 electronic transitions for O1 (n = 3) and O2 (n =
5) was described using NTOs74 as a representation for the
transition density matrix. The SP TDDFT calculations were
also carried out for the first 20 singlet excited states of the O1
(n = 3) and O2 (n = 5) in toluene and chloroform, respectively.
Solvation effects were included by means of the integral
equation formalism of the polarizable continuum model
(IEFPCM)75,76 using dielectric constants of 2.37 and 4.71 for
toluene and chloroform, respectively. Moreover, the excited
state (S1 and T1) geometries of the syn-conformations of O1 (n
= 3) and O2 (n = 5) were optimized at the TDDFT/B3LYP/6-
31G** level of theory.

Bond-Length Alternations. The BLAs were calculated for
the optimized S0, S1, and T1 geometries of the oligomer models
and the optimized S0 geometries of the periodic models, as
follows. Each BLA value was determined as the average
difference in length between the adjacent C−C single and C
C double bonds within the conjugation path in a molecule (see
Figure 1), i.e., within the shortest path between the terminal
carbon atoms.42,47,77 The total BLA values of the S0 geometries
of the oligomers (n = 1−5) were compared to the BLAmiddle

values taken from one innermost CRU of the trimers, two
innermost CRUs of the tetramers, and both one and three
innermost CRUs of the pentamers of O1 and O2. In the case of
the S1 and T1 geometries of O1 (n = 3) and O2 (n = 5), the
BLAmiddle values were calculated in the same manner as
described above. In addition, some BLAmiddle values, which are
defined in more detail in the Supporting Information, were
calculated for these geometries.

Extrapolation Techniques. The FMO energies, differ-
ences between the HOMO and LUMO energies, i.e., the
HOMO−LUMO gaps, and the vertical transition energies at
infinite length were extrapolated from the oligomer values
plotted against the reciprocal of the number of the double
bonds (1/N) using the linear, Kuhn, and scaled Kuhn fits. The
number of the double bonds (e.g., 10 for the CRU of 1 and 6
for that of 2) was calculated along the conjugation path (see
Figures 1 and S1, SI). The absorption wavelengths at infinite
length and effective conjugation lengths were also determined
from the oligomeric absorption wavelengths plotted against the
reciprocal of n, i.e. 1/n, using the Meier fit.
The Kuhn fit, introduced by Kuhn78 in 1948, is based on the

statement made by Lewis and Calvin79 that the double bonds of
a polyene can be presented as N identical oscillators, each
having a vibrational energy of E0. Kuhn developed the model
further by including a coupling force constant, k′, of the N
adjacent double bonds. The resulting minimum energy can be
written as
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π= + ′
+

E E
k
k N

1 2 cos
10

0 (1)

where k0 is the force constant of an isolated oscillator unit. The
value of k′/k0 is usually on the order of ca. −0.45.48
The original Kuhn fit can sometimes yield unsatisfactory

results due to its assumption of a constant k′/k0 in spite of the
increasing chain length, which holds for the homogeneous
systems (e.g., homopolymers) but does not take chain end
effects arising in heterogeneous systems into account. For
example, the Kuhn fit neglects the intramolecular charge
transfer (ICT) occurring in D−A copolymers.48,49 Additionally,
in the case of the D−A copolymers, the energy values of longer
polymers, which have larger number of N, locate closer to the
infinite polymer region. Thus, a modification of eq 1 is
required.48 Here, we suggest an addition of a scaling factor, z,
which multiplies the N:

π= + ′
+

E E
k
k zN

1 2 cos
10

0 (2)

The scaling factor z is iterated during the fitting procedure
using the Levenberg−Marquardt algorithm until convergence is
reached.

According to Meier et al.,80 the dependence of the
absorption wavelength on the number of repeating units n
can be described by the following exponential function

λ λ λ λ= − −∞ ∞
− −n( ) ( )e b n

1
( 1)

(3)

where λ1 is the wavelength of the monomer, λ∞ is the
wavelength at infinite chain length (n = ∞), and b is a
parameter indicating how fast the limit of convergence is
approached. Meier et al. also defined the term “effective
conjugation length” as the conjugation length at which the
wavelength of the oligomer series is equal to or 1 nm smaller
than that of the infinitely long polymer, i.e., λ∞.

■ RESULTS AND DISCUSSION
To establish the influence of the ladder-type construction of the
donor on the electronic and optical properties of D−A
copolymers, we begin by detailing the geometric structure of
the ground state as a function of the donor unit. This is then
followed by a description of the FMOs, excited-state
transitions, UV−vis spectra, and NTOs. Finally, we explore
the relaxation of the S1 and T1 excited states through TDDFT.

Ground-State (S0) Structural Properties of the
Oligomeric and Periodic Models. The results and further
discussion for the monomeric calculations are presented in the
Supporting Information. In summary, the PES scans indicate

Figure 2. Optimized ground-state structures of the anti/syn-, syn-, and anti-conformational models of O1 (n = 3) and O2 (n = 5) calculated at the
B3LYP/6-31G** level of theory. The syn-conformers of the monomers, oligomers, as well as of the periodic structures were found to be energetically
the most favorable.
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that the ladder-type monomer M1 is planar and the smaller
monomer M2 nearly planar. Moreover, the syn-conformation is
energetically more favorable than the anti-conformation for
both M1 and M2.
With the monomer properties established, one can now turn

to larger oligomer models (n = 2−5) to examine effects of the
length of the donor unit and the backbone conformation. The
B3LYP/6-31G**-optimized ground-state structures of the
trimers of O1 and the pentamers of O2 are presented in
Figure 2. These oligomer sizes are used hereafter to keep the
relative conjugation lengths (i.e., the number of the double
bonds) of O1 and O2 consistent. As with the monomers, the
ladder copolymer models O1/P1 are planar (0°−3°) and the
O2/P2 copolymers nearly planar (1°−11°) (see Figures S3 and
S4 and Tables S2 and S3 of the SI for further details). The anti/
syn-conformations of O1 and O2 have clear arch shapes, while
both the syn- and anti-conformations have zigzag patterns. The
syn-conformation of O1 is more curved than the anti-
conformation of O1, whereas O2-syn is less curved than O2-
anti. Furthermore, O1-syn is more curved than O2-syn. These
differences are a direct consequence of the lengths of the donor
units. The CAM-B3LYP-optimized ground-state structures
show the same degrees of curvature as the B3LYP-optimized
structures in all conformations. Additionally, the curvatures of
the syn- and anti-conformations of the periodic models are the
same as those of the corresponding oligomeric models. It is
worth noting that the polymer backbone curvature has been
shown to influence the solubility and charge-carrier mobi-
lity:81−83 polymers with a higher degree of curvature are more
soluble but tend to have smaller charge-carrier mobilities; in
addition, thin films formed with curved polymers have less-
ordered structures. On the basis of these factors, the highly
curved backbones of the anti/syn-conformations of O1 and O2
may hinder polymer chain packing and result in low-ordered
films with lower charge-carrier mobilities when compared to
the syn- and anti-conformations of O1 and O2. However, the
structure of O2-syn is less curved than that of O1-syn, according
to our calculations, which does not seem to correlate with the
experimental hole carrier mobilities19,28,84 and the earlier
experimental statement.81−83 One possible reason for the
better hole carrier mobility of 1 could be the more planar
structure of 1 predicted by our calculations.
The syn-conformations of the O1 (Table S4, SI) and O2

(Table S5, SI) oligomers are energetically the most stable. The
relative energies between the conformations, notably, increase
systematically with the increasing number of the CRUs (n = 1−
5), i.e., for the ladder oligomers O1 from 4.3 to 20.3 kJ·mol−1

(between O1-syn and O1-anti/syn) and from 4.3 to 35.9 kJ·
mol−1 (between O1-syn and O1-anti) and twice as much for the
smaller oligomers O2 from 7.7 to 40.0 kJ·mol−1 (between O2-
syn and O2-anti/syn) and from 7.7 to 66.8 kJ·mol−1 (between
O2-syn and O2-anti). If the relative energy per CRU is
considered, the O1-syn oligomers are ca. 4.1 kJ·mol−1 more
stable than the O1-anti/syn oligomers and 4.3−7.2 kJ·mol−1

more stable than the O1-anti oligomers, and again, the O2-syn
oligomers are twice as stable with respect to the other
oligomers, i.e., ca. 8.0 kJ·mol−1 more stable than the O2-anti/
syn oligomers and 7.7−13.4 kJ·mol−1 more stable than the O1-
anti oligomers. For both O1 and O2, the relative energies
between the syn- and anti-conformations per CRU are the
largest, as their structures differ most (see below). The energies
of the anti-conformations are closer to those of the anti/syn-
conformations than to those of the syn-conformations. Energy

profiles derived with the CAM-B3LYP-optimized oligomers
(Tables S4 and S5, SI) provide similar general trends; i.e., the
syn-conformations of both O1 and O2 are the most stable.
On the basis of the computed distances (∼2.2 Å) between

carbonyl oxygen of the acceptor and C−H hydrogen of the
donor, nontraditional hydrogen bonding appears to be present
in the most stable syn-conformations of the oligomers as was
the case with the monomers (see Supporting Information).
This C−H···O interaction is absent in the energetically least
stable anti-conformers (see Tables S4 and S5, SI). In the
second most stable anti/syn-conformations, half of the bonding
C−H···O interactions present in the syn-conformations are
replaced by the weaker but potentially still bonding31 C−H···S
interactions with distances of ∼2.8 Å. On the basis of the
computed distances (∼3.0 Å), the S···O interactions, which are
present in the anti/syn- and anti-conformers of the oligomers,
might be slightly bonding, planarizing the anti/syn- and anti-
conformers with respect to the syn-conformers due to the
symmetrical interactions. The S···S interactions (with com-
puted distances ∼3.3 Å) that exist only in the syn- and anti/syn-
conformers might be slightly repulsive (the reported equili-
brium distance is larger, i.e., 4.0 Å31), increasing the dihedral
angles, especially in O2-syn, where there are three neighboring
S atoms interacting. However, in O1-syn, where there are five S
atoms neighboring each other, the S···S interactions do not
increase the dihedral angles, as the long ladder-type donor unit
hinders the rotational freedom in the backbone more than the
smaller BDT donor unit in O2-syn (Tables S2 and S3, SI).
The evolutions of the BLA values with the O1 and O2 chain

lengths are depicted in Figure 3; the corresponding numerical

BLA values are presented in Table S6 of the SI. The BLA values
decrease when the number of CRUs increases, due to the
improved delocalization of the π electrons along the back-
bone.47 Both O1 and O2 have positive BLA values, which
indicate highly alternated structures, and are therefore classified
as having “aromatic” character.42 The patterns of the graphs in
Figure 3 are similar for both O1 and O2, though the O2
oligomers have slightly larger BLA values. However, the length
of the donor barely affects the BLA: the BLA values at infinite
chain length (periodic models P1 and P2 for both syn and anti)
are 0.028 and 0.031−0.033 Å, respectively. Moreover, the
conformation does not affect the BLAs significantly, especially
in the case of O1. The chain lengths of the oligomeric models
are too short for the BLA to converge to the periodic values.
However, if only the middle CRUs are used for calculating the

Figure 3. Evolution of BLA for the oligomers O1 and O2 (n = 1−5)
and periodic models P1 and P2 (n = ∞) as a function of n determined
at the B3LYP/6-31G** (solid lines) and CAM-B3LYP/6-31G**
(dashed lines) levels of theory.
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BLAs of the oligomers (n = 3−5), the values are close to those
of the periodic models (see Table S6, SI). These differences in
the BLAs are due to the chain end effects.47 The values closest
to the BLAs of the periodic models are obtained with tetramers,
where the two innermost CRUs are considered. This is not
surprising, as the repeating units of the periodic models were
constructed using two CRUs. Thus, the BLA at the infinite
chain length for the anti/syn-conformation of the models of 1
and 2 can be evaluated from the two innermost CRUs of
tetramers of O1 and O2, yielding ca. 0.029 and 0.032 Å,
respectively. These results are similar to the values (0.033 Å)
reported elsewhere41 for a D−A copolymer incorporating BDT
as the donor unit.
Here it is important to keep in mind the effect of

multielectron self-interaction errors (MSIE),46 i.e., the
tendency of the global hybrid functionals, e.g., B3LYP, to
overestimate conjugation and thus to predict too small BLA
values. In previous work, the LRC CAM-B3LYP functional
yielded more reliable BLA results than B3LYP for π-conjugated
quasilinear chains, compared to the BLA reference values
calculated with the coupled-cluster single double (triple)
CCSD(T) method, which is known46,47 to give reliable BLA
values for conjugated systems. However, due to the computa-
tional cost of this level of theory, it can be only used for small
systems. The BLA values derived here with the CAM-B3LYP
functional are subtly larger than those given by B3LYP for both
the oligomeric and periodic models of 1 and 2, e.g., 0.044−
0.046 Å; this is due to the larger amount of the exact HF
exchange41 in CAM-B3LYP than in B3LYP. LRC hybrid
functionals are able to minimize MSIE and have been employed
in calculating BLAs of conjugated, organic systems.46 While
tuning the range-separation parameter ω of a LRC functional
can yield accurate BLAs, it has also resulted in increased MSIE
and poorly described BLA. The extent of conjugation affects
the optimal ω value and, hence, the BLA. For strongly π-
conjugated systems (e.g., polyenes), the optimally tuned ω and
BLA decrease almost linearly with the increasing chain length
and do not saturate at large numbers of repeat units. One
possible explanation for the failure of optimally tuned LRC
functionals is the lack of size-consistency as a result of ω tuning
of the functional with system size.46,85 The lack of saturation
has also been observed35 for a planar29 D−A copolymer
consisting of cyclopentadithiophene and benzothiadiazole units.
On the basis of these facts, it can be expected that for planar
O1, ω will not saturate either, leading to too small ω values and
eventually to pure density functional. Hence, we did not carry
out the tuning procedure for CAM-B3LYP, although it is
otherwise highly recommended to be checked.85 While
promising for the more accurate description of conjugated
systems, the LRC functionals still require further development
to eliminate this problem. Because we do not have high-level
computational (or experimental47) reference data for compar-
ison, the BLAs calculated with the selected methods here
should not be taken as the exact values of the studied systems
but, rather, as relative values that enable the comparison of
these copolymers and of other copolymers studied with the
corresponding methods.
Ground-State (S0) Electronic Properties of the

Oligomeric and Periodic Models. The HOMO and
LUMO energies and HOMO−LUMO gaps of the oligomeric
and periodic models are presented in Table S7 of the SI;
additionally, the evolutions of the HOMO and LUMO energies
of O1 and O2 as a function of 1/N are illustrated in Figure S6

of the SI. As a point of reference, the HOMO−LUMO gap, due
to the extended conjugation, of the ladder-type donor is smaller
than that of the BDT donor (see Figure S5, SI), as expected.
This will have consequences on the oligomer/polymer
electronic and optical properties, as shown below.
In the case of O1, the different conformations do not affect

the HOMO energies of the oligomers of the same length (n),
whereas the LUMO energies decrease in the order syn < anti/
syn < anti. For O2, both the HOMO and LUMO energies
decrease as anti < anti/syn < syn. However, the overall
differences in the HOMO and LUMO energies between
different conformational models are very small (ca. 0.01−0.04
eV). There is a linear relationship between the HOMO and
LUMO energies and the inverse of N for all oligomeric
conformations (Figure S6, SI), as expected.29,86 In addition to
the linear fit, we also tested the Kuhn (eq 1) and scaled Kuhn
(eq 2) fits for the extrapolation of the FMO energies. The
scaled Kuhn fit works rather well and yields values either
identical with or close to those obtained with PBC-DFT,
whereas the Kuhn fit suffers some limitations in extrapolating
the LUMO energies (see the Supporting Information for
further discussion). The comparison of the HOMO and
LUMO energies at the polymer limit, both extrapolated from
the oligomeric values using the linear fit and obtained with the
PBC-DFT method (Table S7, SI), is presented in Figure 4. The

HOMO energies of the periodic syn- and anti-conformers are
only slightly stabilized (0.0−0.1 eV) with respect to the
HOMO energies at the polymer limit derived from the
extrapolations for the corresponding oligomeric conformers.
On the other hand, the LUMO energies of P1 and P2 are
destabilized by ca. 0.1 eV with respect to those of O1 and O2 at
the polymer limit. According to the extrapolated and PBC
values, both the HOMO (0.6−0.7 eV) and the LUMO (0.3−
0.5 eV) of 1 are destabilized with respect to the HOMO and
LUMO of 2. This is an interesting consequence, as the
extended conjugation typically destabilizes the HOMO and
stabilizes the LUMO in homopolymers to close the gap.
However, here 1 and 2 are D−A copolymers, not
homopolymers, which may explain this phenomenon. These

Figure 4. HOMO (lower values) and LUMO (upper values) energies
of the conformational models of 1 (in black) and 2 (in red)
extrapolated from the oligomeric values of O1 and O2 (n = 1−5) using
the linear fit and the corresponding periodic values of P1 and P2 (n =
∞, in bold) obtained with PBC-DFT at the B3LYP/6-31G** level of
theory. The differences between the HOMO and LUMO energies, i.e.,
the HOMO−LUMO gaps, are presented in the boxes. The
experimental HOMO and LUMO energies estimated with CV are
−5.36 and −3.20 eV for 128 and −5.43 and −3.40 eV for 2,19

respectively.
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trends are also in good agreement with the redox potentials
measured with cyclic voltammetry (CV).19,28 While IEs have
not been evaluated, the calculated HOMO and LUMO energies
suggest that the ladder copolymer 1 should be easier to oxidize
but more difficult to reduce than 2 (for the same number of D
and A units). The CAM-B3LYP functional predicts the same
trends (Table S7, SI) as B3LYP.
The HOMO−LUMO gaps of the copolymer models at the

polymer limit, determined by the three extrapolation methods,
are presented in Table 1 together with the PBC-DFT values;
see the Supporting Information for the extrapolations (Figure
S7 and Table S8) and more detailed discussion of the
differences between the extrapolation methods. Regardless of
the method used, the conformation does not significantly affect
the gap energies. The gap energies of the ladder copolymer 1
are ca. 0.2−0.3 eV smaller than those of the smaller copolymer
2. CAM-B3LYP predicts approximately twice as large gaps as
B3LYP. The electrochemical gaps determined experimentally
with CV19,28 show an opposite order. However, here we should
keep in mind that due to the differences between the methods87

the theoretical and experimental values cannot be compared

directly. Additionally, the DFT calculations have been
performed in vacuum and are therefore not taking the solvent
effects into account. Moreover, only one isolated oligomer has
been considered, and the solid-state effects have been
omitted.48

The FMOs of the syn-conformations of both the oligomeric
and periodic models of 1 and 2 calculated with B3LYP are
shown in Figure 5. The CAM-B3LYP-calculated FMOs are
almost the same and are thus not presented here. The
conformation does not affect the shapes of the FMOs much
and therefore the FMOs of the anti/syn- and anti-
conformations are not illustrated. The HOMOs of the
oligomeric models O1 and O2 are delocalized on several
donor and acceptor units, which is typical for the D−A
copolymers.29,35 The LUMOs of both O1 and O2 are also
delocalized over several donor and acceptor units in the right-
hand-side regions of the models in Figure 5. The LUMO
delocalization is due to a good match between the LUMO
levels of the donors and acceptors, especially in the case of 1
(see Figure S5, SI). In addition, the planar backbone of O1
enhances the mixing and delocalization of the FMOs even

Table 1. HOMO−LUMO Gaps (eV) of 1 and 2 Extrapolated from the Oligomeric Values (n = 1−5) of O1 and O2 Using the
Linear, Kuhn (eq 1), and Scaled Kuhn Fits (eq 2) and Calculated from the Periodic PBC-DFT Results of P1 and P2 at the
B3LYP/6-31G** and CAM-B3LYP/6-31G** (in parentheses) Levels of Theorya

anti/syn syn anti

method O1 O2 O1 O2 O1 O2
linear fit 1.84 (4.10) 2.09 (4.33) 1.82 (4.09) 2.08 (4.32) 1.88 (4.13) 2.11 (4.34)
Kuhn fit 1.99 (4.27) 2.27 (4.55) 1.97 (4.25) 2.26 (4.54) 2.02 (4.29) 2.30 (4.56)
scaled Kuhn fit 1.97 (4.25) 2.22 (4.49) 1.94 (4.23) 2.21 (4.48) 2.00 (4.26) 2.23 (4.50)

P1 P2 P1 P2 P1 P2
PBC-DFT − − 1.95 (4.23) 2.21 (4.48) 2.00 (4.27) 2.24 (4.50)

aElectrochemical gaps are 2.16 eV28 for 1 and 2.03 eV19 for 2, as determined by CV. According to the ref 28, 1 showed stable and reversible
processes in CV. Reference 19 did not comment about reversibility of the process for 2.

Figure 5. FMOs of (a) O1-syn (n = 3), (b) P1-syn (n = ∞), (c) O2-syn (n = 5), and (d) P2-syn (n = ∞) calculated at the DFT/B3LYP/6-31G**
level of theory (isodensity contour = 0.025).
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more.35 In the periodic models, the FMOs are delocalized over
the entire backbones, which results from the geometrically
identical CRUs and the absence of the chain end effects. In the
oligomeric models, the chain end effects together with the
geometrically nonidentical CRUs yield more localized FMOs.
Thus, the PBC models describe the FMOs of the middle parts
of the oligomers. Altogether, the delocalizations of the FMOs in
the periodic models are similar to those in the oligomeric
models and the FMOs of 1 and 2 are very similar.
Excited-State Optical Properties of the Oligomeric

Models. We now turn to how the structural properties
influence the optical characteristics. The S0 → S1 vertical
transition energies, wavelengths, and oscillator strengths and
the main transition configurations of O1 (n = 1−4) and O2 (n
= 1−5) are summarized in Tables S9 and S10 of the SI. When
comparing the oligomers of the same size (n), it is seen that
incorporation of a ladder-type donor unit into O1 decreases the
S0 → S1 transition energies by 0.3−0.5 eV and increases the
oscillator strengths by 0.9−3.4 in comparison to O2, as
expected due to the extended conjugation. The S0 → S1
transitions are mainly HOMO → LUMO in character for all
oligomers, though increasing the number of CRUs increases the
contribution of the additional electronic configurations. The
oligomer conformation has a rather minor effect on the
transition energies (wavelengths) and oscillator strengths.
The energies of the vertical S0 → S1, S0 → S2, and S0 → T1

transitions of O1 (n = 3) and O2 (n = 5) are summarized in
Table 2. The energies of the S1, S2, and T1 states of the
calculated O2 conformations are ca. 0.1−0.2 eV higher than
those of the O1 conformations. The S0 → S1 transition energies
in toluene and chloroform for O1 (n = 3) and O2 (n = 5, Table
S11, SI), respectively, are slightly smaller (i.e., red-shifted) than
the ones calculated in vacuum (Table 2). The exchange energy
(ΔEST), i.e., the difference between the S1 and T1 energies,

gives insight into the relative positioning and intersystem
crossing between these two excited states in the polymer.29,88

For O1 and O2, ΔEST are almost the same, ca. 0.5−0.6 eV with
B3LYP, and are in line with the literature values (∼0.6 eV) for
conjugated polymers.29,88 The modestly smaller ΔEST value of
O1 can be explained by its more rigid backbone compared to
O2, since ΔEST has been attributed to the level of the overlap
between electron and hole wave functions and a smaller ΔEST is
achieved for more planar polymers.88 The corresponding
CAM-B3LYP results are also presented in Table 2. In all
cases, the CAM-B3LYP values are somewhat larger than the
B3LYP values, but the trend is the same; i.e., the vertical
transition energies of O1 are smaller than those of O2.
Additionally, both functionals yield the smallest transition
energies for the syn-conformations of O1 and O2 (with an
exception of the T1 energy of O2-syn calculated with CAM-
B3LYP), though these differences are minimal (0.01−0.03 eV).
The extrapolated vertical transition energies reported in

Table 3 are ca. 0.3 eV smaller than the HOMO−LUMO gaps
(Table 1). However, they follow the same trend; i.e., the
vertical transition energies of O1 are smaller than those of O2.
Again, the conformation does not significantly affect the values;
see the Supporting Information for the extrapolations (Figure
S8 and Table S12) and more detailed discussion of the
differences between the extrapolation methods. The effective
conjugation lengths80 (Figure S9 and Table S13, SI) calculated
from the B3LYP wavelengths of the oligomeric models predict
that a limiting conjugation length is reached with n = 7 and 9−
11 for O1 and O2, respectively. This indicates that the longest
oligomers used in this study, i.e., pentamers, would be too short
to predict the properties of the polymer chains of 1 and 2
accurately enough. However, the effective conjugation lengths
calculated from the CAM-B3LYP values are 5 for O1 and 6 or 7
for O2, which are almost the same as the oligomer sizes used

Table 2. Vertical S0 → S1, S0 → S2, and S0 → T1 Transition Energies (eV) and Exchange Energies, ΔEST (eV), of O1 (n = 3) and
O2 (n = 5) Calculated with TDDFT at the B3LYP/6-31G** and CAM-B3LYP/6-31G** (in parentheses) Levels of Theory
Using the Geometries Optimized at the Corresponding Theory Levels

S0 → S1 S0 → S2 S0 → T1 ΔESTa

conformation O1 O2 O1 O2 O1 O2 O1 O2

anti/syn 1.78 1.98 2.03 2.17 1.23 1.41 0.55 0.57
(2.49) (2.71) (2.70) (2.89) (1.36) (1.53) (1.13) (1.18)

syn 1.76 1.97 2.01 2.17 1.21 1.40 0.55 0.57
(2.47) (2.70) (2.68) (2.88) (1.34) (1.54) (1.13) (1.16)

anti 1.79 1.99 2.04 2.18 1.25 1.42 0.54 0.57
(2.50) (2.71) (2.71) (2.89) (1.39) (1.53) (1.11) (1.18)

aΔEST = E(S1) − E(T1)

Table 3. Vertical S0 → S1 Transition Energies (eV) of 1 and 2 Extrapolated from the Oligomeric Values (n = 1−4) of O1 and
O2, with TDDFT at the B3LYP/6-31G** and CAM-B3LYP/6-31G** (in parentheses) Levels of Theory, Using the Linear,
Kuhn (eq 1), and Scaled Kuhn Fits (eq 2)a

anti/syn syn anti

method O1 O2 O1 O2 O1 O2

linear fit 1.50 1.80 1.49 1.80 1.52 1.81
(2.25) (2.51) (2.24) (2.52) (2.27) (2.52)

Kuhn fit 1.68 1.99 1.67 1.99 1.70 2.01
(2.40) (2.69) (2.39) (2.69) (2.42) (2.69)

scaled Kuhn fit 1.64 1.87 1.63 1.84 1.66 1.88
(2.39) (2.63) (2.37) (2.62) (2.41) (2.63)

aExperimental absorption maxima of 1 and 2 are 1.96 eV (in toluene)28 and 2.03 eV (in chloroform),19 respectively, and the optical gaps estimated
from the onset wavelengths of the UV−vis spectra of 1 and 2 (in films) are 1.8828 and 1.82 eV,19 respectively.
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here. Unfortunately, using longer oligomers in calculations
would have been too demanding computationally, and these
results cannot be verified. Nevertheless, the experimental
absorption maxima (634 nm for 128 and 610 nm for 219) are
already reached with the smaller oligomers (Tables S9−S11,
SI), whereas the extrapolated values (Tables 3 and S13, SI) are
red-shifted with B3LYP and blue-shifted with CAM-B3LYP
when compared to the experimental values. These differences
originate again from the MSIE and the different amounts of the
exact HF exchange in the functionals.
Calculated absorption spectra of O1 (n = 3) and O2 (n = 5)

are presented in Figure 6. All spectra are characterized by one

broad low-energy transition (at the longer wavelength) and
additional smaller high-energy peaks. The overall shape of the
calculated spectra resembles the corresponding experimental
spectra17−19,28 and have dual-band features characteristic of D−
A copolymers.89 In the experimental spectra of 128 and 2,17−19

however, the dual-band feature is not as visible as in the spectra
of other D−A copolymers,32,89 and instead of two separate
bands, merely one dominant low-energy absorption band with a
shoulder and one significantly smaller high-energy peak are
observed. In the calculated spectra, the first low-energy peaks,
i.e., absorption maxima, originate from the S0 → S1 transitions
and are mainly HOMO → LUMO in nature for both O1 and
O2 (see Tables S9 and S10, SI). The absorption maxima, ca. 1.8
eV for O1 and ca. 2.0 eV for O2, of the spectra calculated with

B3LYP are in good agreement with the experimental values19,28

(Table 3). However, CAM-B3LYP yields absorption maxima at
ca. 2.5 eV for O1 and ca. 2.7 eV for O2, which are somewhat
blue-shifted with respect to the experimental values. The
higher-energy peaks in the calculated spectra originate from
transitions to the higher states (B3LYP, S5−S9 for O1 and S15−
S20 for O2; CAM-B3LYP, S3, S10−S16 for O1 and S3−S14 for
O2) and are observed at ca. 2.3 eV for O1 and ca. 2.7 eV for O2
with B3LYP, whereas CAM-B3LYP predicts the peaks at ca. 3.0
and 4.0 eV for O1 and at ca. 3.5 eV for O2.
The nature of the electronic transitions was studied using

NTOs, which provide a compact description of the electronic
transition density matrix and simplify the analysis of the excited
states consisting of mixed electronic configurations, which are
usually difficult to characterize with MOs.74 The NTOs reduce
the description of an excited-state transition into a single hole−
electron excitation whose fraction to the given transition is
given by an eigenvalue λ, which is 0 ≤ λ ≤ 1. The NTOs for the
S0 → S1 transition of the syn-conformations of O1 and O2
calculated with B3LYP are illustrated in Figure 7. The
calculated contributions of the electron densities of the donor
and acceptor units to these NTOs are presented in Table 4.
Because the conformation does not significantly affect the
shapes (or contributions) of the NTOs, the NTOs of the anti/
syn- and anti-conformations are not illustrated. As mentioned
above, the S0 → S1 transitions of O1 and O2 are mainly
HOMO → LUMO in nature (see Tables S9 and S10, SI), and
thus, the corresponding NTOs (1 in Figure 7) are similar to the
FMOs (Figure 5). In O1, the hole and electron are delocalized
on the donor and acceptor units in the middle part of the
backbone. In the case of O2, two pairs of NTOs are used to
describe the S0 → S1 transition. Similar to O1, the dominant
hole−electron pair (1 in Figure 7) is delocalized on the donor
and acceptor units in the middle part of the backbone, whereas
the second pair (2 in Figure 7) is localized on every other
repeating unit.
The calculated contributions (Table 4) of the electron

densities to the NTOs offer a more detailed account to their
distributions over the acceptor and donor units. These results
indicate partial charge transfer from the donor units to the
acceptor units in the S0 → S1 transitions of both O1 and O2,
supporting previous statements90,91 of the partial ICT nature of
the low-energy band in the absorption spectra of the D−A
copolymers. In addition, the second NTO pair of O2 shows
also partial charge transfer character with almost the same
contributions from the donor and acceptor units to NTOs as in
the dominant NTOs. It is noteworthy that more electron
density (25−29 percentage units) transfers from the donor to
the acceptor in O2 than in O1 (15 percentage units). CAM-
B3LYP yields contributions close to those predicted by B3LYP.
However, the second NTO pair is now required for the
description of S0 → S1 transitions of both O1 and O2, as the
transitions consist of several electronic configurations rather
than just one dominant HOMO → LUMO transition.

Excited-State (S1 and T1) Structural Properties of the
Oligomeric Models. The optimized S1 and T1 excited-state
geometries of the syn-conformations of O1 (n = 3) and O2 (n =
5) were determined with TDDFT/B3LYP/6-31G** to
investigate geometry relaxation in the low-lying excited states.
The S1 and T1 geometries of O1 show only modest changes in
dihedral angles vs S0, resulting in only marginally more
planarized backbones. For O2-syn, the dihedral angles are

Figure 6. UV−vis absorption spectra of the conformational models of
O1 (black, n = 3) and O2 (red, n = 5) in vacuum calculated with
TDDFT at the (a) B3LYP/6-31G** and (b) CAM-B3LYP/6-31G**
levels of theory. The spectra were created using a Gaussian-shape
broadening with fwhm of 0.30 eV.
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between 6° and 8° in the S1 geometry and between 4° and 11°
in the T1 geometry (compared with 8−11° in the S0 geometry).
The differences between the bond lengths of the excited-state

(S1 and T1) and ground-state (S0) geometries of the O1-syn
trimers and the O2-syn pentamers are given in Figure 8. The
dashed vertical lines divide the CRUs into different sections for
an easier comparison of the corresponding parts of O1 and O2.
The largest changes occur in the middle of the oligomers. The
relaxation in the S1 state shortens the single bonds and
lengthens the double bonds, resulting in an inverse single−
double C−C bond pattern (see the graph) compared to that in
the S0 geometry. The bond pattern of the S1 geometry is similar
for O1 and O2. For T1, the FMOs localize primarily on one
donor, with some extension to the two neighboring acceptors;
hence, T1 is shown to be considerably more localized when
compared to S1 (Figure S10, SI). In addition, the T1 relaxation
energies of O1 and O2 differ somewhat, i.e., the ladder-type
donor of O1 leads to a slightly larger relaxation energy (24.36
kJ·mol−1) with respect to O2 (20.45 kJ·mol−1), which has the
smaller BDT donor.
The BLA values for the S0, S1, and T1 geometries of the syn-

conformations of O1 and O2 are presented in Table S14 of the
SI for the whole backbones and the innermost CRUs
(BLAmiddle). Here, we will only focus on the BLAmiddle values,
as this is where the FMOs of the excited states localize (see

Figure 8 and Figure S10, SI). The BLAmiddle values of the S0 and
S1 geometries of O1 and O2 are very close to each other. Also,
the S1 relaxation energies are identical for O1 and O2 (10.63 kJ·
mol−1). The S0 geometries of both O1 and O2 show aromatic
nature, as discussed above, whereas the BLAmiddle values of the
S1 geometries are slightly negative, but close to zero, indicating
a modest quinoid character. However, the BLAmiddle values for
the T1 geometries are ca. −0.019 and 0.011 Å for O1 and O2,
respectively. In other words, the innermost CRUs in the excited
states have more quinoid character than the terminal CRUs, as
observed also in other studies.42,77 However, if the BLAmiddle of
O2 is calculated for the bonds 21−43 (12 double bonds) in
order to keep the relative conjugation length (i.e., the number
of the double bonds) of the oligomers as consistent as possible,
the BLA of the S0 geometry of O2 is again close to that of O1,
but the BLAs of S1 and T1 are positive, indicating aromatic
character.

■ CONCLUSIONS

In this work, we have theoretically compared the ladder-type
BDT-based donor to its smaller counterpart, which has been
more widely used in organic solar cells, to understand the
structure−property relationships of two D−A copolymers, i.e.,
1 and 2, where these two donors have been used, respectively,
together with a TPD acceptor. Our calculations predict some

Figure 7. NTOs calculated at the TDDFT/B3LYP/6-31G** level of theory for the S0 → S1 transition of the syn-conformations of O1 (n = 3) and
O2 (n = 5) (isodensity contour = 0.025). The eigenvalue λ is the fraction of the hole−electron contribution to the given excitation.

Table 4. Contributions (%) of the Electron Densities of the Donor and Acceptors Units to the NTOs Corresponding to the S0
→ S1 Transition in the Oligomeric Models O1 (n = 3) and O2 (n = 5) As Calculated via C-SPA70 a

hole electron

conformation compound hole−electron pair λ D A D A

anti/syn O1 1 0.91 (0.61) 81 (81) 19 (19) 66 (67) 34 (33)
(2) (0.24) (76) (24) (60) (40)

O2 1 0.89 (0.58) 74 (72) 26 (28) 50 (51) 50 (49)
2 0.09 (0.24) 75 (73) 25 (27) 47 (51) 53 (49)

syn O1 1 0.92 (0.61) 81 (81) 19 (19) 67 (67) 33 (33)
(2) (0.23) (76) (24) (61) (39)

O2 1 0.88 (0.57) 75 (74) 25 (26) 50 (52) 50 (48)
2 0.09 (0.23) 76 (74) 24 (26) 47 (52) 53 (48)

anti O1 1 0.91 (0.61) 81 (81) 19 (19) 66 (67) 34 (33)
(2) (0.24) (76) (24) (60) (40)

O2 1 0.88 (0.58) 74 (72) 26 (28) 49 (51) 51 (49)
2 0.10 (0.23) 75 (72) 25 (28) 47 (50) 53 (50)

aThe NTOs were determined with TDDFT at the B3LYP/6-31G** and CAM-B3LYP/6-31G** (in parentheses) levels of theory.
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general similarities, although the differences in the donor
structures also lead to clear differences, for example, in the
charge transfer characteristics. The highly curved backbones
predicted for the anti/syn-conformations of 1 and 2 may hinder
polymer chain packing and result in low-ordered films with
lower charge-carrier mobilities when compared to syn- and anti-
conformations. The syn-conformations are energetically the
most favorable structures for both copolymers. However, the
syn-conformation of 2 is predicted to be less curved than that of
1, which does not seem to correlate with the reported
experimental hole carrier mobilities. One possible explanation
for the better hole carrier mobility of 1 could be that the more
planar structure predicted by our calculations helps the
molecular packing. According to the calculated BLA values,
the ground-state geometries of 1 and 2 are aromatic in nature,
whereas the S1 and T1 geometries present some quinoid
character. In addition, the extended conjugation of the stiff
ladder-type donor destabilizes both the HOMO and LUMO
energies of the ladder copolymer 1 and leads to a smaller gap
energy with respect to the copolymer 2, which has the smaller

BDT donor. Even though the shapes of the spectra of 1 and 2
are similar, the ladder-type donor unit of 1 reduces the
transition energies (i.e., leads to red-shifted spectra) and
increases the oscillator strengths compared to the smaller BDT
donor unit of 2. The more rigid backbone of 1 leads to a
modestly smaller exchange energy. A more significant charge
transfer nature is predicted for the less-curved copolymer 2,
which is in agreement with the better power conversion
efficiency reported in the literature.
In the future studies, the influence of the more rigid, rodlike

structure of the ladder copolymer on molecular packing and the
resulting intra- and intermolecular interactions should be also
examined. In addition, the use of stronger acceptor units with
ladder-type donors should be investigated, because the
influence of the acceptor on the charge transfer properties of
copolymer 1 seems to be “diluted” by the extended conjugation
of the longer ladder-type donor. Such studies would be
beneficial in modifying the intrinsic properties and eventual
materials performance of ladder copolymers.

Figure 8. Differences of the bond lengths between the B3LYP/6-31G**-optimized excited-state (S1 and T1) and ground-state (S0) geometries with
respect to the bond numbers of (a) O1-syn (n = 3) and (b) O2-syn (n = 5) along the numbered conjugation paths marked with bold (only middle
CRUs presented here). The dashed lines divide the CRUs into different sections: the ladder-type donor unit of O1 (D1), the BDT donor unit of O2
(D2), and the acceptor unit (A).

The Journal of Physical Chemistry A Article

DOI: 10.1021/acs.jpca.5b08465
J. Phys. Chem. A 2016, 120, 1051−1064

1061



■ ASSOCIATED CONTENT
*S Supporting Information
The Supporting Information is available free of charge on the
ACS Publications website at DOI: 10.1021/acs.jpca.5b08465.

Details concerning structural, electronic, and optical
properties of the monomer, oligomer, and periodic
models: PES scans, total and relative energies, dihedral
angles, BLA values, HOMO, LUMO, and HOMO−
LUMO gap energies, vertical transition energies,
oscillator strengths, electronic configurations, and
FMOs of the excited state geometries. Additionally,
more detailed discussion of the differences between the
extrapolation methods is provided. (PDF)

■ AUTHOR INFORMATION
Corresponding Authors
*T.K.: e-mail, tuuva.kastinen@tut.fi.
*T.I.H: e-mail, terttu.hukka@tut.fi; telephone, +358 40 198
1133.
Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS
Computing resources provided by the CSC−IT Center for
Science Ltd, administrated by the Finnish Ministry of
Education, are acknowledged. Financing of this research by
the Academy of Finland and the Graduate School of Tampere
University of Technology (TUT) is greatly appreciated. C.R.
acknowledges the generous support of the University of
Kentucky Vice President for Research for start-up funds.
M.N. gratefully acknowledges the research grant from the
Walter Ahlström foundation.

■ REFERENCES
(1) Blom, P. W. M.; Mihailetchi, V. D.; Koster, L. J. A.; Markov, D. E.
Device Physics of Polymer:Fullerene Bulk Heterojunction Solar Cells.
Adv. Mater. 2007, 19, 1551−1566.
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On describing the optoelectronic characteristics
of poly(benzodithiophene-co-quinoxaline)–
fullerene complexes: the influence of optimally
tuned density functionals†

T. Kastinen,*a M. Niskanen,ab C. Risko,c O. Cramariuc*d and T. I. Hukka*a

Here, we investigate the effects of both tuning the range-separation parameter of long-range corrected

(LRC) density functionals and including dispersion corrections on describing the local optoelectronic

properties of polymer–fullerene interfaces that are critical to the performance of polymer solar cells

(PSCs). Focusing on recently studied (Chen, et al., Chem. Mater., 2012, 24, 4766–4772) PSC active layers

derived from poly(benzodithiophene-co-quinoxaline) and substituted fullerene PC71BM, we compare the

performance of global hybrid functionals (B3LYP and B3LYP-D) alongside two LRC functionals (oB97X

and oB97X-D) and their optimally tuned (OT) analogs (OT-oB97X and OT-oB97X-D). Our results confirm

that OT-LRC functionals generally improve the description of the optical properties of the individual

materials with respect to experiment. For electron-donor (eD)–electron-acceptor (eA) complexes used to

describe the local optoelectronic properties of the material interface, PC71BM is found to preferentially

settle near the quinoxaline acceptor units on the copolymer backbone, regardless of the functional, though

dispersion corrections have a strong influence on the intermolecular distances and, in turn, the nature of

the excited states. All functionals yield very similar descriptions of the transition maxima for the complexes,

i.e. predominant local excitations on the copolymer. Importantly, tuning the range-separation parameter of

the LRC functional is shown to have a profound effect, as the OT functionals allow for the description of

the charge transfer states of the eD–eA complexes, while the non-tuned LRC functionals predict only local

intramolecular excitations. These results hold considerable importance for deriving the appropriate physical

understanding of the interfacial structure–property–function relationships of PSCs.

Introduction

Polymer solar cells (PSCs), where p-conjugated polymers acting as
electron-donor (eD) materials are paired with molecular electron-
acceptor (eA) materials, typically fullerene derivatives, to comprise
the photoactive layer, have shown considerable photovoltaic
performance gains over the past few years.1–7 In particular, the
design of copolymers8,9 incorporating electron-rich donor (D)
moieties and electron-deficient acceptor (A) moieties in the
constitutional repeating unit (CRU) has been a key driver in the
improved performance of PSCs. Fine tuning of the structural and
electronic properties of the D–A copolymer, e.g. ionization energies
(IEs), electron affinities (EAs), and optical characteristics, through
an appropriate choice of donor and acceptor moieties allows syn-
thetic chemists to aim for ‘‘ideal’’ optoelectronic properties,1,10,11 and
improve device performance through materials design.

Thin-film PSCs take advantage of the bulk heterojunction
(BHJ) architecture,12 obtained by blending eD and eA materials.
The BHJ interpenetrating network maximizes the interfacial
contact surface area, leading to high efficiencies of exciton
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dissociation, occurring through interfacial charge-transfer (CT)
excited states, in the solar cell. The relative orientations of eD and
eAmolecules at these eD–eA interfaces have a great impact on the
exciton dissociation and charge generation and recombination
processes that are critical for the performance of a PSC.13–15

Theoretical modeling can offer considerable insight into the
structure–property–function relationships of the eD–eA interface.
However, the accuracy of the theoretical description of these
phenomena depends greatly on the level of the theory employed,
and thus it is important to validate the methods being applied in
these studies.16,17 Density functional theory (DFT) and its time-
dependent (TDDFT) analog are widely used methods to explore
the optoelectronic properties of organic electronic materials due to
their balance of accuracy and computational efficiency.13–15,18–28

The choice of approximate exchange–correlation (xc) functional
sets limits to both the accuracy and the efficiency of the DFT
methods. Global hybrid functionals that include a fixed, global
fraction of explicit Hartree–Fock (HF) exchange, e.g. B3LYP
(20% HF exchange), have become especially popular in studying
organic electronic materials due to an improved description of
various molecular properties (e.g. geometries, interaction energies,
vibrational energies, etc.). However, it is well known that B3LYP
and other global hybrid functionals have shortcomings in
describing several properties of interest in thesematerials, including
the underestimation of the bond-length alternation (BLA) pattern
within the p-conjugated framework,29 IEs,30 fundamental gaps,30,31

and excited-state energies,22 and the overestimation of the wave
function delocalization,29 torsional barriers,32,33 and intermo-
lecular electronic couplings.34 Many of these issues originate
from the many-electron self-interaction error (MSIE)35 and an
incorrect description of the asymptotic region of the xc potential.
While the inclusion of full (100%) HF exchange would correct these
differences, short-range (SR) electron correlation effects, which are
best described by semilocal exchange, should also be taken into
account for the correct description of chemical bonding, etc.34

In range-separated hybrid (RSH) functionals,36–38 the combi-
nation of both types of exchanges is achieved by separating the
electron–electron interaction into long-range (LR) and SR parts using
some separation operator, e.g. the standard error function (erf):

1

r12
¼ erf or12ð Þ

r12
|fflfflfflfflffl{zfflfflfflfflffl}

LR

þ 1� erf or12ð Þ
r12

|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

SR

; (1)

whereo is the range-separation parameter. The inverse ofo, i.e. 1/o,
is then a characteristic length scale for the transition between the LR
and SR descriptions. The LR and SR parts of the Coulomb operator
are treated differently depending on the approach: in so-called
screened-exchange hybrid functionals,39–42 a finite amount of HF
exchange is used at SR and none at LR; this implementation, for
instance, has a reduced computational cost for extended, i.e.,
solid state systems.40 In the class of RSH functionals referred to
as long range-corrected (LRC) hybrid functionals,30,34,38,43–46

the full HF exchange and semilocal correlation are employed to
treat the LR part of eqn (1), while a semilocal or standard
hybrid DFT functional is employed to treat the SR part of
eqn (1). Previous studies30,47–49 have shown o to be sensitive

to the system of interest, and thus using default values of o
found in many computational chemistry software suites can
lead to incorrect results for a particular system. Determining
the optimalo, generally using the tuning procedure introduced by
Stein, Kronik, and Baer (see the Computational details section for
more information on the procedure),49,50 has been proven to be an
efficient method for achieving an optimal o for organic electronic
materials. These so-called optimally tuned (OT) LRC functionals
have been applied previously in the studies of homopolymers,51,52

D–A copolymers,20,22,23,52 and fullerene derivatives53,54 employed
in PSCs. In the case of D–A copolymers, the tuning of o
improves20,22,23 the description of the singlet vertical transition
energies, leading to better correspondence between theoretical
UV-vis absorption spectra and those obtained experimentally.
In addition, OT-LRC functionals have been employed to study
the nature of low-lying singlet and triplet excited states in model
pentacene–C60 complexes24,25,27,28 and those of benzothiadiazole-
based (D–A–A)-type donor molecules, DTDCTB and C60.

55

Moreover, weak dispersion interactions are known to play
an important role in describing eD–eA interface configurations.
Functionals incorporating empirical dispersion corrections have
been employed in some studies of eD–eA interfaces, including
model complexes of pentacene–C60

25 and DTDCTB–C60.
56 Of

relevance to this work, investigations of eD–eA interface config-
urations with D–A copolymers and fullerene derivatives have
been carried out with the global hybrid B3LYP57 and the non-
tuned LRC CAM-B3LYP.58–61 However, systematic computational
studies to determine the effect of both the tuning of a LRC
functional and the inclusion of dispersion corrections on the
description of this type of interface remain limited.62,63

In this study, we investigate the optoelectronic properties of the
eD–eA interface formed between a benzodithiophene-quinoxaline-
based D–A copolymer, i.e. poly{4,8-bis(20-ethylhexyloxy)-benzo[1,2-
b:4,5-b0]-dithiophene-alt-[5,8-bis(50-thiophen-20-yl)-6,7-difluoro-2,3-
bis-(300-hexyloxyphenyl)quinoxaline]},7 as the eD (Fig. 1a) and
PC71BM (Fig. 1b) as the eA; the properties of PC61BM (Fig. 1b)
are also characterized. Heterocyclic quinoxalines have been used
as acceptor units in several D–A copolymer-based BHJ PSCs64–67

due to the high EAs induced by two nitrogen atoms in the second
benzene ring of quinoxaline. The benzo[1,2-b:4,5-b0]-dithiophene
(BDT) unit, where one benzene and two thiophene rings are fused
together, has been successfully used as a donor in D–A copolymers
of high-performing BHJ PSCs.2–6 Additionally, a BDT-based copo-
lymer using thieno[3,4-b]thiophene as an acceptor unit has shown
promising properties as a hole transport material in a perovskite
solar cell.68 A comparison of the results obtained from conven-
tional hybrid functionals and non-tuned and OT-LRC functionals
sheds new light on the ability of DFT to describe characteristics of
these optically and electronically active systems.

Computational details
Models

The D–A copolymer CRU consists of the BDT donor unit, the
quinoxaline acceptor unit, and one thiophene on each side of
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the acceptor as a spacer, see Fig. 1a. The dihedral angles within
one CRU were determined using relaxed potential energy surface
(PES) scans (see Methods and Fig. S1, ESI†). The oligomeric (O3,
n = 3) and periodic (P, n =N) models of an alternating copolymer
backbone were constructed in two different conformations
(Fig. 2), i.e. the CRUs were placed either syn or anti to each other:
in O3-syn/P-syn, the quinoxaline units are on the same side of the
backbone and in O3-anti/P-anti, every other quinoxaline unit is on
the opposite side of the backbone. We note that these conforma-
tions studied in vacuum present only two examples of a large
number of conformers that can exist in real, disordered solution
or solid thin film environments. In the oligomeric models, the
optimized monomer was used as the CRU, whereas in the
periodic calculations, the optimized O3-syn and O3-anti were
used as the repeating units of P-syn and P-anti, respectively, to
ensure the creation of repeatable structures. The 2-ethylhexyl and
hexyl chains of the copolymer were replaced by methyl groups to
reduce the computational cost. We note, however, that long alkyl

side chains would impact the solid-state packing and resulting
solid-state optoelectronic characteristics.69 While it is beyond
the scope of this study, these effects should be considered when
modeling the packing of the molecules in the active layer.

In addition to the fully optimized copolymer models, we
constructed a planarized trimer model O3-anti, i.e. O3p hereafter,
in which the dihedral angles of the backbone defined in Fig. 2
were constrained to 1801, while optimizing the geometry other-
wise fully. Additionally, the substituents, i.e. the hexyloxyphenyl
side groups of the quinoxaline acceptor unit, were replaced by
hydrogens to reduce the computational cost, see ESI† Table S1 for
the effect of these modifications on the electronic properties of
the trimer. The planarized trimer was employed in the studies
of six different eD–eA models consisting of O3p as the eD and
PC71BM (the a isomer)70 as the eA, as the combination of these
materials has been examined experimentally.7 The O3p trimer
was oriented on the xy plane along the x axis, see Fig. S2 (ESI†).
In the first three eD–eA models, i.e. 1a–3a, (Fig. 3), PC71BM was

Fig. 1 Structures of the (a) D–A copolymer and (b) fullerene derivatives.

Fig. 2 Patterns of the backbones of the oligomeric and periodic copolymer models. The substituents (R1, R2) of the quinoxaline acceptor units are
3-methoxyphenyls in the fully optimized structures and hydrogens in the planarized O3-anti structure, i.e. O3p. The colored circles in the first CRU of
O3-anti/P-anti represent the atoms defining the dihedral angles constrained to 1801 throughout the entire trimer backbone O3p. The conjugation path
used for calculating the BLAs is in bold in the figure of O3-anti/P-anti.
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positioned vertically (i.e. along the z axis) on the top of the trimer
as follows: in 1a above the donor unit, in 2a above the thiophene
spacer, and in 3a above the acceptor unit. In 1b–3b (Fig. S3,
ESI†), PC71BM was positioned horizontally (i.e. along the x axis) on
the same units of the trimer as in 1a–3a, respectively. After this, the
intermolecular distance between O3p and PC71BM was increased
stepwise as described under Methods. See Fig. S4 (ESI†) for the
positions of the superposed rings and centroids inO3p and PC71BM.

Methods

All DFT, periodic boundary condition (PBC)71,72 DFT, and TDDFT
calculations were carried out in vacuum, unless specified other-
wise, using the Gaussian 09 suite of programs (Revisions C.0173

and D.0174). The ground-state geometry of the monomer was
optimized at the B3LYP/6-31G** level of theory. The ground-state
geometries of the copolymer models (Fig. 1a and 2) and fullerene
derivatives (Fig. 1b) were optimized using the B3LYP,75,76 B3LYP-D
(B3LYP together with the D3 version of Grimme’s dispersion,77

GD3), oB97X,45 and oB97X-D46 functionals, as well as the
corresponding optimally tuned oB97X and oB97X-D functionals,
which are labelled with an OT-prefix hereafter (i.e. OT-oB97X and

OT-oB97X-D, respectively), with the 6-31G** basis set. Moreover,
single-point (SP) calculations of the eD–eA, i.e. O3p–PC71BM
models, were carried out at the same levels of theory. Pictorial
presentations of the geometries and natural transition orbitals
(NTOs) were generated using ChemCraft 1.8.78 The contributions
of the electron densities to the NTOs were determined using the
C-squared Population Analysis (C-SPA)79 as implemented in
Multiwfn 3.3.6.80–82

The IE tuning procedure developed by Stein, Kronik, and
Baer49,50 was employed to determine the optimal range-separation
parameters for individual molecules and the O3p–PC71BM models.
The idea of the approach is to enforce the known relation83–86

between the highest occupied Kohn–Sham eigenvalue and the IE
that exist for the perfect xc functional by seeking a value of o such
that the HOMO energy (eHOMO(N)) for an N-electron (neutral) system
equals �IE(N). This can be carried out by minimizing the following
equation:

JIE(o) = |eoHOMO(N) + Eo(N � 1) � Eo(N)|, (2)

where Eo(N) and Eo(N � 1) are the ground state energies of the
N and N � 1 (cation) electron systems, respectively. As there is

Fig. 3 Vertical eD–eA models represented from (a) the side and (b) the bottom of the models. In the models, PC71BM (eA) is positioned vertically on the
donor (1a), thiophene spacer (2a), or acceptor (3a) unit of the planarized O3p trimer model (eD) of the D–A copolymer.
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no analogous theorem to relate the LUMO energy to the EA, the
IE of the N + 1 (anion) electron system is usually considered, as
it is the same as the EA of the N electron system if relaxation
effects are not taken into account.50 Then, the following expres-
sion can be used for the EA:

JEA(o) = |eoHOMO(N + 1) + Eo(N) � Eo(N + 1)|, (3)

where eHOMO(N + 1) and Eo(N + 1) are the HOMO energy and the
ground state energy of the N + 1 electron system, respectively.
o is the same in both eqn (2) and (3). To tune the fundamental
gap of the system,31,87 such a o value is searched for that
minimizes both eqn (2) and (3):

Jgap(o) = JIE(o) + JEA(o). (4)

The range-separation parameters of the oB97X and oB97X-D
functionals, originally 0.3 and 0.2 bohr�1, respectively, were opti-
mized for the oligomeric trimer models of the D–A copolymer,
fullerene derivatives (PC61BM and PC71BM), and the O3p–PC71BM
models with an accuracy of 0.01 bohr�1. The optimized B3LYP/
6-31G** geometries were used as the starting structures. The 6-31G*
basis set was used in all o tuning calculations. The OT o values
obtained for the trimers were used for the corresponding periodic
models of the D–A copolymer. For the individual molecules,
we used the gap tuning procedure (eqn (4)), whereas for the O3p–
PC71BM model systems, we determined the optimal o values by
minimizing themodified version24,25,49 of eqn (4), which takes both
the IE of the eD (O3p) and the EA of the eA (PC71BM) into account:

J(o) = |eoHOMO(N) + EoD(N � 1) � EoD(N)| + |eoHOMO(M + 1)

+ EoA(M) � EoA(M + 1)|, (5)

where eHOMO(N) and eHOMO(M + 1) are the HOMO energies of the
neutral O3p and the anion of PC71BM, respectively, EoD(N) and
EoA(M) are the total energies of the neutral O3p and PC71BM,
respectively, and EoD(N � 1) and EoA(M + 1) are the total energies of
the cation of O3p and the anion of PC71BM, respectively. Here
we make the assumption that the eD and eA molecules dominate
the IE and EA, respectively. For each o in the studied range, the
(vertical) IE was always calculated as the energy difference between
the cation and the neutral, which were both at the optimized neutral
geometry (see eqn (2)). Similarly, the (vertical) EA was calculated as
the energy difference between the neutral and the anion, both at the
optimized anion geometry (see eqn (3)).

Dihedral angles a, b1, and b2 of the monomer (see Fig. S1)
were determined using the relaxed PES scans, where the geome-
try of the monomer was optimized at constrained a/b1/b2 inter-
vals of 51 between 01 and 3601. The structure of the monomer was
confirmed as a minimum by the absence of the imaginary
frequencies in a frequency calculation following the optimization
at the same B3LYP/6-31G** level of theory.

The periodic models of the D–A copolymer were optimized
using the default density of the k-points. The length of the
translation vector Tv determines the number of k-points, i.e. the
longer the vector the less the k-points in the reciprocal space.
The initial lengths of Tv were ca. 47 Å and 58 Å, resulting in 8 and
6 k-points in P-syn and P-anti, respectively.

BLAs were calculated for the optimized ground-state geometries
of the oligomeric trimer and periodic models of the D–A copolymer.
Each BLA value was determined as the average difference in length
between the adjacent C–C single and CQC double bonds within the
conjugation path in a molecule (see Fig. 2), i.e. within the shortest
path between the terminal carbon atoms.88 The total BLA values for
the trimers were compared to the BLAmiddle values taken from the
innermost CRU of the trimers and the BLAN values calculated for
the periodic models.

The eD–eA models, i.e. the O3p–PC71BM models (see Fig. 3
and Fig. S3, ESI†), were built from the B3LYP-optimized geome-
tries using Materials Studio 8.0.89 The one-dimensional (rigid)
potential energy scans of the models were carried out using
Gaussian 09 via SP energy calculations, while increasing the
vertical distance between O3p and PC71BM from 3.0 Å to 5.0 Å (to
6.0 Å in the case of OT-oB97X) by steps of 0.1 Å. The distance was
measured between the centroid of a benzene ring of PC71BM
shown in Fig. S4 (ESI†), and that of the benzene/thiophene ring
of the central CRU of the O3p trimer. Additionally, the center-to-
center distances, i.e. the distance between the centroid of PC71BM
and that of the benzene/thiophene ring of the O3p trimer, were
monitored. The interaction energies (Eint) for the models were
calculated as

Eint = EO3p–PC71BM � (EO3p + EPC71BM), (6)

where the SP energies of the isolated O3p trimer (EO3p) and
PC71BM (EPC71BM) were subtracted from the SP energy of the
combined O3p–PC71BM model (EO3p–PC71BM).

The vertical transition energies were calculated using TDDFT
for the first 20 singlet excited states of the O3-anti, the first 50
singlet excited states of PC61BM and PC71BM, and the first 10
singlet excited states of the O3p–PC71BMmodels. The geometries
of the O3-anti and fullerene derivatives were optimized using the
same functional as those employed in the TDDFT calculation;
as a check, the B3LYP optimized geometries were also employed.
To compare with the experimental UV-vis absorption spectra
measured in solution, the TDDFT calculations were also carried
out in 1,2-dichlorobenzene for O3-anti and in toluene for PC61BM
and PC71BM. Solvation effects were included by means of the
integral equation formalism of the polarizable continuum model
(IEFPCM)90,91 using the dielectric constants of 9.99 and 2.37 for
1,2-dichlorobenzene and toluene, respectively. The graphical
presentations of the UV-vis absorption spectra were created via
convolution of the singlet vertical transition energies and oscillator
strengths (f) using a Gaussian-shape broadening with a full width
at half maximum (fwhm) of 0.30 eV. The nature of the electronic
transitions was described using NTOs92 as a representation for the
transition density matrix. The Revision D.01 of Gaussian 09 was
used to calculate NTOs.

Results and discussion
Optimally tuned range-separation parameters

The OT o values of the individual trimers, fullerene derivatives,
and the combined O3p–PC71BM models are shown in Table 1.
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In general, all optimal o values are smaller than the default
o used in the original LRC-functionals oB97X (0.3 bohr�1)
and oB97X-D (0.2 bohr�1), as expected due to the extended
p-conjugation in these systems.20,22,23,30 The optimal o values show
the same mutual ordering as the default values, but the difference
between them is significantly smaller; for the same compound, o
of OT-oB97X is only 0.01 bohr�1 larger than that of OT-oB97X-D.
The optimal o values of the trimer models are between 0.09 and
0.11 bohr�1 corresponding to the characteristic length scale (1/o) of
ca. 9–11 bohr, e.g. 5–6 Å. These values are consistent with those
(0.10–0.17 bohr�1) obtained with different LRC functionals for
other D–A copolymers in previous studies.20,22,23 Furthermore,
our calculations show that the conformation does not have any

influence on the optimal o value of the oB97X functional.
However, we did not tune o of oB97X-D for O3-syn, as these
calculations would have been too time-consuming.

The OT o values (0.13–0.16 bohr�1) obtained for PC61BM and
PC71BM are somewhat larger than those obtained for the trimers,
but smaller than those obtained previously for the same fullerene
derivatives53 and C60

28,87 with other LRC-functionals. The optimal
o values of the oB97X-D functional are very close to those
obtained54 previously with the same functional. The characteristic
length scales (1/o) of PC61BM and PC71BM are ca. 6–8 bohr, e.g.
3–4 Å. The OT o values for the O3p–PC71BM models are between
those obtained for the individual O3p and PC71BM, but somewhat
closer to those obtained for PC71BM. Altogether, these results
indicate that the default o values of oB97X and oB97X-D are too
large for the studied systems, as have been reported also in the
previous studies of the organic optoelectronic materials using
different OT-LRC functionals.20,22,23,53

Ground state structural properties of the copolymer models

The results for the monomeric PES calculations are presented
in Fig. S1 (ESI†). The PES curves indicate that the backbone of
the monomer is nonplanar, namely the optimal dihedral angle
between the BDT donor and thiophene is ca. 1601 and that
between thiophenes and the quinoxaline acceptor is ca. 151.
These deviations from the planarity are also observed for the
B3LYP-optimized ground-state geometries of the trimers (O3-syn
and O3-anti) of the studied D–A copolymer (Fig. 4). The backbones

Table 1 Optimally tuned range-separation parameters o (in bohr�1) of
the LRC-functionals determined using the gap tuning proceduresa with
the 6-31G* basis set

Model OT-oB97X OT-oB97X-D

O3-syn 0.10 —
O3-anti 0.10 0.09
O3p (O3p-anti)b 0.11 0.10
PC61BM 0.16 0.15
PC71BM 0.14 0.13
O3p–PC71BM

c 0.13 0.12

a The OT o values of the individual molecules were determined using
eqn (4). In the case of the O3p–PC71BM models, eqn (5) was used.
b Planarized O3 with the anti-conformation. c The same o was applied
to all six models, 1a–3a and 1b–3b.

Fig. 4 Ground-state geometries of the trimer models O3-syn and O3-anti fully optimized at the B3LYP/6-31G** level of theory. The dashed lines
indicate the distances between the centroids (pink dummy atoms) of the methoxyphenyl groups of two neighboring CRUs. The studied dihedral angles of
O3-anti/P-anti are marked with the circles and arrows.
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of both conformers are helical, with O3-syn having a more
pronounced helix structure, an effect due to the orientation of
the methoxyphenyl groups. In O3-syn, all methoxyphenyl groups
are on the same side of the backbone, which results in smaller
distances (ca. 11 Å) between the phenyl groups of the neighboring
CRUs compared to those of O3-anti (15–16 Å), where the meth-
oxyphenyl groups are on the opposite sides of the backbone.
A similar helical geometry was also observed for an alternating
thiophene–quinoxaline (TQ) D–A copolymer by Hedström and
Persson,93 who concluded that the suitable positions of the
neighboring alkoxyphenyl groups enable nonbonded stacking
interactions between them leading to the helical geometry of TQ,
because in TQ the distance between the alkoxyphenyl groups
corresponds to the reported p–p interaction distances (3.4–4.1 Å).94

However, in the case of the D–A copolymer studied here, the
thiophene spacers and BDT units together increase the distances
between the quinoxaline units significantly, and therefore, it can
be concluded that the p–p interactions between the alkoxyphenyl
groups do not drive towards the helix formation.

The other functionals used in this study yield similar optimized
geometries for O3-anti as those obtained with B3LYP. The
dispersion corrected functionals (B3LYP-D and oB97X-D) yield
slightly (0.4–0.8 Å) shorter distances between the methoxyphenyl
groups than other functionals. Additionally, the OT-LRC func-
tionals yield only marginally (0.2–0.4 Å) longer distances than the
non-tuned LRC functionals. In the case of O3-syn, oB97X predicts
the same distances between the methoxyphenyl groups as B3LYP,
whereas OT-oB97X increases the distances by 2.6 Å.

All functionals yield the optimized geometry of the periodic
model P-anti corresponding to that of O3-anti. However, the helix
structures of the optimized geometries of P-syn are less pronounced
than those of O3-syn and the distances between the methoxyphenyl
groups increase by 1.0–5.0 Å being now closer to those of the anti-
conformations. The anti-conformations of both the trimer and
periodic models are predicted (Table S2, ESI†) to be energetically
more favorable than the syn-conformations. As the conformation
can be assumed to affect the optoelectronic properties of the
theoretical models26 only slightly, the syn-conformations have
been omitted from the further studies.

The dihedral angles of the oligomeric O3-anti and periodic
P-anti models optimized with different functionals are listed in
Table 2. The functional choice has some effect on the dihedral
angles, although the values predicted with both the hybrid and
LRC functionals are in the same range. For O3-anti, the devia-
tions from the planarity are 7–171 predicted by B3LYP. The
inclusion of dispersion corrections (in B3LYP-D) increases the
nonplanarity slightly, i.e. up to 10–201. Both the original, non-
tuned LRC functionals (oB97X and oB97X-D) and the OT-LRC
functionals predict similar structures with the deviations from
the planarity of 15–241 and 13–211, respectively. The dihedral
angles of the periodic model are close to those of the O3-anti,
although the backbone of P-anti is slightly less planar than that of
the trimer. The LRC functionals predict more planar structures,
which is consistent with the larger amounts of HF exchange
when compared to the hybrid functionals, as has been previously
observed.20

The BLA and BLAmiddle values of O3-anti and the corres-
ponding BLAN values of P-anti of the ground-state geometries
optimized with different functionals are presented in Table 3.
The BLA values are in the same range and have the same trends
between the functionals as observed in the previous studies20,26

for D–A copolymers. That is, the LRC functionals yield somewhat
larger BLA values, i.e. larger differences between the single and
double bond lengths than the hybrid functionals due to the
larger amounts of exact HF exchange in the functional,20 and
suggest a more aromatic nature for both O3-anti and P-anti than
the hybrid functionals. The same applies to the calculated
differences in bond lengths between B3LYP and other functionals
(see Fig. S5 and S6, ESI†). The dispersion corrections in B3LYP-D
do not have significant effects on the bond lengths relative to
B3LYP, and the BLA values obtained with and without dispersion
corrections are almost identical. The BLA values and bond
lengths obtained with the OT-LRC functionals are between those
obtained with the hybrid functionals and the non-tuned LRC
functionals, but somewhat closer to the B3LYP and B3LYP-D
values. The non-tuned LRC functionals and OT-oB97X-D lengthen
the single bonds and shorten the double bonds whereas OT-oB97X
lengthens both the single and double bonds with respect to B3LYP.
The oB97X-D functional yields somewhat smaller BLA values
and shorter bonds than oB97X. The OT-oB97X-D and OT-oB97X
functionals yield almost identical BLAs, however, OT-oB97X-D
predicts somewhat shorter bonds. In all cases, the BLAmiddle

values calculated from the middle CRU of the trimer are slightly

Table 2 Dihedral angles a, b1, and b2 (in degrees)a of the ground-state
geometries of the oligomeric O3-anti (n = 3) and periodic P-anti (n = N)
models optimized with different functionals and the 6-31** basis set

Functional o (bohr�1)

O3-antib P-antic

a b1 b2 a b1 b2

B3LYP — 163 �10e �7 158 �15 �10
B3LYP-Dd — 160 �12 �10 — — —
oB97X 0.30 157 �16 �20 155 �18 �19
oB97X-Dd 0.20 156 �15 �17 — — —
OT-oB97X 0.10 161 �21 �21 160 �21 �19
OT-oB97X-Dd 0.09 159 �18 �13 — — —

a See Fig. 4 for the studied dihedrals. b The dihedral angles are from the
innermost CRU of the trimer. c The dihedrals are from the innermost
monomer unit of the periodic repeating unit. d Not implemented in the
PBC code. Negative dihedral angles indicate an anticlockwise rotation
relative to the bond connected to the dihedral angle atom. e Negative
dihedral angles indicate.

Table 3 BLA and BLAmiddle values for O3-anti (n = 3) and BLAN for P-anti
(n = N) calculated with different functionals and the 6-31G** basis set

Functional o (bohr�1) BLA (Å) BLAmiddle
a (Å) BLAN

b (Å)

B3LYP — 0.040 0.036 0.039
B3LYP-Dc — 0.040 0.037 —
oB97X 0.30 0.061 0.059 0.060
oB97X-Dc 0.20 0.055 0.052 —
OT-oB97X 0.10 0.046 0.043 0.044
OT-oB97X-Dc 0.09 0.046 0.042 —

a BLAs calculated for the innermost CRU of O3-anti. b BLAs calculated
for the periodic P-anti. c Not implemented in the PBC code.
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smaller than the total BLA values due to the chain end effects
present in the full oligomeric model. The BLAN values of P-anti
are very close to the BLAmiddle values of O3-anti.

Electronic and optical properties of the copolymer models

The electronic and optical properties of the copolymer models
(O3-anti and P-anti, see Table 4) were investigated with different
functionals at the geometries optimized with the corresponding
functionals. For the sake of comparison, the oligomeric results
obtained at the B3LYP-optimized O3-anti geometry are presented
in Table S3 (ESI†). In general, relative to the hybrid B3LYP and
B3LYP-D functionals both the non-tuned and OT-LRC functionals
yield stabilized (smaller) HOMO energies and destabilized
(larger) LUMO energies resulting in larger HOMO–LUMO gaps.
The OT-oB97X and OT-oB97X-D functionals yield ca. 2.1 eV and
1.4 eV smaller gap values, respectively, than the corresponding
non-tuned LRC functionals. Moreover, both OT-LRC functionals
predict identical gap values due to their very similar o values.
Except for the LUMO calculated with B3LYP, the periodic HOMO
and LUMO energies are stabilized resulting in the slightly larger
gap values than the corresponding oligomeric values. This is
opposite to previous studies,20,26 where the gap values of the periodic
D–A copolymer models have been smaller than those of the
oligomeric models due to the extended conjugation in the periodic
backbones. Here, slightly larger deviations from the planarity in the
periodic models (Table 2) could explain the larger gap values.

Calculated UV-vis absorption spectra of O3-anti are illustrated
in Fig. 5. The spectra are characterized by two bands: one
dominating at lower energy, which corresponds to the S0 - S1
transition, and another at higher energy. The vertical transition
energies of the S0 - S1 transition are reported in Table 4. These
results show good agreement with the shape of the experimental
spectrum7 presented also in Fig. 5. However, the calculated

vertical transition energies (Table 4) and consequently the spectra
are shifted depending on the functional used. When compared
with the experimental spectrum, B3LYP underestimates the energies
of the absorption bands leading to a red-shifted spectrum. In
contrast, the non-tuned LRC functionals overestimate the energies
and yield blue-shifted spectra with respect to the experimental
spectrum. The OT-LRC functionals correct the vertical transition
energies back towards lower energies and are in best agreement
with the experimental spectrum. The oscillator strengths increase
on going fromhybridoOT-LRCo non-tuned LRC functionals. The
S0 - S1 vertical transition energies (Table 4) and spectra (Fig. S7,
ESI†) calculated in solvent are almost identical to those calculated in
vacuum, except for some marginal blue-/red-shifts in energies and
somewhat larger oscillator strengths in solvent. Overall, these
findings are in line with the previous studies20,22,23 reporting the
improved description of the excitation energies of the D–A copo-
lymers when using the OT-LRC functionals.

The computed NTOs of the copolymer model O3-anti (Fig. 6)
provide insight into the nature of the lowest intramolecular
electronic transition. The eigenvalues l, which are also presented
in Fig. 6, are the fractions of the particular hole–electron pair
contribution for the studied transition. Only the NTOs calculated
with OT-oB97X, the functional that provides the best agreement
with the experimental spectrum (see Table 4 and Fig. 5), are
illustrated together with those calculated with B3LYP. In the case
of B3LYP, one electron–hole pair dominates (l = 0.91), as the
S0 - S1 transition is mainly HOMO - LUMO (ca. 90%, Table 4)
in nature. However, the LRC functionals predict additional
electronic configurations and thus, in the case of OT-oB97X,
two electron–hole pairs are required to describe the S0 - S1
excitation. This is in line with previous results of Pandey et al.,22

where a OT-oB97 functional provided more localized description
of the S0 - S1 excitations of several D–A copolymers with a

Table 4 HOMO, LUMO, and HOMO–LUMO gap (EHOMO–LUMO) energies calculated using DFTa for O3-anti (n = 3) and using PBC-DFT for P-anti (n =N,
in parentheses) together with the vertical transition energies (Evert,S1), oscillator strengths (f), and electronic configurations of the S0 - S1 transition
calculated using TDDFTa for O3-anti with the different functionals and the 6-31G** basis set

Functional o (bohr�1) HOMO (eV) LUMO (eV) EHOMO–LUMO (eV) Evert,S1 (eV) f Electronic configurationc

B3LYP — �4.84 (�4.90) �2.69 (�2.68) 2.15 (2.22) 1.82 [1.83] 2.95 [3.30] H - L, 90% [88%]
H�1 - L+1, 7% [7%]

B3LYP-Db — �4.85 (—) �2.70 (—) 2.15 (—) —d —d —d

oB97X 0.30 �7.07 (�7.13) �0.81 (�0.84) 6.26 (6.29) 3.09 [3.08] 4.37 [4.61] H - L, 38% [39%]
H�1 - L+1, 13% [15%]

oB97X-Db 0.20 �6.69 (—) �1.09 (—) 5.60 (—) 2.82 [2.81] 3.93 [4.24] H - L, 42% [43%]
H�1 - L+1, 14% [15%]

OT-oB97X 0.10 �5.65 (�5.68) �1.45 (�1.47) 4.20 (4.21) 2.27 [2.28] 3.70 [4.08] H - L, 59% [59%]
H�1 - L+1, 15% [16%]

OT-oB97X-Db 0.09 �5.79 (—) �1.59 (—) 4.20 (—) 2.28 [2.28] 3.60 [3.94] H - L, 61% [60%]
H�1 - L+1, 17% [17%]

a Corresponding DFT and TDDFT calculations were carried out at the same levels of theory using the geometries optimized with the corresponding
functionals. The TDDFT values calculated in 1,2-dichlorobenzene are presented in square brackets. b Not implemented in the PBC code. c Only the
two most contributing electronic configurations are included. d Computationally too demanding. The experimental cyclic voltammetry values7 are
�5.52 eV (HOMO) and�3.30 eV (LUMO), respectively, giving an electrochemical gap of 2.22 eV. The absorption maximum7 (in 1,2-dichlorobenzene) is
at 2.24 eV (553 nm).
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greater number of electron–hole pairs when compared to B3LYP.
Both functionals predict partial CT character for the given
excitation, i.e. charge density is transferred from the BDT donor
unit and the thiophene spacers to the quinoxaline acceptor unit,
with the hole delocalized over several neighboring units and the
electron mainly on the quinoxaline acceptor units. However, the
contributions calculated with B3LYP, see Fig. 6, predict that more
charge density would be localized on the BDT donor units than
on the thiophenes. In the second electron–hole pair predicted by
OT-oB97X (2 in Fig. 6), the contributions of the backbone units are
close to those of the first pair but both the hole and the electron

are localized mainly on the specific segment of the backbone. The
OT-oB97X-D functional predicts very similar contributions as
OT-oB97X (see Table S4, ESI†). In the hole NTOs calculated with
the non-tuned LRC functionals, the contribution of the BDT
donor units is smaller and that of the thiophene and quinoxaline
acceptor units is somewhat larger than that predicted by the
OT-LRC functionals. In the electron NTOs calculated with the
non-tuned LRC functionals, the opposite trend is observed: the
contribution of the donor and thiophene units is somewhat
larger and that of the acceptor units is smaller than that
predicted by the OT-LRC functionals.

Electronic and optical properties of the fullerene derivatives

The electronic and optical properties of PC61BM and PC71BM,
presented in Tables 5 and 6, respectively, were calculated with
different functionals at the geometries optimized with the corres-
ponding functionals. For comparison, the results calculated at the
B3LYP-optimized geometry are presented in Tables S5 and S6 (ESI†),
respectively. As in the case of O3-anti, all the LRC functionals predict
stabilized HOMO energies and destabilized LUMO energies, and
thus larger HOMO–LUMO gaps with respect to the results of the
hybrid functionals. The OT-LRC functionals predict somewhat
smaller (ca. 0.5–1.1 eV) gap values than the non-tuned LRC func-
tionals. In addition, the gap values predicted here by bothOT-oB97X
andOT-oB97XD are almost identical to each other as well as the gap
values obtained for PC61BM (5.3 eV) and PC71BM (4.9 eV) with the
OT LC-BLYP functional in the previous study.53 In the case of
PC61BM, OT-oB97X-D yields the HOMO energy (�7.05 eV) closest
to the experimental IE (7.17 � 0.0495) measured in the gas phase.

The calculated UV-vis spectra of PC61BM and PC71BM are
presented in Fig. 7a and b, respectively. As B3LYP-D yields
identical spectra to B3LYP, they are not illustrated in the figure
for B3LYP-D. In the case of PC61BM, the hybrid functionals

Fig. 5 UV-vis absorption spectra of O3-anti (n = 3) calculated in vacuum
using TDDFT with different functionals and the 6-31G** basis set. The
geometries were optimized using DFT at the corresponding level of theory.
The digitized experimental UV-vis absorption spectrum of the studied D–A
copolymer7 is also presented for comparison (the vertical axis is relative
here and has been scaled to match the maximum f of the OT-oB97X
spectrum).

Fig. 6 NTOs and the contributions79 of the donor (BDT), thiophene spacer (T), and quinoxaline acceptor (Q) units to the NTOs for the S0 - S1 transition
of O3-anti (n = 3) calculated with different functionals and the 6-31G** basis set (isodensity contour = 0.025).
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describe the experimental spectrum70 (Fig. 7a) the best. All LRC
functionals overestimate the vertical transition energies (see
Table 5) of PC61BM and thus blue-shift the spectra. In the case
of PC71BM, the hybrid functionals underestimate the vertical

energies (see Table 6) and red-shift the spectra with respect to
the experimental one70 (Fig. 7b), whereas the non-tuned LRC
functionals overestimate the vertical energies and blue-shift
the spectra. The OT-LRC functionals describe the experimental

Table 5 HOMO, LUMO, and HOMO–LUMO gap (EHOMO–LUMO) energies of PC61BM calculated using DFTa and the vertical transition energies (Evert,max),
oscillator strengths (f), and electronic configurations of the excitation corresponding to the absorption maximum in the UV-vis spectrum calculated using
TDDFTa employing different functionals and the 6-31G** basis set

Functional o (bohr�1) HOMO (eV) LUMO (eV) EHOMO–LUMO (eV) Evert,max (eV) f Electronic configurationb

B3LYP — �5.56 �3.00 2.56 3.50 (3.50) 0.01 (0.02) H�1 - L+4, 31% (31%)
H�11 - L, 27% (25%)

B3LYP-D — �5.55 �2.99 2.56 3.50 (3.50) 0.01 (0.02) H�1 - L+4, 27% (29%)
H�11 - L, 22% (21%)

oB97X 0.30 �7.62 �1.34 6.28 4.82 (4.75) 0.64 (1.12) H�2 - L+3, 25% (24%)
H�1 - L+4, 13%
(H�7 - L, 14%)

oB97X-D 0.20 �7.34 �1.56 5.78 4.51 (4.46) 0.28 (0.78) H�2 - L+3, 12% (24%)
H - L+6, 12%
(H - L+5, 13%)

OT-oB97X 0.16 �6.95 �1.65 5.30 4.18 (4.13) 0.15 (0.41) H�9 - L, 15%
H�1 - L+4, 10%
(H�2 - L+3, 30%)
(H�8 - L, 16%)

OT-oB97X-D 0.15 �7.05 �1.72 5.33 4.26 (4.21) 0.15 (0.42) H�9 - L, 14%
H - L+3, 9%
(H�2 - L+3, 25%)
(H�8 - L, 16%)

a Corresponding DFT and TDDFT calculations were carried out at the same levels of theory using the geometries optimized with the corresponding
functionals. The TDDFT values calculated in toluene are presented in parentheses. b Only the two most contributing electronic configurations are
included. Experimental values of IE and EA of PC61BM (in the gas phase) are 7.17 � 0.0495 eV and 2.63 eV,96 respectively. The experimental
absorption maximum70 (in toluene) is at ca. 3.75 eV (331 nm).

Table 6 HOMO, LUMO, and HOMO–LUMO gap (EHOMO–LUMO) energies of PC71BM calculated using DFTa and the vertical transition energies (Evert,max),
oscillator strengths (f), and electronic configurations of the excitation corresponding to the first absorption maximum in the UV-vis spectrum calculated
using TDDFTa employing different functionals and the 6-31G** basis set

Functional o (bohr�1) HOMO (eV) LUMO (eV) EHOMO–LUMO (eV) Evert,max (eV) f Electronic configurationb

B3LYP — �5.52 �2.98 2.54 2.37 (2.34) 0.04 (0.06) H�1 - L+1, 37%
H�2 - L+2, 18%
(H�2 - L+1, 71%)
(H�5 - L, 6%)

B3LYP-D — �5.51 �2.97 2.54 2.37 (2.36) 0.04 (0.06) H�1 - L+1, 37% (35%)
H�2 - L+2, 17% (27%)

oB97X 0.30 �7.38 �1.38 6.00 2.97 (2.96) 0.05 (0.09) H - L+2, 55% (58%)
H�3 - L+1, 15% (12%)

oB97X-D 0.20 �7.16 �1.60 5.56 2.77 (2.76) 0.04 (0.08) H - L+2, 69% (71%)
H�3 - L+1, 9% (8%)

OT-oB97X 0.14 �6.67 �1.76 4.91 2.59 (2.58) 0.04 (0.07) H�1 - L+1, 64% (67%)
H�2 - L+2, 5% (6%)

OT-oB97X-D 0.13 �6.79 �1.83 4.96 2.64 (2.63) 0.04 (0.07) H�1 - L+1, 63% (67%)
H�5 - L, 6%
(H�2 - L+2, 6%)

a Corresponding DFT and TDDFT calculations were carried out at the same levels of theory. The TDDFT values calculated in toluene are presented
in parentheses. b Only the two most contributing electronic configurations are included. Experimental values97,98 of IE, EA, and fundamental gap
of PC71BM (measured from films) are 5.9 eV, 3.8 eV, and 2.1 eV, respectively. The experimental absorption maxima70 (in toluene) are at ca. 2.68 eV
(462 nm) and ca. 3.33 eV (372 nm).
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spectrum of PC71BM better and the one predicted by OT-oB97X-D
has the best overall agreement with the experiment. The oscillator
strengths predicted by different functionals have the same trend
as in the case of O3-anti, i.e. hybrido OT-LRCo non-tuned LRC
functionals.

Minimized intermolecular distances in the O3p–PC71BM
models

The intermolecular separation between PC71BM and the D–A
copolymer, modelled with the planarized trimer, O3p, was deter-
mined with several functionals for two different orientations of
PC71BM, i.e. the vertical (a) and horizontal (b) models presented in
Fig. 3 and Fig. S3 (ESI†), respectively. The potential energy curves

as a function of the intermolecular separation are presented in
Fig. S8 (ESI†) and the optimal (i.e. minimized) intermolecular
and center-to-center distances together with the interaction ener-
gies are presented in Table 7. The orientation does not affect the
optimal distances significantly. However, the (absolute) interaction
energies are somewhat larger (0.0–10.5 kJ mol�1) when the full-
erene derivative is positioned horizontally above the D–A copoly-
mer model. Overall, the B3LYP and OT-oB97X functionals predict
the largest intermolecular distances (B3LYP: 4.0–4.4 Å; OT-oB97X:
4.7–5.3 Å), whereas the other functionals predict congruent
distances (3.3–3.7 Å). Consequently, the smallest absolute inter-
action energies are predicted by the same functionals for both
orientations (B3LYP: 0.4–1.3 kJ mol�1; OT-oB97X: 0.2–0.9 kJ mol�1).

Fig. 7 UV-vis absorption spectra of (a) PC61BM and (b) PC71BM calculated in vacuum using TDDFT with different functionals and the 6-31G** basis set.
The geometries were optimized using DFT with the corresponding functional and the 6-31G** basis set. The (normalized) digitized experimental UV-vis
absorption spectra of fullerene derivatives70 are also presented for comparison (the scales of the vertical axes are relative here).

Table 7 Optimal intermolecular distances (dopt, Å), center-to-center distances (dc-to-c, Å), and the corresponding interaction energies (Eint, kJ mol�1)a

between the planarized O3p trimer and PC71BM in the O3p–PC71BM models calculated with various functionals and the 6-31G** basis set

Functional o (bohr�1)

Model

1a 2a 3a

dopt dc-to-c Eint dopt dc-to-c Eint dopt dc-to-c Eint

B3LYP — 4.4 9.5 �0.8 4.2 9.3 �0.4 4.0 9.1 �1.0
B3LYP-D — 3.6 8.7 �51.1 3.4 8.5 �47.6 3.3 8.4 �55.5
oB97X 0.30 3.7 8.8 �19.6 3.6 8.7 �15.5 3.4 8.5 �19.5
oB97X-D 0.20 3.6 8.7 �52.8 3.4 8.5 �47.5 3.3 8.4 �58.0
OT-oB97X 0.13 5.3 10.4 �0.2 4.8 9.9 �0.3 4.7 9.8 �0.5
OT-oB97X-D 0.12 3.7 8.8 �35.5 3.5 8.6 �34.5 3.4 8.5 �42.0

Functional o (bohr�1)

Model

1b 2b 3b

dopt dc-to-c Eint dopt dc-to-c Eint dopt dc-to-c Eint

B3LYP — 4.4 8.1 �0.7 4.1 7.8 �0.9 4.0 7.7 �1.3
B3LYP-D — 3.6 7.3 �58.0 3.4 7.1 �58.1 3.3 7.0 �63.7
oB97X 0.30 3.7 7.4 �21.5 3.5 7.2 �19.7 3.4 7.1 �22.7
oB97X-D 0.20 3.6 7.3 �59.5 3.4 7.1 �57.7 3.3 7.0 �66.1
OT-oB97X 0.13 5.3 9.0 �0.2 4.8 8.5 �0.6 4.7 8.4 �0.9
OT-oB97X-D 0.12 3.7 7.4 �40.8 3.5 7.2 �41.5 3.3 7.0 �47.0

a Calculated using eqn (6).

PCCP Paper

View Article Online



This journal is© the Owner Societies 2016 Phys. Chem. Chem. Phys., 2016, 18, 27654--27670 | 27665

The non-tuned oB97X functional and OT-oB97X-D predict clearly
larger interaction energies (oB97X: 15.5–22.7 kJmol�1; OT-oB97X-D:
34.5–47.0 kJ mol�1) and B3LYP-D and the non-tuned oB97X-D
predict the largest interaction energies (B3LYP-D: 47.6–63.7 kJmol�1;
oB97X-D: 47.5–66.1 kJ mol�1). The reason for the larger inter-
molecular distances (and smaller interaction energies) with
OT-oB97X compared to oB97X might be due to a too small o
for describing these kinds of systems and therefore the OT-oB97X
functional is behaving closer to a pure density functional (B97,
in the limiting case with o = 0) than to an LRC functional. The
dispersion corrections in OT-oB97X-D cancel this effect that
theo tuning has on the intermolecular distances. The interaction
energies calculated at the constant intermolecular distance of
3.5 Å have the same trend (Table S7, ESI†).

Nevertheless, all functionals predict that PC71BM is closest
to the acceptor unit for this D–A copolymer (models 3a and 3b)
and furthest from the copolymer donor unit (models 1a and 1b).
Moreover, the interaction between the acceptor unit of the
copolymer and PC71BM (3a and 3b) is predicted to be the
strongest (except with oB97X for 3a). The interaction energies
predicted for the other models do not follow the same trend as
the calculated intermolecular distances, and in the a-models the
interaction between the donor unit and PC71BM is stronger than
that between thiophene and PC71BM, whereas the opposite holds
for the most part in the b-models. The stronger driving force for
the interaction between the acceptor unit of the copolymer and
PC71BM predicted here may play a role in certain polymers and
the preferred binding sites. These results are in some agreement
with previous experimental findings99 regarding the more favor-
able interaction between the acceptor unit of the D–A copolymer
and PC61BM than that between the donor unit and PC61BM. This
has been explained with the accessibility of the particular units
directed by the degree of branching in the alkyl substituents.
Although we do not take the alkyl chains into account here, they
can be expected to impact the nature of the polymer–fullerene
interactions in this particular system. However, not all D–A
copolymers follow this trend and the opposite results have been
observed both experimentally99 and theoretically,62 as well.

Excited singlet state properties of the O3p–PC71BM models

We carried out TDDFT calculations with our chosen set of
functionals (B3LYP-D was omitted due to the convergence pro-
blems) to see the effect on the description of the singlet excited
states of the O3p–PC71BM models. First, we used a constant
intermolecular distance of 3.5 Å between O3p and PC71BM to
exclude the possible influence of a varying intermolecular distance
on the excited state properties.25 The corresponding oscillator
strengths, vertical transition energies, and nature of the electro-
nic transitions are presented in Tables S8–S10 (ESI†), respectively.
Then, we carried out the TDDFT calculations at the optimized
intermolecular distances for comparison. These results are
presented in Tables S11–S13 (ESI†).

At a constant intermolecular distance of 3.5 Å, the orientation
of PC71BM (models 1a–3a and 1b–3b) has either a negligible or at
most a moderate effect (ca. 0.0–1.1) on the oscillator strengths
(Table S8, ESI†) and a negligible effect on the vertical transition

energies (Table S9, ESI†), the latter being almost identical for
these two orientations with the same states when calculated with
the same functional. At the transition with the largest oscillator
strength (1.7–5.2, Table S8, ESI†), i.e. the transition maximum,
the f is the largest when PC71BM is on the top of the BDT donor
unit of O3p and the smallest when PC71BM is on the top of the
quinoxaline acceptor unit (with the exception of 2a with B3LYP
where two transitions have high f, see Table S8, ESI†). B3LYP
yields crucially smaller oscillator strengths and smaller transition
energies than the LRC functionals. Moreover, B3LYP predicts
mainly intermolecular CT between O3p and PC71BM (Table S10,
ESI†) for the lowest 10 singlet vertical transitions in all models.
Many of these CT states are ‘pure’ (PCT) meaning that over
90 percentage points (pps) of the charge density transfer from
O3p to PC71BM. The non-tuned LRC functionals predict, in contrast,
local intramolecular excitations either in O3p (LT) or PC71BM (LF)
instead of the CT states, whereas the OT-LRC functionals predict
both local intramolecular excitations and intermolecular CT states
(overlapping within one transition, see below the state S4 for the
model 3b). At the transition maximum, B3LYP predicts a partial
intermolecular CT from O3p to PC71BM (overlapping with an
intramolecular excitation within O3), whereas all the other func-
tionals predict local intramolecular excitation in the O3p trimer
(LT, see Table S10, ESI†). The transitions corresponding to the
intermolecular CT from O3p to PC71BM, which we will discuss
more below, or the local intramolecular excitations within O3p and
PC71BM have moderate oscillator strengths (0.1–0.6). Additionally,
there also exist negligible, i.e. f o 0.1, local excitations within
PC71BM and some intermolecular CTs.

At the minimized intermolecular distances (Table 7) most of
the trends observed above with the constant distance of 3.5 Å
remain the same (Tables S11–S13, ESI†). Differences in the
oscillator strengths (Dfmainly 0.0–0.6; 1.0–2.8 only for a few states)
and vertical transition energies (DEvert ca. 0.0 eV) are minor or
negligible. At the transition maxima, the oscillator strengths
become smaller if the intermolecular distance decreases from
3.5 Å, and vice versa. Simultaneously, when the distance changes,
the nature of the transition maximum changes in a few cases,
especially in the model 3b where an intermolecular CT state (from
O3p to PC71BM) appears when the distance decreases and overlaps
with the local excitation in O3p (Table S13, ESI†) predicted by
OT-oB97X-D. With the other functionals, the number of CT states
generally either decreases or remains the same, but decreases
when the distance increases clearly from the constant distance of
3.5 Å (Table S10, ESI†), as in the case of OT-oB97X, which does
not predict any CT states at the optimal distances of 4.7–5.3 Å.

The vertical transition energies and the corresponding spectra
calculated with OT-oB97X-D for the O3p–PC71BM models 3a and
3b and the O3 and PC71BM are illustrated in Fig. S9 (ESI†) to
provide more insight into the relative positions of the vertical
transitions of the combined systems and the single molecules.
The transitionmaximum of O3p (2.21 eV, witho = 0.12 bohr�1) is
slightly higher in energy than that of the O3p–PC71BM models
(2.19 eV). Interestingly, the transition maxima of the O3p–PC71BM
models predicted by both OT-oB97X and OT-oB97X-D
(2.19–2.21 eV) match surprisingly well with the experimental
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absorption maxima7 (ca. 2.18–2.21 eV) of the copolymer–PC71BM
(1 : 1) blend film, although our calculations of single eD–eA pairs
do not fully describe the real, solid-state environment.

As mentioned above, the transition maxima (Tables S8 and
S11, ESI†) originate mainly from the intramolecular excitation of

the O3p trimer. The same result has been previously predicted for
other copolymer–PC61BM complexes.58,59 The corresponding
NTOs calculated with B3LYP and OT-oB97X-D for the vertical
3a and horizontal 3b models at the optimal intermolecular
distances are presented in Fig. 8a and 9a, respectively (for the

Fig. 8 NTOs for the (a) transition maxima and (b) CT transition of 3a at the minimized distances calculated with different functionals and the 6-31G**
basis set (isodensity contour = 0.025). In addition, the contributions (%) of O3p and PC71BM to the NTOs and contributions (l) of the NTO pair to
particular excitation are presented.

Fig. 9 NTOs for the (a) transition maxima and (b) CT transitions of 3b at the minimized distances calculated with different functionals and the 6-31G**
basis set (isodensity contour = 0.025). In addition, the contributions (%) of O3p and PC71BM to the NTOs and contributions (l) of the NTO pair to
particular excitation are presented.
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constant distance of 3.5 Å see Fig. S10 and S12, ESI†). Both
functionals predict the hole to be localized on the trimer.
However, B3LYP delocalizes the hole NTO almost along the entire
O3p backbone, whereas OT-oB97X-D localizes the hole mainly on
the middle CRU of the trimer, below PC71BM. In the vertical 3a
model, B3LYP predicts a partial intermolecular CT (31 pp) from
O3p to PC71BM, i.e. the electron is localized on both molecules,
but mainly on O3p. In the horizontal 3b model, the extent of
the CT predicted by B3LYP (6 pp) is rather negligible. With
OT-oB97X-D, a small CT (3a: 9 pp, 3b: 15 pp) is observed and
part of the electron is localized also on PC71BM. Other LRC
functionals, i.e. oB97X, oB97X-D, and OT-oB97X, yield almost
identical charge distributions, i.e. local excitations within O3p,
for example see Fig. S10 and S12 (ESI†) for the constant
intermolecular distance of 3.5 Å. Thus, apart from the small
CT nature predicted by B3LYP and OT-oB97X-D, all functionals
yield quite similar descriptions of the transition maxima.

Additional vertical transitions that exhibit CT nature with
moderate oscillator strengths (ca. 0.2–0.5, Tables S11 and S13,
ESI†) are predicted by OT-oB97X-D at the optimal intermolecular
distance. Partial CTs from O3p to PC71BM are predicted for the
S0 - S4 transition of 3b (24 pp) and for the S0 - S6 transition of
both 3a (64 pp) and 3b (57 pp); for the NTOs see Fig. 8b and 9b.
Also compare Fig. S11 (ESI†) for the NTOs of the S0 - S6
transitions of 3a (Tables S8 and S10, ESI†) and Fig. S13 (ESI†)
for the NTOs of the S0- S4 and S0- S6 transitions of 3b (Tables S8
and S10, ESI†) calculated with different functionals at the constant
intermolecular distance of 3.5 Å. Based on these results, it is found
that OT-oB97X-D is the only LRC functional among those studied
that predicts a clear CT nature at the optimal intermolecular
distances for 3a and 3b, i.e. when PC71BM is on the top of the
acceptor unit of the D–A copolymer. Although the OT-oB97X-D
functional predicts CT states for also other models, their
oscillator strengths are smaller (see Tables S11 and S13, ESI†).

Conclusions

In this study, we have compared conventional hybrid functionals
with the non-tuned and optimally tuned LRC functionals (with
and without dispersion corrections) in the characterization of
the local interfacial structure and optoelectronic properties of
the eD–eA complexes of poly(benzodithiophene-co-quinoxaline)
and PC71BM. In addition, we have studied the isolated molecules,
i.e. the fullerene derivatives (PC61BM and PC71BM), which are
widely used as eAs, and the D–A trimer.

Our calculations of the trimer–PC71BM complexes predict
that the fullerene derivative has a stronger interaction with the
quinoxaline acceptor in the D–A copolymer, regardless of the
functional, a trend similar to that suggested experimentally for
some D–A copolymers.99 The orientation of PC71BM has aminimal
effect on the excited state properties of the complexes, although
the interactions between the trimer and PC71BM are somewhat
more efficient when PC71BM lies horizontally with respect to
the trimer. The choice of the functional has a clear influence on
the results of the trimer–PC71BM complexes affecting not only

the optimal distances between the trimer and PC71BM but also
the excitation energies and the nature of the excited states. While
all functionals yield very similar descriptions of the transition
maxima of the complexes, i.e. predominant local excitation within
the trimer, they show clear differences, as well. At the optimal
intermolecular distances, the hybrid B3LYP tends to predict pure
intermolecular CT nature (from the trimer to PC71BM) for several
of the lowest singlet excited states, while the non-tuned LRC
functionals and OT-oB97X yield only localized excited states.
The OT-oB97X-D functional is the only LRC functional among
the studied ones to predict CT states for the trimer–PC71BM
complexes, but only for a few states compared to B3LYP.

To conclude, OT-LRC functionals can improve the description
of the properties of the organic solar cell materials, especially in
the case of their optical properties. The inclusion of dispersion
corrections in these particular systems does not appear to have
a significant effect on the results of the isolated molecules.
However, in the combined eD–eA models, the inclusion of
dispersion corrections is highly recommended for capturing
weak dispersion interactions in the complexes. Moreover, the
tuning of the range-separation parameter should be taken into
account when modeling local eD–eA configurations of polymer–
fullerene interfaces as it may affect the descriptions of the excited
singlet states of the complexes. The analyses and results presented
here serve as important guidelines for the selection of appropriate
density functionals for future theoretical studies of eD–eA inter-
faces. Such computational investigations will be important as the
field moves forward, as they can provide essential molecular-scale
details of the CT states, the energies, distributions, and relaxation
processes of which can be probed experimentally,100–102 that are
critical to the exciton dissociation and charge recombination
processes in functioning solar cells. The capability to under-
stand and control the correlations among CT processes and the
quantum efficiencies of PSCs offer a distinctive knob to turn to
further improve material design for organic photovoltaics.63,103
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P. M. Beaujuge, J. Am. Chem. Soc., 2013, 135, 4656–4659.

7 H.-C. Chen, Y.-H. Chen, C.-C. Liu, Y.-C. Chien, S.-W. Chou
and P.-T. Chou, Chem. Mater., 2012, 24, 4766–4772.

8 Z.-H. Zhou, T. Maruyama, T. Kanbara, T. Ikeda, K. Ichimura,
T. Yamamoto and K. Tokuda, J. Chem. Soc., Chem. Commun.,
1991, 1210–1212.

9 E. E. Havinga, W. ten Hoeve and H. Wynberg, Polym. Bull.,
1992, 29, 119–126.
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Electronic couplings and rates of excited
state charge transfer processes at
poly(thiophene-co-quinoxaline)–PC71BM
interfaces: two- versus multi-state treatments†

Tuuva Kastinen, *a Demetrio Antonio da Silva Filho, b Lassi Paunonen, c

Mathieu Linares, def Luiz Antonio Ribeiro Junior, b Oana Cramariuc gh and
Terttu I. Hukka *a

Electronic coupling between adjacent molecules is one of the key parameters determining the charge transfer

(CT) rates in bulk heterojunction (BHJ) polymer solar cells (PSCs). We calculate theoretically electronic couplings

for exciton dissociation (ED) and charge recombination (CR) processes at local poly(thiophene-co-quinoxaline)

(TQ)–PC71BM interfaces. We use eigenstate-based coupling schemes, i.e. the generalized Mulliken–Hush (GMH)

and fragment charge difference (FCD) schemes, including 2 to multiple (3–11) states. Moreover, we study the

effects of functionals, excited state methods, basis sets, surrounding media, and relative placements of TQ and

PC71BM on the coupling values. Generally, both schemes provide consistent couplings with the global hybrid

functionals, which yield more charge-localized diabatic states and constant coupling values regardless of the

number of states, and so the 2-state schemes may be sufficient. The (non-tuned and optimally tuned) long-

range corrected (LRC) functionals result in more notable mixing of the local components with the CT states.

Employing multiple states reduces the mixing and thus improves the LRC results, although the method still

affects the GMH CR couplings. As the FCD scheme is less sensitive, we recommend combining it with the

multi-state treatment for polymer–fullerene systems when using the LRC functionals. Finally, we employ the

11-state FCD couplings to calculate the ED and CR rates, which are consistent with the experimental rates of

the polymer–fullerene systems. Our results provide more insight into choosing a suitable eigenstate-based

coupling scheme for predicting the electronic couplings and CT rates in photoactive systems.

Introduction

Polymer solar cells (PSCs), which consist of conjugated donor–
acceptor (D–A) copolymers as electron donor (eD) materials,
have recently reached power conversion efficiencies (PCEs)
up to 12%1,2 when using a fullerene derivative, e.g. PC71BM
(phenyl-C71-butyric acid methyl ester), as an electron acceptor (eA)
material. In recent years, PCEs up to 13–14%3,4 have been achieved
with non-fullerene materials as the eAs. These best performing
PSCs make use of a bulk heterojunction (BHJ) architecture5 in
the photoactive layer, where the eD is mixed with the eA,
ensuring the closest contact and an efficient charge transfer
(CT) between the eD and eA materials.

Charge generation at the eD–eA interface is based on photo-
induced electron transfer (PET), whose efficiency is determined
by the following CT processes6,7 (Fig. 1a): (i) absorption of light
by the eD (or the eA in some cases) leading to the formation of a
locally excited state (LE, i.e. eD*–eA) and excitons (i.e. coulom-
bically bound electron–hole pairs); (ii) diffusion of excitons to
the eD–eA interface; (iii) exciton dissociation (ED) via an
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SE-581 83 Linköping, Sweden
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electron transfer from the eD* to eA and the formation of a
CT state (eD+–eA�); (iv) if the charge carriers overcome the
Coulomb binding energy, their separation into free carriers;
and (v) migration of charges towards the electrodes. Alternatively,
the CT state can decay via radiative emission or irradiative charge
recombination (CR) to the ground state (GS, i.e. eD–eA), which
hinders the charge generation and thus reduces the performance
of the device. Thus, maximizing the ED (and charge separation)
rate and minimizing the CR rate are crucial for the efficiency
of a PSC.

Predicting the rates of the ED and CR processes gives more
insight into the efficiency of the charge generation at the eD–eA
interface. In the high-temperature (weak-coupling), kBT c �ho,
regime, the semi-classical Marcus theory8–10 can be used to
calculate the ED and CR rates:

kED=CR ¼ Hifj j2

�h

ffiffiffiffiffiffiffiffiffiffiffiffi

p
lkBT

r

exp �
DG

� þ l
� �2

4lkBT

" #

; (1)

where Hif is the electronic coupling (also referred to as a
transfer integral) between the initial (i) and final (f) states of
the CT process considered;11 kB and �h are the Boltzmann and
reduced Planck constants, respectively; T is the temperature;
l is the reorganization energy (consisting of the inner, li, and
outer, ls, contributions, see the ESI†); and DG1 is the Gibbs free
energy. As the ED and CR rates are directly proportional to Hif,
it is one of the key parameters determining them.7

The electronic coupling Hif describes the strength of the
interaction between the initial and final charge-localized
(diabatic) states. It is defined as the off-diagonal matrix element
of the electronic Hamiltonian (H): Hif = hci|H|cfi, where ci and
cf are the wave functions of the initial and final diabatic states
of interest.11 Thus, the value of Hif depends on the overlap of ci

and cf and is very sensitive to the relative intermolecular
position and distance of the eD and eA molecules.12,13 For this
reason, an accurate estimation and prediction of the Hif values
between the interacting species is a challenging subject of
research in biology, chemistry, and physics.11,14

Experimentally, Hif has been evaluated from spectroscopic
data by fitting them into theoretical expressions.15 Theoreti-
cally, a number of computational methods based on ab initio
quantum mechanics (QM) have been proposed and applied to

estimate the CT couplings.11,16,17 For calculating Hif of the CT
processes involving excited states, e.g. ED and CR, different
diabatization schemes have been developed. In these schemes,
adiabatic states retrieved from QM calculations are transformed
to diabatic states by using either the wave-function, as in the
Boys localization,18 the Edmiston–Ruedenberg localization,19

and block diagonalization,20,21 or an additional operator, e.g.
dipole moment (m) in the generalized Mulliken–Hush (GMH)22,23

scheme or charge difference (Dq) in the fragment charge differ-
ence (FCD)24 scheme. In addition, more simple approaches have
been developed recently, where electronic couplings are obtained
either directly25 from excitation energies and oscillator strengths
or by defining the quasi-diabatic states,26 which are derived
from the excited electronic states of the reference structures. In
this paper, we will focus on the GMH and FCD schemes that are
available in the Q-Chem software,27 as they have proven to be
useful and flexible for calculating electronic couplings for the
excited state processes22,24,28 and they can be employed for
large molecules, as well.16

Previously, a number of theoretical investigations have been
reported using the two-state GMH and FCD schemes for
determining Hif at local photoactive eD–eA interfaces, such as
phthalocyanine–C60,

29 pentacene–C60,
30–32 and D–A copolymer–

fullerene systems.33–39 In particular, the two-state GMH scheme
has been used in several studies of D–A copolymers and fullerene
derivatives.33–38 However, in these studies, mainly the electronic
couplings between the GS and excited states, i.e. the CR couplings,
have been taken into account,33–36 while there are fewer
studies37,38 which consider the couplings between the excited
states, e.g. the LE and CT states, in the case of the ED process.
In the PET, all these states are relevant for describing the ED and
CR processes at the copolymer–fullerene interfaces. Moreover,
to the best of our knowledge the effectiveness of the FCD scheme
for predicting Hif in these systems in comparison with the GMH
scheme has not yet been studied, and thus further information
about this is required.

Typically, two eigenstates are included in the GMH and FCD
calculations to form charge-localized diabatic states. However,
previous studies of the complexes consisting of small or
medium sized organic molecules,28,40,41 DNA p stacks,24,42–44

donor–bridge–acceptor systems,28,45 and TiO2–dye systems46

have shown that sometimes several adiabatic states are necessary

Fig. 1 (a) Schematic energy diagram illustrating the main steps of the photophysical processes occurring in the photoactive layer of a BHJ PSC.
(b) Structures of an eD (TQ) and an eA (PC71BM).
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to describe the diabatic states accurately. In such instances,
the corresponding multi-state GMH and FCD approaches
are required.28,40 This is commonly the case, for example,
when the component of the local excitation of the eD or
eA is mixed with the CT state, and the two-state GMH scheme
may lead to overestimated electronic coupling values.47 How-
ever, to our knowledge, there are not yet studies which take
account of the multi-state effects when predicting the coupling
values with either the GMH or FCD scheme for the photoactive
components of the active layers in PSCs containing D–A
copolymers.

Previous studies have shown48,49 that electronic couplings
are sensitive to the choice of density functional theory (DFT).
Global hybrid functionals with a fixed, global fraction of
explicit Hartree–Fock (HF) exchange, including especially
B3LYP,50,51 have been generally a popular choice in the theore-
tical studies of photovoltaic compounds, but they are known to
tend to overdelocalize the electron density due to the many-
electron self-interaction error (MSIE).52,53 However, among the
global hybrids, PBE0,54–56 which is mainly based on funda-
mental constants rather than on fitting to empirical para-
meters, has been demonstrated to produce relatively accurate
electron densities for a set of atomic species57 and also for
larger organic molecules with two to ten heavy atoms (e.g.
carbon, oxygen, nitrogen, and sulfur).58 Long-range corrected
(LRC) functionals, where the exchange term in the Kohn–Sham
energy functional is partitioned into short-range (SR) and long-
range (LR) components by employing a splitting function (e.g.
the standard error function or its extended versions59), have
resulted in improved excitation energies of copolymers and
copolymer–fullerene systems with respect to B3LYP.53 In LRC
functionals, DFT exchange is used for the SR part to treat the SR
static correlation effects, while semilocal correlation is used for
the LR part together with the full (100%) HF exchange, which
will ensure the correct description of the asymptotic potential.53

In particular, the LRC functional CAM-B3LYP60 has been
employed to reveal the excited state properties in the previous
GMH coupling and CT rate calculations of copolymer–fullerene
systems.33–36 However, here we note that not all functionals
based on the range separation formalism actually include the
full HF exchange, CAM-B3LYP with the 65% HF exchange in
the LR component being one example, which may have
consequences on the predicted values.61 In LRC functionals,
the amount of (de)localization error is dependent on the
range-separation parameter (o), which defines the switching
between the SR and LR. As o is system-dependent,62 using the
default o values can lead to inaccurate results, and thus to
address the problem of the MSIE, optimally tuned (OT) LRC
functionals have been introduced.53 Tuning of o in the LRC
functionals is known to improve the calculated excitation
energies of D–A copolymers with respect to the experimental
ones.63–66 Moreover, the FCD scheme has been reported
to yield electronic couplings of stacked small molecules
(i.e. ethylene, pyrrole, and naphthalene) closer to the experi-
mental Mulliken–Hush values, when the OT version of
the LRC Baer–Neuhauser–Livshits (BNL)67,68 functional

(incorporating the full 100%HF exchange into the LR component)
has been used.49

In the present work, we calculate the electronic couplings of
the ED and CR processes at local polymer–fullerene interfaces
with two- and multi-state GMH and FCD schemes. For our
model systems of the eD–eA interfacial complexes, we have
chosen to use a D–A copolymer, poly[thiophene-2,5-diyl-alt-2,3-
bis-(3-octyloxyphenyl)quinoxaline-5,8-diyl]69,70 (TQ, Fig. 1b), as
the eD and a fullerene derivative, PC71BM,71 as the eA. These
photoactive components have been widely used in BHJ PSCs,
demonstrating promising efficiencies and high open-circuit
voltages,72 making them a representative model system for this
study. In particular, TQ has several interesting characteristics
such as being an easily synthesized copolymer with a low
bandgap, whose solubility and twisting can be effectively
controlled with different side chains.70,73 Recently, TQ and its
fluorinated counterparts have been employed successfully as
the eDs also in all-polymer solar cells.74 Furthermore, from a
theoretical point of view, a small size of TQ allows using
suitably long oligomers in the complex systems, while main-
taining small enough systems in the computationally heavy
time-dependent (TD) DFT calculations.

Our purpose is to determine how the inclusion of multiple
states affects the GMH and FCD couplings of relatively large
photovoltaic complexes. Additionally, we consider the perfor-
mance of the aforementioned coupling schemes relative to
the choice of functional, excited state method, basis set, and
surrounding medium. We have selected a small series of
representative functionals, namely two global hybrid functionals,
B3LYP and PBE0, and two LRC functionals, (non-tuned)
CAM-B3LYP and OT-BNL, which we have chosen based on the
reasons presented above. As the tuning of o in the LRC
functionals is known to improve results for the polymer–fullerene
systems with respect to the global hybrid and non-tuned LRC
functionals (see above), we pay close attention to the performance
of the tuned LRC functional with respect to the other selected
functionals. Finally, we calculate the rates for the ED and CR
processes at two TQ–PC71BM interface configurations, where
PC71BM locates on either the D or A unit of TQ. Our findings
provide insight into choosing the electronic coupling schemes for
these types of eD–eA systems used in PSCs.

Computational details
Models

Two different series of TQ–PC71BM complexes were constructed
using the separately optimized B3LYP GS geometries of the
(neutral) TQ oligomers and PC71BM (the a isomer71): one,
where PC71BM was on top of the middle thiophene (the D unit)
of TQ, and another, where PC71BM was on top of the middle
quinoxaline (the A unit) of TQ (see the ESI† for more detailed
information about the models). The alkoxyphenyl side groups
of the TQ oligomers (Fig. 1b) were replaced with hydrogens to
reduce the computational cost and to ensure planar backbones.
Because the DFT-based methods, e.g. TDDFT, set restrictions to
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the sizes of the eD–eA complexes, we modeled the TQ oligomers
with several lengths to choose the TQ models that would best
represent the polymeric limit in the electronic coupling calcu-
lations. We note that the studied complexes present only two
options for the possible placements of PC71BM on TQ that
can exist in real solution or thin film environments. Although
the face-on configurations (i.e. PC71BM on top of TQ) can be
expected to yield larger electronic couplings than the edge-on
configurations (i.e. PC71BM on the side of TQ),39,75,76 there
might be a relative positioning of the compounds different
from the ones used here that yields the maximum electronic
coupling between them. The intermolecular distance between
TQ and PC71BM (d, Fig. 2a) was set at 3.5 Å, which is an average
we predicted in our previous study for poly(benzodithiophene-
co-quinoxaline)–PC71BM complexes with functionals including
long-range and dispersion corrections.66 The same intermole-
cular distance has also been employed in other theoretical
polymer–fullerene interface studies.34,77 The distances between
the centers of mass (ReD–eA, Fig. 2a) of TQ and PC71BM are
ca. 8.6 Å.

Methods

We carried out the DFT and TDDFT calculations using the
Q-Chem 4.2 software.27 The medium was taken into account, as
specified later. The GS geometries of the isolated models of the
neutral TQ oligomers and PC71BM and their radical states
(cations for TQ and anions for PC71BM; only for the longest
TQ oligomers, see the ESI†) were fully optimized in vacuum
using DFT with the global hybrid functional B3LYP and the
6-31G** basis set. Moreover, the geometries of the lowest
singlet excited (S1) of the longest TQ oligomers were optimized
with TDDFT at the same level of theory. In all the geometry

optimizations, the fine grid EML(75,302) with 75 Euler–
Maclaurin radial grid points78 and 302 Lebedev angular grid
points,79 an SCF convergence criterion of 10�9, and a cutoff for
neglect of two electron integrals of 10�14 were employed. In the
single point (SP) calculations of the isolated compounds related
to the excited state, reorganization energy, and Gibbs free
energy calculations and those of the selected complexes
(Fig. 2b) related to the excited state and electronic coupling
calculations, the 6-31G* basis set, the standard SG-1 grid, and
the default values for the SCF convergence (10�5) and cutoff of
two electron integrals (10�8) were used, unless stated otherwise.
The excited state SP energy calculations of both the isolated
models and the complexes were carried out for the lowest 10
singlet excited states with both the full TDDFT and TDA-DFT
schemes, incorporating the Tamm–Dancoff approximation
(TDA)80 in the latter. We note that sometimes ED and CR
processes may involve triplet states,81 but here we have
concentrated on those including only singlet states. B3LYP
and the LRC functional CAM-B3LYP (with the default range-
separation parameter, o, of 0.33 Bohr�1) were used in all SP
calculations. Additionally, the global hybrid functional, PBE0,
and the OT version of the BNL LRC functional (OT-BNL) were
used in the SP calculations of the selected TQ–PC71BM complexes
(see ‘Models’ and ‘Length of the TQ oligomer and the polymeric
limit’). The OT o values (originally 0.5 Bohr�1) for the selected
TQ–PC71BM complexes were determined using eqn (S1) and the
tuning procedure is presented in the ESI.† We note that, in
addition to the tuning of o, incorporation of some amount of
HF exchange in the SR component has been observed to
improve the prediction of the optoelectronic properties of
several aromatic heterocycles,82 DNA nucleobase compounds
and their complexes,61 and compounds employed in organic

Fig. 2 Illustration of (a) intermolecular distance, d, and effective separation, ReD–eA, between TQ and PC71BM in the studied TQ–PC71BM complexes.
These distances were determined between the specified centroids, pink spheres for d, and the centers of mass, green spheres for ReD–eA. (b) TQ–PC71BM
complexes with the longest TQ oligomer models, where PC71BM is either above thiophene (3T4Q) or quinoxaline (3Q4T).
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light emitting diodes.59 The BNL functional we employ here
does include only the LR HF exchange, but due to the extent of
the various theoretical aspects studied here, we have chosen to
concentrate only on the effect of the o tuning in this study.
Pictorial representations of the geometries and natural transi-
tion orbitals (NTOs)83 were generated using ChemCraft 1.8.84

The contributions of the electron densities of TQ and PC71BM
to the NTOs were determined with the C-squared Population
Analysis (C-SPA).85

Furthermore, we checked the role of the basis set and
surrounding medium in the electronic couplings. We employed,
besides 6-31G*, also 6-31G** and 6-31+G* with TDDFT and the
B3LYP functional, and 6-31G** with the PBE0, CAM-B3LYP, and
OT-BNL functionals. As these calculations were too heavy for the
studied complexes, we were unable to verify the effect of 6-31+G*
with the LRC functionals and the effect of any larger basis sets.
Nor did we consider the other types of basis sets (e.g. Dunning’s)
here. The influence of the medium was taken into account in the
coupling and CT rate calculations by means of the conductor-like
polarizable continuum model (CPCM)86,87 with a Switching/Gaus-
sian (SWIG) implementation88 without geometry optimizations.
Two different polarized media were considered: (i) a solvent with
the static (es) and dynamic (optical, eop) dielectric constants
of 10.1210 and 2.4072 for 1,2-dichlorobenzene (1,2-DCB, at
293.15 K),89 respectively, and (ii) a blend, i.e. a film with es
and eop of 3.6000

90 and 3.2761, respectively. The eop of the blend
was calculated77 by eop = n2 from the experimental refractive
index (n) of the TQ–PC71BM blend (ca. 1.81 at 532 nm).91

For determining the electronic couplings, we used both the
GMH22,23 and FCD24 schemes as implemented in Q-Chem 4.227

to calculate the adiabatic electronic (madii ) and transition dipole
moments (madij ) (within the GMH scheme) and the charge
differences (Dqadii and Dqadij , within the FCD scheme) for the
GS and ten lowest singlet excited states. Among these 11
adiabatic states, the relevant states for the ED and CR processes,
i.e. the GS [eD–eA], the LE state of TQ [eD*–eA], and the lowest CT
state [CT1, eD

+–eA�] (Fig. 1), were assigned on the basis of the mii
and Dqii values and the NTOs (for more details see ‘Assignment of
the states’ in the ESI†). The electronic couplings (eqn (S2)–(S11),
ESI†), reorganization energies (eqn (S12)–(S18), ESI†), and Gibbs
free energies (eqn (S19)–(S22), ESI†) for the ED and CR processes
were calculated using the equations presented in the ESI.† The CT
rates for the ED and CR processes were calculated with theMarcus
theory (eqn (1)) at a temperature of 293.15 K. The 11-state FCD Hif

values (eqn (S2)–(S4) in the ESI†) were used in the CT rate
calculations.

Results and discussion
Length of the TQ oligomer and the polymeric limit

To select the TQ model that best represents the polymeric limit
in the electronic coupling and CT rate calculations, we have
studied the effect of the TQ length on the excited state proper-
ties of the isolated TQ models and the TQ–PC71BM complexes
(Fig. S1, ESI†). The results apply to both the B3LYP and

CAM-B3LYP functionals used in these calculations unless stated
otherwise (see the ESI† for more detailed information). In general,
both the T- and Q-series follow similar trends (Tables S1–S3, ESI†).
The S1 energies of the isolated TQ oligomers with the corres-
ponding lengths are almost equal (Table S1, ESI†): the singlet
energies decrease only slightly, when the chain length
increases, as expected.28,40,45 The placement of PC71BM,
i.e. above either the central T or Q unit of the TQ oligomer,
has a negligible or a very small effect on the excited state
energies and oscillator strengths in the complexes of the T- and
Q-series with the corresponding lengths (Tables S2 and S3,
ESI†). In contrast, the energies of the main vertical excitation
(Evert,main, i.e. the excitation having the largest oscillator
strength) and the CT1 state decrease (the peaks red-shift), and
the oscillator strengths of the peaks increase (except for the CT1

state with CAM-B3LYP), when the length, and, therefore, the
contribution of the TQ oligomer, increases in the complex.
In the complexes with the shortest TQs, only local excitations of
PC71BM (LF) are observed and no LE or CT states are predicted
(Tables S2 and S3, ESI†) within the ten lowest singlet excited
states. The oligomers consisting of five units, i.e. 3T2Q and
3Q2T, are long enough for the LE and CT states to appear in the
complexes, with LE being the main excitation. However,
we have selected the complexes with the longest oligomers
consisting of seven units, i.e. 3T4Q–PC71BM and 3Q4T–
PC71BM, for the further calculations, as they have even more
distinguishable LE and CT1 states with both B3LYP and
CAM-B3LYP. Foremost, the B3LYP energies of the CT1 (ca. 1.6 eV)
and LE states (ca. 1.9 eV) of 3T4Q–PC71BM and 3Q4T–PC71BM
are closest to the experimental excited state energies
(ECT = 1.4–1.5 eV92,93 and ELE = 1.97 eV taken from the absorp-
tion maximum in the experimental UV-Vis absorption spectrum
of a TQ–PC71BM (3 : 1) film93). For the aforementioned reasons,
3T4Q–PC71BM and 3Q4T–PC71BM are expected to be our best
candidates for further modeling of the properties of the
TQ–PC71BM complexes.

Effect of the functional on the excited state characteristics and
electronic couplings

The functional has a clear effect on the excited state charac-
teristics (i.e. excitation energies and nature of the state) of the
studied complexes, 3T4Q–PC71BM and 3Q4T–PC71BM (Fig. 2b).
Generally, when considering the 10 lowest adiabatic states of
the complexes obtained with TDDFT (in vacuum), the excitation
energies for the S1–S10 states increase in the order B3LYP (20%
HF)o PBE0 (25% HF)o OT-BNL (with an OT o of 0.17 Bohr�1,
see Table S4, ESI†) o CAM-B3LYP (Table S5, ESI†). The global
hybrids B3LYP and PBE0 predict the three lowest excited states
as the CT states, whereas the fourth state is the intramolecular
excitation of TQ, i.e. the LE state. This ordering of the CT1 and
LE states, i.e. the CT1 state is lower in energy than the LE state,
is consistent with the experimental results92,93 (see above).
Above the CT1 and LE states in energy, the global hybrids
predict local excitations of PC71BM, i.e. the LF states, and
higher-energy CT states, whose nature (‘pure’ vs. partial CT)
and number (between one and three) vary somewhat regarding
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the functional and position of PC71BM on TQ. With the LRC
functionals, CAM-B3LYP and OT-BNL, the order of the CT1 and
LE states is reverse, i.e. the CT1 state is higher in energy (the
fifth or sixth state) than the LE state (the second excited state
in the most cases), which is in contrast to the results given by
the global hybrids and experiments.92,93 Additionally, the LRC
functionals predict fewer CT states among the calculated 10
lowest adiabatic excited states than the global hybrids.

These differences in the tendencies between the global
hybrid and LRC functionals to predict the ordering of the states
of polymer–fullerene complexes have been previously observed
also for other systems by us66 and others.81 Moreover, Zheng
et al. observed the same ordering of the CT1 and LE states
also for pentacene–C60 complexes94 when using the OT LRC
oB97X-D and BNL functionals. Zheng et al. noticed that the OT
values of o are smaller when using PCM compared to those
obtained in vacuum. Moreover, the energy of the CT1 state is
affected by o and decreases with decreasing o, eventually
locating at an energy lower than that of the LE state. However,
in their recent paper, Kronik and Kümmel pointed out95 that
including the PCM in the tuning of o may lead to inconsistent
results, as the PCM affects the total energies but not the DFT
eigenvalues, resulting in the OT o values that are notably
smaller than those in vacuum. Thus, we have used the OT o
of OT-BNL obtained under vacuum also in the 1,2-DCB and
blend environments explained later.

The functional has a notable effect on the nature of the
adiabatic CT1 state of the studied complexes, whereas the nature
of the LE state is very similar regardless of the functional. The
global hybrid functionals predict almost negligible mixing of the
local states with the adiabatic CT1 state, which is observed from
the adiabatic Dqii values of the CT1 state (i.e. DqadCT1 of 1.9–2.0 in
Tables 1 and 2) as they are already close to the ideal value of 2.28

This can be observed also from the NTOs of the two complexes
(Fig. 3 and Fig. S2, ESI†), for which B3LYP and PBE0 predict a
complete CT from TQ to PC71BM, as the hole NTO localizes totally
on TQ and the electron NTO on PC71BM. Similarly, the adiabatic
Dmii values of the CT1 state (i.e. DmadCT1 in Table 1) are rather large
(29.9–31.4 D), although not close to the ideal dipole moments
(41.1 D for 3T4Q–PC71BM and 41.3 D for 3Q4T–PC71BM, see
the ESI†). The LRC functionals predict a partial CT character
for the CT1 state (DmadCT1 of 11.3–16.6 D and DqadCT1 of 0.7–1.1,
Tables 1 and 2), i.e.mixing of the local LF states with the CT state.
When considering the corresponding NTOs, it can be seen that
the hole NTO of the CT1 state localizes on both TQ and PC71BM
and the electron NTO on PC71BM. In this case, 3T4Q–PC71BM has
somewhat larger mixing of a LF component with the CT state and
thus a smaller amount of CT compared to 3Q4T–PC71BM. For the
LE state, the global hybrid and LRC functionals predict small
adiabatic Dqii (i.e. Dq

ad
LE of 0.0–0.1 in Tables 1 and 2) and Dmii

values (i.e. DmadLE of 0.1–1.7 D in Tables 1 and 2). The NTOs of the
LE state of both complexes have the same shapes with all four
functionals, i.e. both the hole and electron NTOs are delocalized
along the TQ backbone, although the global hybrids yield slightly
more delocalized descriptions compared to the LRC functionals.
Additionally, OT-BNL predicts a small amount of CT mixed with
the LE state. These differences between the global hybrid and
(non-tuned and OT) LRC functionals in predicting the nature of
the adiabatic states of polymer–fullerene complexes have been
previously observed also by us66 and others.81

The nature of the diabatic states of the complexes obtained
with the 2–11-state GMH and FCD schemes is very similar to that
of the adiabatic ones when employing the global hybrid func-
tionals, whereas with the LRC functionals the diabatic states are
more localized than the adiabatic states. With B3LYP and PBE0,
the Dmdiab (GMH) and Dqdiab (FCD) values of the LE and CT1 states
do not differ much from the adiabatic values (Tables 1 and 2).

Table 1 Adiabatic and diabatic electric dipole moments (Dmadii and Dmdiab)a

and charge differences (Dqadii and Dqdiab) for the CT1 and LE states of
3T4Q–PC71BM calculated with the 2–11-state GMH and FCD schemesb

using TDDFT and the 6-31G* basis set

Scheme GMH FCD

Functional Nc DmadCT1 DmdiabCT1 DmadLE DmdiabLE DqadCT1 DqdiabCT1 DqadLE DqdiabLE

B3LYP 2 31.0 31.0 1.1 0.6 1.9 1.9 0.1 0.1
3 31.6 0.5 2.0 0.1
4 31.4 0.5 2.0 0.1
11 31.2 0.3 2.0 0.0

PBE0 2 29.9 30.0 1.4 0.7 1.9 1.9 0.1 0.1
3 30.6 0.7 2.0 0.1
4 30.5 0.7 2.0 0.1
11 30.2 0.2 2.0 0.0

CAM-B3LYP 2 12.5 12.5 1.3 1.1 0.7 0.7 0.1 0.0
3 13.6 0.2 0.8 0.0
4 19.4 0.1 1.5 0.0
11 26.6 0.6 1.9 0.0

OT-BNL 2 11.3 11.4 1.7 2.1 0.7 0.7 0.2 0.0
3 13.5 0.4 0.8 0.0
4 20.1 0.5 1.6 0.0
11 24.5 0.3 1.8 0.0

a Relative to the GS. b Values calculated in vacuum. c Number of the
states.

Table 2 Adiabatic and diabatic electric dipole moments (Dmadii and Dmdiab)a

and charge differences (Dqadii and Dqdiab) for the CT1 and LE states of
3Q4T–PC71BM calculated with the 2–11-state GMH and FCD schemesb

using TDDFT and the 6-31G* basis set

Scheme GMH FCD

Functional Nc DmadCT1 DmdiabCT1 DmadLE DmdiabLE DqadCT1 DqdiabCT1 DqadLE DqdiabLE

B3LYP 2 31.4 31.4 0.2 0.0 2.0 2.0 0.0 0.0
3 31.6 0.0 2.0 0.0
4 31.6 0.0 2.0 0.0
11 31.4 0.1 2.0 0.0

PBE0 2 30.5 30.5 0.1 0.2 2.0 2.0 0.0 0.0
3 30.7 0.1 2.0 0.0
4 30.8 0.1 2.0 0.0
11 30.7 0.3 2.0 0.0

CAM-B3LYP 2 16.6 16.6 0.8 0.8 1.1 1.1 0.1 0.0
3 17.4 0.0 1.2 0.0
4 21.8 0.0 1.6 0.0
11 27.9 0.3 1.9 0.0

OT-BNL 2 15.9 15.9 0.6 1.3 1.1 1.1 0.1 0.0
3 17.3 0.7 1.2 0.0
4 21.6 0.7 1.7 0.0
11 26.3 0.5 1.9 0.0

a Relative to the GS. b Values calculated in vacuum. c Number of states.
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This is most probably because the mixing of the states is small
already for the adiabatic states, as mentioned above. The DqdiabCT1

values predicted by the 2–11-state FCD schemes with the global
hybrids mainly reach the ideal value of 2, indicating a complete
CT from TQ to PC71BM. However, the DmdiabCT1 values calculated
with the 2–11-state GMH schemes and the global hybrids are still
smaller than the ideal dipole moments (41.1 D for 3T4Q–PC71BM
and 41.3 D for 3Q4T–PC71BM). This might indicate that the
number of states used here is not enough for generating more
localized diabatic states in the GMH schemes and thus for
reaching the ideal dipole moments. When employing the LRC
functionals in the 2–11-state FCD schemes, the diabatization
effectively removes the local components that are present in
the CT1 state, yielding DqdiabCT1 values of 1.8–1.9, which are quite
close to the ideal one. Similarly, the DmdiabCT1 values, predicted
with the 3–11-state GMH schemes and the LRC functionals, are
now clearly larger than the adiabatic ones (Tables 1 and 2),
although still not reaching the ideal dipole moments either.
Thus, diabatization has a larger effect on the localization of the

CT1 state with the (non-tuned and OT) LRC functionals com-
pared to the global hybrids.

In most cases, all functionals predict that the 2–11-state CR
electronic couplings calculated in vacuum are larger than
the corresponding ED couplings (Tables S14 and S15, ESI†).
However, when PC71BM is above quinoxaline (the A unit) of
TQ (3Q4T–PC71BM), the LRC functionals predict mainly the
opposite, i.e. larger ED couplings than the CR couplings with
both the GMH and FCD schemes (except for the 11-state GMH
scheme). The global hybrid functionals yield quite similar
couplings (Fig. 4 and Fig. S3, ESI†), whereas the LRC functionals
predict somewhat larger values (Fig. 5 and Fig. S4, ESI†). Overall,
the ED couplings predicted with B3LYP and PBE0 for 3T4Q–
PC71BM and 3Q4T–PC71BM are ca. 36–47 meV and 21–31 meV,
respectively, whereas the CR couplings are ca. 43–56 meV and
25–34 meV, respectively. The ED couplings calculated with
CAM-B3LYP and OT-BNL for 3T4Q–PC71BM and 3Q4T–PC71BM
are ca. 49–83 meV and 33–56 meV, respectively, and the CR
couplings are ca. 74–142 meV and 3–92 meV, respectively.

Fig. 3 NTOs (the main pair) corresponding to the CT1 and LE states of the 3Q4T–PC71BM complex calculated with TDDFT using different functionals
and the 6-31G* basis set (isodensity contour = 0.025). Additionally, the contributions (%) of TQ and PC71BM to the NTOs and contributions (lNTO) of the
NTO pair to the particular state are presented.
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In general, the couplings increase in the order of B3LYP
(20% HF) o PBE0 (25% HF) o CAM-B3LYP r OT-BNL. Sini
et al. also noticed that the coupling values increase with the
increasing amount of HF exchange48 in their study of a tetra-
thiafulvalene–tetracyanoquinodimethane complex with the
direct coupling method.13 Even though we have not calculated
the amounts of effective HF exchange48 in CAM-B3LYP and
OT-BNL for our complexes, as this would require a larger set of
functionals with the known amounts of HF exchange, we expect
that the electronic coupling value increases with the increasing
amount of effective HF exchange in the functional.

To summarize, the functional has a notable effect on the
excited state characteristics, i.e. the vertical excitation energies

and nature of the adiabatic and diabatic states, and therefore
the electronic couplings. With the global hybrid functionals,
both the adiabatic and diabatic CT1 states have a similar,
localized nature, i.e. a complete CT from TQ to PC71BM.
With the LRC functionals, local components mixed with the
adiabatic CT1 state are effectively removed by diabatization,
especially with the FCD scheme. The couplings are larger with
the LRC functionals than with the global hybrids.

Effect of the number of states on the electronic coupling values

The evolutions of the ED and CR electronic couplings of the
selected complexes (in vacuum) with different numbers
of states indicate that the functional has a clear effect on the

Fig. 4 Electronic coupling values of the studied TQ–PC71BM complexes calculated with TDDFT at the B3LYP/6-31G* level of theory using the GMH and
FCD schemes with different numbers of states (2–11).

Fig. 5 Electronic coupling values of the studied TQ–PC71BM complexes calculated with TDDFT at the OT-BNL/6-31G* level of theory using the GMH
and FCD schemes with different numbers of states (2–11).
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relationship between the coupling and the number of states
(Fig. 4 and Fig. S3, ESI,† for the global hybrids, and Fig. 5 and
Fig. S4, ESI,† for the LRC functionals). The corresponding
numerical values are given in Tables S14 and S15, ESI.† With
the global hybrid functionals, the number of states does not
seem to have a very strong effect on the coupling values, as
increasing the number of states decreases both the ED and CR
couplings only slightly (by 0–5 meV) and they are rather
constant with both the GMH and FCD schemes. This is most
probably because the global hybrids predict small or negligible
mixing of the adiabatic states for the studied TQ–PC71BM
complexes (see ‘Effect of the functional on the excited state
characteristics and electronic couplings’ above), and the diaba-
tization does not change the nature of the states much even
with the increased number of states. This can be observed from
the DmdiabCT1 and DqdiabCT1 values (Tables 1 and 2), as they remain
rather unchanged with an increasing number of states and are
already close or equal to the ideal ones of 41.1 D and 41.3 D
(for 3T4Q–PC71BM and 3Q4T–PC71BM, respectively) and of 2,
respectively. Additionally, the GMH and FCD schemes yield
quite similar coupling values when using the global hybrids,
indicating that both schemes yield similar diabatic states.28

Thus, with the global hybrids, the 2-state schemes seem to be
sufficient for calculating the electronic couplings.

With the LRC-functionals (Fig. 5 and Fig. S4, ESI†), the
electronic couplings of the studied complexes change more
significantly with the number of states compared to the global
hybrids. The GMH and FCD ED couplings predicted with the
LRC functionals decrease with the increasing number of states,
although in some cases the 3-state results are slightly higher
than the 2-state results (Tables S14 and S15, ESI†). The 2–4-state
GMH ED couplings are rather similar, whereas the 11-state values
are notably smaller. With the FCD scheme, the ED couplings
decrease in a more constant way. The GMH and FCD CR couplings
oscillate somewhat with the increasing number of states. The GMH
scheme predicts larger CR couplings with 11 states than with
2–4 states, whereas the FCD CR couplings mainly decrease when
the number of states increases. Here, the tuning of o does not
seem to have a strong effect on the overall trends in the couplings,
as both CAM-B3LYP and OT-BNL predict similar changes.

The number of states used here is restricted by the size of
the systems and the computational time limit and therefore we
are not able to judge whether the electronic couplings obtained
with the LRC functionals have converged to certain values28

already with 11 states or whether more states would improve
the results. However, both the DmdiabCT1 and DqdiabCT1 values increase
with the increasing number of states (Tables 1 and 2). Moreover,
even though the 11-state DmdiabCT1 values do not reach the ideal
dipole moments of 41.1 D and 41.3 D (for 3T4Q–PC71BM and
3Q4T–PC71BM, respectively), they have improved compared to
the 2–4-state values. Furthermore, the DqdiabCT1 values are almost
equal to the ideal value of 2. Thus, the 11-state GMH and FCD
schemes can be expected to yield better descriptions of the
diabatic states and the couplings than the 2–4 states, and for
that reason, we have employed the 11-state GMH and FCD
schemes in the further electronic coupling calculations.

Effect of the TD method on the excited state characteristics and
the electronic couplings

Generally, the TD method does not seem to have any effect on
the vertical excitation energies of the studied TQ–PC71BM
complexes, as both TDDFT and TDA yield almost identical
values (in vacuum, Tables S5 and S6, ESI†). Next to equal
excitation energies with both TD methods have also been
observed for both small molecules80 and large interfacial com-
plexes (pentacene–C60

94 and copolymer–fullerene96) in previous
studies. However, here we observe that the number of CT states
and the ordering of the states are in some cases slightly
different with TDDFT and TDA, especially with the LRC func-
tionals, which seem to have an effect on the GMH electronic
couplings (see below).

The nature of the adiabatic LE and CT1 states does not
change significantly with the TD method when employed
together with the global hybrid functionals, as TDDFT and
TDA yield similar Dmadii and Dqadii values in most cases (Tables 1
and 2 and Table S13, ESI†). With the LRC functionals, TDA
yields slightly larger (0.2–0.5) DqadCT1 values and somewhat larger
(2.8–4.5) DmadCT1 values than TDDFT; that is, the mixing of the LF
component with the adiabatic CT1 state is not as strong with
TDA as with TDDFT. However, diabatization of the adiabatic
states with the 11-state GMH and FCD schemes results mostly
in similar Dmdiab and Dqdiab values with both TDDFT and TDA
for diabatic LE and CT1 states.

Both TD methods yield very similar 11-state electronic
couplings with the global hybrid functionals, with the differ-
ence between them being only 0–4 meV (Fig. 6 and 7 and Tables
S14–S16, ESI†). In addition, the 11-state FCD couplings calcu-
lated with the LRC functionals are only moderately different
(by 0–12 meV) when using either TDDFT or TDA. However, the
11-state GMH couplings obtained with TDDFT and TDA and the
LRC functionals differ more, namely by 2–49 meV, with TDA
predicting larger couplings in most cases. The largest differ-
ences between the two TD methods are in the GMH CR
couplings, which is most probably due to the differences in
the Dmad values other than those of the CT1 and LE states. The
tuning of o does not seem to have a clear effect, as overall both
the non-tuned CAM-B3LYP and OT-BNL functionals predict the
same trends. Overall, TDA predicts the same trends as TDDFT:
mostly larger CR couplings than the ED couplings (and vice versa
for some 11-state FCD results for 3Q4T–PC71BM with the LRC
functionals), larger ED and CR couplings for 3T4Q–PC71BM than
for 3Q4T–PC71BM, and larger ED and CR couplings with the LRC
functionals than with the global hybrids.

To conclude, for the studied TQ–PC71BM complexes, TDA
yields consistent results with TDDFT when using the global
hybrids. Thus, as TDA is computationally less costly,97 it is a
good alternative to TDDFT when combined with the global
hybrids. However, when using the LRC functionals, these two
TDmethods might end up with rather different GMH electronic
couplings. Thus, when using TDA together with the LRC
functionals, the FCD scheme seems to be a more reliable
choice, as the Dq values are generally not affected as much by
the choice of TD method as the Dm values.
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Effect of the basis set

The basis set has a minimal effect on the exited state energies
of the studied complexes: the vertical excitation energies are
almost the same with both the 6-31G* (Table S5, ESI†) and
6-31G** (Table S7, ESI†) basis sets. With B3LYP, the 6-31+G*
basis set yields only slightly (0.0–0.2 eV, Table S8, ESI†) smaller
excitation energies for 3T4Q–PC71BM than the two smaller
basis sets. As this calculation was computationally already
very demanding, we did not carry out the calculation for
3Q4T–PC71BM at the same level of theory.

The basis set does not affect the nature of the adiabatic CT1

and LE states much and their Dmadii and Dqadii values calculated
with the 11-state GMH and FCD schemes are mostly the same
with 6-31G* (Tables 1 and 2) and 6-31G** (Table S12, ESI†).
The only exception is DmadCT1 of 3Q4T–PC71BM calculated with
CAM-B3LYP, which is 0.7 D smaller with 6-31G** (15.9 D) than
with 6-31G* (16.6 D), indicating a larger amount of the local
component in the CT1 state. The 6-31+G* basis set yields
smaller DqadCT1 of 1.6 with B3LYP than 6-31G* or 6-31G**
(1.9 for both basis sets, see Tables 1 and 2 and Table S12,
ESI†). The diabatic CT1 and LE states determined with the
11-state GMH and FCD schemes have almost the same Dmdiab

and Dqdiab values with both 6-31G* (Tables 1 and 2) and

6-31G** (Table S12, ESI†), which indicates that both basis sets
yield similar descriptions of these states. Interestingly, the
DqdiabCT1 value predicted with 6-31+G* and B3LYP does not change
from the adiabatic value of 1.6 (Table S12, ESI†), indicating that
in this case the diabatization does not remove the mixing of the
local states with the CT1 state.

The basis set has only a small effect on the 11-state electronic
couplings when using the global hybrid functionals: the couplings
calculated with the 6-31G* and 6-31G** basis sets (Fig. 8 and 9
and Tables S14, S15, S17, and S18, ESI†) differ by 0–5 meV. This is
consistent with the study of Voityuk and Rösch,24 in which they
have presented their FCD scheme and observed that inclusion of
polarization functions on hydrogen does not influence the 2-state
GMH and FCD couplings of the small DNA fragments, when using
HF. Here, moreover, the couplings predicted with the 6-31+G*
basis set and B3LYP for 3T4Q–PC71BM are only 1–2 meV larger
than with 6-31G* and 6-31G** (Fig. 9 and Table S17, ESI†). This is
also in line with the study of Voityuk and Rösch,24 where the
polarization functions on hydrogen and diffusion functions (on
all atoms) (6-31G* vs. 6-31+G*) have been reported to have only a
small (5%) effect on the couplings. Here, the smaller DqdiabCT1 value
obtained with 6-31+G* (see above) does not affect the couplings,
whichmay be due to the compensation of other states included in

Fig. 6 Electronic couplings of (a) 3T4Q–PC71BM and (b) 3Q4T–PC71BM calculated with the 11-state GMH scheme using TDDFT and TDA with different
functionals and the 6-31G* basis set.
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the calculations. With the LRC functionals, the differences in
the 11-state ED couplings predicted with two basis sets together
with both the GMH and FCD schemes are also rather small,
i.e. 0–9 meV. However, the 11-state GMH CR couplings predicted
by the LRC functionals differ more, as the 6-31G** basis set yields
somewhat larger (19–47 meV) couplings than 6-31G*. Generally,
the 6-31G** basis set yields larger couplings in all cases, except for
some PBE0 and OT-BNL values of 3Q4T–PC71BM. Thus, the size of
the basis set can have an effect on the dipole moments and the
GMH couplings when using the LRC functionals as opposite to
the global hybrids. Similar to the results obtained with different
numbers of states and different TDmethods, the tuning of o does
not have a notable effect on the results and both CAM-B3LYP and
OT-BNL predict the same trends.

Effect of the surrounding medium

The excitation energies of the selected complexes are practically
the same in different environments differing only by 0.0–0.1 eV
(Tables S5, S9, and S10, ESI†). Thus, the polarity of the medium
does not affect the adiabatic energies of the LE and CT1 states
in most cases. However, with the LRC functionals, the order of
the excited states is somewhat different in 1,2-DCB and the
blend from that under vacuum and the CT1 state is at a higher

energy (the sixth or seventh state). Zheng et al. also observed
slightly higher CT1 state energies for the pentacene–C60

complex with the OT oB97X-D functional when using PCM
compared to vacuum.94

The nature of the adiabatic CT1 and LE states are generally
quite similar in different media (Table S11, ESI†). However, in
some cases the portion of the LF component in the CT1 state
increases slightly in 1,2-DCB and the blend than under vacuum;
namely, all functionals predict somewhat smaller DmadCT1 and
the LRC functionals yield smaller DqadCT1. For the LE state, the
DmadLE and DqadLE values are mainly the same or smaller in 1,2-DCB
and the blend than under vacuum, but for 3T4Q–PC71BM the
global hybrids predict larger values in 1,2-DCB and the blend.
When comparing the diabatic states of the studied complexes
obtained with the 11-state electronic coupling schemes in
different media, the nature of LE states remains unchanged,
and the DmdiabLE and DqdiabLE values are close to zero in all the
media. Moreover, the nature of the CT1 state remains mainly
unaffected by the medium polarity, although the DmdiabCT1 values
of both complexes and the DqdiabCT1 values of 3T4Q–PC71BM are
slightly smaller in 1,2-DCB and the blend than under vacuum.
This indicates that, while the diabatic states are quite similar in
the different media, the diabatization does not completely

Fig. 7 Electronic couplings of (a) 3T4Q–PC71BM and (b) 3Q4T–PC71BM calculated with the 11-state FCD scheme using TDDFT and TDA with different
functionals and the 6-31G* basis set.
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remove the local component present in the adiabatic CT1 state
in 1,2-DCB and the blend and thus the amount of CT is slightly
reduced compared to that under vacuum.

The surrounding medium has only a small effect on the
11-state electronic couplings (Fig. 10 and 11 and Tables S14,
S15, S19, and S20, ESI†) of the complexes when using the global
hybrid functionals. Moreover, the GMH and FCD results
are very similar. The couplings increase only slightly (by
ca. 0–11 meV) in the order of vacuum o blend o 1,2-DCB,
i.e. with the increasing polarity of the medium (es of 3.6 for the
TQ–PC71BM blend and 10.1210 for 1,2-DCB) in most cases.
A similar trend has been observed by Lemaur et al. with the GMH
couplings of a phthalocyanine–perylene bisimide (Pc–PTCDI)
complex.6 With the LRC functionals, the effect of the environ-
ment on the 11-state couplings is generally also moderate
(0–22 meV), but the GMH CR couplings differ more signifi-
cantly, especially for 3T4Q–PC71BM (by ca. 11–110 meV). In this
case, the GMH CR couplings predicted with OT-BNL seem to be
most affected by the choice of medium. Overall, the electronic
couplings calculated in the different media with the LRC
functionals do not follow any clear trend, although the couplings
are in most cases smaller under vacuum than in 1,2-DCB or the
blend. In addition, similar to that under vacuum, the 11-state FCD

couplings differ somewhat from the GMH couplings in 1,2-DCB or
the blend.

Effect of the placement of PC71BM on TQ

The placement of PC71BM on TQ (Fig. 2b) has no effect on the
vertical excitation energies and they are practically the same for
both 3T4Q–PC71BM and 3Q4T–PC71BM (Tables S5–S7, S9, and
S10, ESI†) regardless of the calculation method or surrounding
medium. We have also observed negligible changes in the
excitation energies for poly(benzodithiophene-co-quinoxaline)–
fullerene complexes, when the orientation of PC71BM is
altered.66 As the adiabatic and diabatic DmCT1 and DqCT1 values
are somewhat larger for 3Q4T–PC71BM (Tables 1 and 2 and
Tables S11–S13, ESI†), it has smaller mixing of the local LF
component to the CT1 state compared to 3T4Q–PC71BM,
indicating more efficient CT from TQ to PC71BM.

In contrast to the vertical excitation energies, the electronic
couplings are clearly affected by the placement of PC71BM,
as can be expected based on the previous studies of the local
eD–eA interfaces of photoactive materials.30,31,75,76,98 The ED
couplings of 3T4Q–PC71BM and 3Q4T–PC71BM are 36–83 meV
and 21–52 meV, respectively, whereas the CR couplings are
45–252 meV and 25–150 meV, respectively (Tables S14–S20, ESI†).

Fig. 8 Electronic couplings of (a) 3T4Q–PC71BM and (b) 3Q4T–PC71BM calculated with the 11-state GMH scheme using TDDFT with different
functionals and basis sets.
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Thus, the ED and CR couplings are ca. 4–30 meV and 12–132 meV
stronger, respectively, when PC71BM is located on the thiophene
donor unit of TQ (3T4Q–PC71BM) than when PC71BM is on the
quinoxaline acceptor unit of TQ (3Q4T–PC71BM). Based on
the coupling values, we anticipate faster ED and CR rates for
3T4Q–PC71BM than for 3Q4T–PC71BM, which is also observed
from the calculated CT rates of the complexes in 1,2-DCB (see
‘Calculating charge transfer rates in 1,2-DCB and the blend’
below). For 3T4Q–PC71BM, the CR couplings are larger than the
ED couplings, in all cases. For 3Q4T–PC71BM, the opposite,
i.e. larger ED couplings than the CR couplings, is predicted when
using the 11-state FCD scheme (and 2–4-state GMH and FCD
schemes in some cases) in conjunction with the LRC functionals.

A similar effect of the relative placement on the ED and CR
electronic couplings was observed by Wang et al. when exami-
ning 1473 complexes of polybenzo[1,2-b:4,5-b0]dithiophene–
thieno[3,4-c]pyrrole-4,6-dione and PC61BM extracted from the
molecular dynamics simulations.99 They predicted larger ED
and CR coupling values when PC61BM was closer to the D unit
than the A unit of the copolymer, although they employed a
different coupling scheme (fragment orbital approach) and
functional (oB97X-D). In their later study of a benzothiadiazole-
quaterthiophene-based copolymer with PC71BM, Wang et al. also

observed39 larger CR couplings with the 2-state FCD and the OT
oB97X-D functional when PC71BM was on top of the D unit than
on top of the A unit of the copolymer. Furthermore, Wang et al.
also predicted larger couplings for the CR process than for the ED
process.99 Likewise, similar results have been obtained for the
PTB7-Th–PC71BM complex with the 2-state GMH37 and for the
a-sexithienyl–C60 complex98 with a diabatic-state approach.75,100

However, no clear conclusion can be drawn merely from the above
findings, as opposite results have been observed, as well.76,98

The differences between the electronic couplings of the two
complexes are quite similar despite the calculation method
(i.e. coupling scheme, functional, number of states, basis set,
and surrounding medium), especially with the global hybrid
functionals (ca. 4–28 meV). However, the LRC functionals
predict more notable differences (7–132 meV) between the
electronic couplings of 3T4Q–PC71BM and 3Q4T–PC71BM,
especially for the CR couplings (33–132 meV).

Effect of the coupling scheme on the electronic couplings

The choice of coupling scheme has either a small or a signi-
ficant effect on the coupling values of the two complexes
depending on the calculation method (i.e. functional, basis
set, and surrounding medium) used. With the global hybrids,

Fig. 9 Electronic couplings of (a) 3T4Q–PC71BM and (b) 3Q4T–PC71BM calculated with the 11-state FCD scheme using TDDFT with different functionals
and basis sets.
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the 2–11-state GMH and FCD electronic couplings are quite
similar despite the basis set or surrounding medium and the
GMH values are only slightly (0–17 meV) larger in most cases.
Moreover, both schemes predict mainly larger CR couplings
compared to the ED couplings when using the global hybrids
(Tables S14 and S15, ESI†), except for some FCD values of
3Q4T–PC71BM calculated with PBE0 (Table S15, ESI†). With the
LRC functionals, the differences (0–157 meV) between the GMH
and FCD couplings are more significant compared to the global
hybrids, especially in the case of the CR values. Moreover, large
differences between the GMH and FCD couplings are predicted
with the 6-31G** basis set (60–71 meV, in vacuum) and with the
6-31G* basis set in the 1,2-DCB or blend (61–156 meV) media.
Both schemes predict larger CR couplings than ED couplings
for 3T4Q–PC71BM in all cases and for 3Q4T–PC71BM in some
cases (Tables S14 and S15, ESI†). For 3Q4T–PC71BM, the 2–11-
state FCD and 2–4-state GMH schemes in conjunction with the
LRC functionals predict mainly larger ED couplings than the
CR couplings.

Thus, the GMH scheme and more precisely the Dm values
employed in the GMH scheme seem to be more sensitive to
the choice of functional, basis set, and surrounding medium
than the FCD scheme. These findings complement the earlier

studies, which have pointed out that the Dq values in the FCD
scheme are less sensitive to the mixing of the local excited and
CT states, while the Dm values in the GMH scheme are more
affected by the mixing of the states.16,45 The GMH electronic
couplings have been observed to improve when employing a
solvent model (e.g. the image charge approximation, ICA), as it
can lower the energy of the CT1 state and thus decouple it from
the undesired high-lying local excitations.16,47 However, this is
not always the case, as can be seen from our results above,
where the CT1 state energies and the couplings increase some-
what in 1,2-DCB compared to vacuum. Lee et al. also observed
relatively larger GMH couplings for a series of heptacyclo-
[6.6.0.0.2,60.3,1301.4,1105,9.010,14]-tetradecane-linked D–A mole-
cules than the FCD values with and without the ICA solvent
model, when the couplings should be small due to symmetry.45

Increasing the number of states has also resulted in improved
GMH and FCD couplings.28 As stated above, in this study, both
coupling schemes yield very similar values despite the number
of states when using the global hybrid functionals (Fig. 4 and 5
and Fig. S3 and S4, ESI†). However, with the LRC functionals,
the number of states affects the couplings more, especially the
CR values. With the GMH scheme, the CR values oscillate with
the increasing number of states, whereas with the FCD scheme,

Fig. 10 Electronic couplings of (a) 3T4Q–PC71BM and (b) 3Q4T–PC71BM in vacuum, 1,2-DCB, and the blend calculated with the 11-state GMH scheme
using TDDFT with different functionals and the 6-31G* basis set.

Paper PCCP

View Article Online



25620 | Phys. Chem. Chem. Phys., 2019, 21, 25606--25625 This journal is© the Owner Societies 2019

they decrease. Overall, the FCD scheme seems to produce
couplings that are more constant and, when combined with
the multi-state treatment, may be more suitable than GMH for
calculating the couplings for the polymer–fullerene systems.
Thus, we will employ the 11-state FCD couplings for calculating
the ED and CR rates.

Calculating charge transfer rates in 1,2-DCB and the blend

Finally, we have estimated the CT rates for the ED and CR
processes at the two TQ–PC71BM interfaces modelled by complexes

using the 11-state FCD electronic couplings. The couplings and
other parameters required for calculating the rates in both 1,2-DCB
and the blend are listed in Tables 3 and 4, respectively. Generally,
the inner reorganization energies (li) of both complexes are smaller
for the ED process than for the CR process. This can be attributed
to the larger geometric changes (Fig. S5, ESI†) taking place in TQ
during CR, i.e. when going from the cation geometry to that of the
neutral GS (eD+- eD), than during ED, i.e.when going from the S1
geometry to that of the cation (eD* - eD+). In other words, the
geometries of the cation and the S1 states of TQ are closer to

Fig. 11 Electronic couplings of (a) 3T4Q–PC71BM and (b) 3Q4T–PC71BM in vacuum, 1,2-DCB, and the blend calculated with the 11-state FCD scheme
using TDDFT with different functionals and the 6-31G* basis set.

Table 3 Electronic couplings (Hif)
a, internal reorganization energies (li), Gibbs free energies (DG1), and Coulomb energies (DECoul) for the ED and CR

processes of the TQ–PC71BM complexes in 1,2-DCB with different functionals and the 6-31G* basis set

Functional Complex Hif,ED (meV) Hif,CR (meV) li,ED (eV) li,CR (eV) DGED (eV) DGCR (eV) DECoul,ED (eV) DECoul,CR (eV)

B3LYP 3T4Q–PC71BM 41.9 50.3 0.1298 0.2039 �0.1373 �1.6166 �0.1373 0.1376
3Q4T–PC71BM 29.2 28.0 0.1308 0.2058 �0.1501 �1.5981 �0.1374 0.1372

PBE0 3T4Q–PC71BM 48.8 52.0 0.1377 0.2180 �0.2673 �1.5951 �0.1370 0.1372
3Q4T–PC71BM 32.5 29.0 0.1386 0.2198 �0.2788 �1.5773 �0.1371 0.1368

CAM-B3LYP 3T4Q–PC71BM 63.5 87.9 0.1882 0.3014 �0.3179 �1.9903 �0.1421 0.1422
3Q4T–PC71BM 49.9 41.7 0.1890 0.3035 �0.3139 �1.9927 �0.1421 0.1419

OT-BNL 3T4Q–PC71BM 68.9 110.2 0.1728 0.2643 �0.2438 �1.7420 �0.1413 0.1415
3Q4T–PC71BM 52.2 47.1 0.1737 0.2660 �0.2479 �1.7322 �0.1419 0.1416

a Electronic couplings obtained with the 11-state FCD scheme.
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each other than those of the cation and GS. The contributions
of the geometric changes of PC71BM to li are the same during
the ED and CR, i.e. when going from the GS to the radical anion
and vice versa, respectively. The polarity of the medium has only
a minimal effect on the li values, which are basically the same
in 1,2-DCB and the blend. The global hybrids yield somewhat
smaller li values than the LRC functionals in the increasing
order of B3LYP o PBE0 o OT-BNL o CAM-B3LYP. The position
of PC71BM on TQ does not affect li much and the values are
almost the same for the two complexes, li of 3Q4T–PC71BM being
slightly larger than that of 3T4Q–PC71BM, indicating slightly
larger geometric changes for 3Q4T. As the accurate prediction of
the outer reorganization energy (ls) is a rather challenging task
and it is highly affected by the uncertainty of the calculated
parameters,7,77 we have chosen to keep it as an adjusted para-
meter in the range of 0.10–0.75 eV. The selection of this range is
based on the values of ls (0.11–0.50 eV) used in the previous
theoretical studies of other copolymer–fullerene systems.33,38,77,81

We have also considered the ls values of 0.5–0.75 eV, because in
some cases the CR rates start to compete with the ED rates in this
region (see below). This region is also in line with the experi-
mental l of 0.22–0.8 eV101–103 obtained for the blends of different
copolymers and fullerene derivatives.

All the functionals predict spontaneous ED and CR processes
(DG1 o 0) for the studied complexes, in other words, favorable
processes in both media (Tables 3 and 4). Only the ED process
of 3T4Q–PC71BM predicted by B3LYP in the blend is not
spontaneous. The experimental estimation for �DG�

ED of the
TQ–PC71BM blend is 0.1–0.3 eV, which is obtained104 as the
difference between the optical bandgap of TQ (1.6–1.7 eV70,93)
and the CT state energy (1.4–1.5 eV92,93). Thus, the calculated
DG�

ED values are consistent with the experimental ones. For the
selected range of ls (0.10–0.75 eV), all the functionals predict that

ED occurs in the Marcus normal region DG�
ED

�
�

�
�o lED

� �

in the

blend. In 1,2-DCB, B3LYP and OT-BNL predict that ED takes place
in the normal region for the selected range of ls, whereas PBE0
and CAM-B3LYP predict that ED occurs in the normal region
when ls Z 0.14. The CR process occurs in the inverted region of

Marcus DG�
CR

�
�

�
� � lCR

� �

in all cases, which leads to slower CR

rates than ED rates (see below).9 The ED and CR processes of
another photovoltaic system, Pc–PTCDI,6 have also been observed
to occur in the Marcus normal and inverted regions, respectively.

The sum of DGED and DGCR is almost constant, regardless of the
medium, and increases in the order of B3LYP (ca. 1.7–1.8 eV) o
PBE0 (1.8–1.9 eV)o OT-BNL (2.0 eV) o CAM-B3LYP (2.3 eV). The
constant sum indicates that the polarity of the medium does not
have a significant effect on the separation between the GS and LE
states.6 As the other energies, except that of eD* (the optimized S1
geometry of TQ), are canceled out from the sums of DGED and
DGCR, the energies of eD* are consistent with the energies of the
LE state (Tables S9 and S10, ESI,† S4 for the global hybrids and S2
for the LRC functionals). When the polarity, es, increases (from 3.6
of the TQ–PC71BM blend to 10.1210 of 1,2-DCB), DG�

ED and
DECoul,CR decrease, i.e. become more negative, whereas DG�

CR and
DECoul,ED increase. Lemaur et al. observed6 the same dependence
of DG1 and DECoul on the polarity of the medium for the modeled
Pc–PTCDI complex.

The evolutions of the ED and CR rates of the studied
complexes as functions of ls are illustrated in Fig. 12 and 13
for the 1,2-DCB and blend environments, respectively. Generally,
the ED process occurs more rapidly than CR, although
B3LYP, PBE0, and OT-BNL predict competing CR rates with
larger ls (4ca. 0.66 eV). The ED rates are slightly faster in
1,2-DCB (1010–1013 s�1) than in the blend (109–1013 s�1),
decreasing with increasing ls. Similarly, the CR rates are faster
in 1,2-DCB (10�14–1012 s�1) than in the blend (10�16–1011 s�1),
increasing with increasing ls. The LRC functionals predict
higher ED rates compared to the global hybrids in the increa-
sing order of B3LYP o PBE0 o OT-BNL o CAM-B3LYP. The
magnitude of the ED rate predicted with B3LYP differs from
those predicted with the other functionals. In the case of the CR
rates, there is no clear trend between the global hybrid and LRC
functionals, as the CR rates increase mainly in the order of
CAM-B3LYPo B3LYPo OT-BNLo PBE0. Here, the magnitude
of the CAM-B3LYP CR rate is different from that given by the
other functionals. The ED and CR rates in the blend are mainly
larger, when PC71BM is on top of the A unit of TQ (3Q4T–
PC71BM) than when it is on top of the D unit (3T4Q–PC71BM)
(except for some CR rates predicted by PBE0 with ls 4 0.65 eV
and CAM-B3LYP with ls 4 0.4 eV). In 1,2-DCB, 3T4Q–PC71BM
has larger ED and CR rates than 3Q4T–PC71BM. In 1,2-DCB,
both complexes have relatively similar li and DG1 values
(Table 3), in which case the electronic coupling determines
the rate differences between the two complexes. However, in

Table 4 Electronic couplings (Hif)
a, internal reorganization energies (li), Gibbs free energies (DG1), and Coulomb energies (DECoul) for the ED and CR

processes of the TQ–PC71BM complexes in the blend with different functionals and the 6-31G* basis set

Functional Complex Hif,ED (meV) Hif,CR (meV) li,ED (eV) li,CR (eV) DG�
ED ðeVÞ DG�

CR ðeVÞ DECoul,ED (eV) DECoul,CR (eV)

B3LYP 3T4Q–PC71BM 41.8 50.2 0.1423 0.2160 0.0274 �1.7451 �0.3778 0.3786
3Q4T–PC71BM 29.4 27.7 0.1434 0.2181 �0.0813 �1.6443 �0.4755 0.4618

PBE0 3T4Q–PC71BM 45.5 51.9 0.1509 0.2309 �0.1006 �1.7250 �0.3770 0.3776
3Q4T–PC71BM 32.6 28.9 0.1519 0.2329 �0.2202 �1.6540 �0.4871 0.4322

CAM-B3LYP 3T4Q–PC71BM 63.1 89.5 0.2067 0.3215 �0.1539 �2.1203 �0.3903 0.3907
3Q4T–PC71BM 49.4 41.6 0.2077 0.3232 �0.2423 �2.0818 �0.4856 0.4333

OT-BNL 3T4Q–PC71BM 69.1 95.8 0.1871 0.2798 �0.0803 �1.8723 �0.3884 0.3889
3Q4T–PC71BM 48.3 47.3 0.1881 0.2814 �0.2109 �1.8090 �0.5179 0.4447

a Electronic couplings obtained with the 11-state FCD scheme.
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the blend (Table 4), the DG1 values of the two complexes differ
to such an extent that DG1 becomes the determining factor for
the rates.

The value of ls determines, especially in the case of the CR
rates, whether the ED and CR rates are in the ranges of the
experimental ED (41011)105 for TQ–PC61BM and CR rates
(ca. 108–109) for different copolymer–fullerene blends. The
numerical values of the CT rates at ls of 0.56 eV (Table 5),
i.e. at the average of ls (ca. 0.42–0.63 eV in 1,2-DCB and
0.49–0.69 eV in the blend), for which the ED and CR rates are
calculated with different functionals and in different environ-
ments are within the experimental rates. Moreover, our choices
regarding the calculation methods, e.g. using the vacuum
OT o value in the 1,2-DCB and blend calculations or using
the B3LYP geometries in all calculations, can induce some
uncertainties in the calculated rates and rate parameters. However,
as we have kept these computational settings consistent in all

the calculations, we expect their relative effect to be the same.
To conclude, all the functionals yield mostly ED and CR rates
that are consistent with the experimental ones with larger ls
values (see above), while smaller ls values lead to vanishingly
small CR rates.

Conclusions

We have determined the electronic couplings of the ED and CR
processes at the local interfaces of solar cell materials TQ and
PC71BM theoretically using the two- and multi-state GMH and
FCD coupling schemes. The results show that the choice of
functional has the most significant effect on the excited state
characteristics and the coupling values, especially with the
GMH scheme. Mainly, the global hybrid functionals predict a
more localized adiabatic CT1 state, i.e. almost a complete CT

Fig. 12 Evolutions of the ED and CR rates (kED and kCR) as functions of ls for (a) 3T4Q–PC71BM and (b) 3Q4T–PC71BM calculated in 1,2-DCB with
different functionals and the 6-31G* basis set. The ranges for the experimental kED and kCR are also shown in the figures.

Fig. 13 Evolutions of the ED and CR rates (kED and kCR) as functions of ls for (a) 3T4Q–PC71BM and (b) 3Q4T–PC71BM calculated in the blend with
different functionals and the 6-31G* basis set. The ranges for the experimental kED and kCR are also shown in the figures.
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from TQ to PC71BM, whereas the LRC functionals predict a
small component of the intramolecular excitation of PC71BM
mixed with the CT1 state. When comparing the two- and multi-
state couplings, the number of states does not have a very
strong effect on the coupling values with the global hybrid
functionals, and the GMH and FCD couplings are quite similar.
Thus, with the global hybrid functionals, the 2-state schemes
seem to be sufficient for calculating the couplings of the
studied system. However, with the non-tuned and OT LRC
functionals, the multi-state coupling schemes yield a more
localized description of the CT1 state and thus improve couplings
with respect to the two-state values. Furthermore, with the LRC
functionals, the FCD scheme yields a more localized CT1 state and
constant couplings while being less sensitive to the choice of
calculation method compared to the GMH scheme. Thus,
the FCD scheme combined with the multi-state treatment is
recommended for calculating the couplings when using the
LRC functionals.

The electronic couplings are clearly affected by the position
of PC71BM and stronger couplings are observed when PC71BM
is on the donor unit of TQ than when PC71BM is on the acceptor
unit of TQ. In most cases, the CR couplings of the studied
TQ–PC71BM complexes are larger than the corresponding ED
couplings. However, for the complex, where PC71BM is on
top of the acceptor unit of TQ, the LRC functionals predict
mainly larger ED couplings. Overall, the calculated ED rates
are in the range of the experimental values. However, the
calculated CR values are consistent with the experimental
rates only with certain values of the external reorganization
energy. Nevertheless, the ED process is generally predicted to
occur more rapidly than the CR process in the TQ–PC71BM
complexes, which is in agreement with the previous experi-
mental results that the particular system functions efficiently
in the PSCs. The slower CR rates are the consequence of the
increasingly negative values of the Gibbs free energy relative to
reorganization energies due to which the CR process occurs in
the Marcus inverted region. We note that our study did not
consider dispersion corrections, which are important for
describing weak dispersion interaction in the eD–eA inter-
face configurations, especially when determining the inter-
molecular distances.66 The effect of the dispersion on the
multi-state electronic couplings will be the subject of future
work by our group.
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Charge transfer characteristics of fullerene-free
polymer solar cells via multi-state electronic
coupling treatment†

Tuuva Kastinen * and Terttu I. Hukka *

Recently, non-fullerene (NF) polymer solar cells (PSCs), where new electron acceptor (eA) materials are

blended with a donor–acceptor (D–A) copolymer as an electron donor (eD), have shown promising

power conversion efficiencies up to 18%. Some of the best-performing NF PSCs use the eD copolymers

PBDT-TzBI, PDTB-EF-T, and PBDB-T-2F, and either a D–A copolymer P(NDI2OD-T2) or small molecule

acceptors (SMAs) ITIC-4F and ITIC-2Cl as the NF eA compounds. Here we investigate these systems

with density functional theory methods and extend our previous study of the multi-state fragment

charge difference (FCD) electronic coupling scheme by applying it to the calculations of charge transfer

(CT) rates for exciton dissociation and charge recombination (CR) processes at local eD–eA interfaces.

Despite similar backbone structures and optical properties, the studied eD copolymers have different

conformational, ionization, excitation, and CT characteristics. The electronic couplings and CT rates

depend strongly on the relative positioning of the eD and eA compounds in the eD–eA complexes.

While the main CT path is from eD to the eA compound, CT from eA to the eD compound is also

predicted in the polymer–polymer PBDT-TzBI–P(NDI2OD-T2) system. The multi-state FCD electronic

couplings are independent of the number of the excited states included in the calculations when using

a dispersion-corrected optimally tuned long-range corrected functional. The calculated CR rates are

slower in the polymer–SMA systems than in the polymer–polymer system, which could partly account

for their higher experimentally observed efficiencies in devices.

Introduction

Polymer solar cells (PSCs) have a great potential as a low-cost,
lightweight, exible, and scalable technology for light conver-
sion.1,2 So far, the most studied systems have included fullerene
derivatives as the electron acceptor (eA) materials with conju-
gated donor–acceptor (D–A) copolymers as the electron donor
(eD) materials. Although these fullerene-based PSCs have ach-
ieved promising power conversion efficiencies (PCEs) of ca.

12%,3,4 they possess several hindrances, such as limited possi-
bilities to tune the chemical structures and energy levels of
fullerene derivatives, high synthesis cost, poor light absorption
in the visible and infrared spectral regions, and morphological
instabilities.5,6 To overcome these limitations, the researchers
have developed alternative eA materials with tunable structural
and optoelectronic features, which can be matched with a wider
range of eD copolymers. As a consequence, a rapid and
encouraging progress has been made in designing fullerene-
free, i.e. non-fullerene (NF) PSCs during the past few years.5,7

In all-polymer solar cells (APSCs), D–A copolymers composed
of electron-rich donor and electron-decient acceptor units in
the constitutional repeating unit (CRU) are employed as both
the eD and eA materials. This type of a design strategy8,9 has
enabled ne-tuning of the structural and optoelectronic prop-
erties, e.g. ionization energies (IE), electron affinities (EA), and
optical gaps, of the D–A copolymers by selecting the backbone
donor and acceptor units with the desirable characteristics.10

Controlling these features for the eA compounds can yield APSC
devices with improved light absorption, higher open-circuit
voltage, and enhanced long-term stability compared to the
conventional, fullerene-based PSCs.5 Especially, naphthalene
diimide (NDI) based copolymers have been popular eA mate-
rials in APSCs due to their large EAs, high electron mobilities,
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and good thermal and oxidative stabilities.11,12 The highest PCEs
have been ca. 12%13,14 for APSCs using poly[(N,N0-bis(2-octyl-
dodecyl)naphthalene-1,4,5,8-bis(dicarboximide)-2,6-diyl)-alt-
5,50-(2,20-bithiophene)] (P(NDI2OD-T2), also referred to as
N2200) as the eA material15 (Fig. 1). These efficiencies have been
surpassed recently with a new eA copolymer (PJ1), which is
based on a small molecule acceptor (SMA) building block
leading to the PCE of 14.4%.16

Another emerging type of the efficient NF PSCs makes use of
p-conjugated SMAs as the eA materials, whose acceptor–donor–
acceptor (A–D–A) structure leads to strong intramolecular elec-
tron push–pull effects similar to the ones in D–A copolymers.
For example, in a successful ITIC,17 an electron-donating, bulky
seven-ring indacenodithieno[3,2-b]thiophene (IT) core is end-
capped with electron-withdrawing 2-(3-oxo-2,3-dihydroinden-1-

ylidene)malononitrile (INCN) groups. This type of a rigid
A–D–A structured backbone results in the extended conjugation
and reduces reorganization energy, which is benecial for
charge transport.17,18 However, on the downside, planar back-
bones with the extended conjugation may lead to the undesired
aggregation behavior for ITIC (and other SMAs) and conse-
quently decreased efficiencies of PSCs. Thus, four 4-hexylphenyl
have been substituted to the IT core to restrict the planarity and
consequently aggregation of ITIC in blend lms. The advan-
tages of ITIC derivatives are strong light absorption and good
electron mobility. Furthermore, their properties can be easily
tuned via molecular modications, while simultaneously
maintaining their key aspects of efficient eAs.19,20 For example,
NF-SMA PSCs based on ITIC derivatives with halogenated (e.g.
uorinated or chlorinated) end groups have some of the highest

Fig. 1 Molecular structures of the studied eA compounds.

Fig. 2 CRUs of the studied eD copolymers.
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PCEs (ca. 15%) for PSCs.21–23 The record PCEs (ca. 18%24) for the
NF PSCs have been achieved recently with a SMA25 (Y6) con-
sisting of dithienothiophen[3.2-b]-pyrrolobenzothiadiazole core
and 2-(5,6-diuoro-3-oxo-2,3-dihydro-1H-inden-1-ylidene)
malononitrile side groups.

The NF eA materials discussed above have either small (i.e.
below 1.50 eV; ca. 1.48 eV for P(NDI2OD-T2)) or medium (i.e.
1.50–1.90 eV; ca. 1.60 eV for ITIC) bandgaps.26 Thus, to achieve
a wide absorption of the solar spectrum and efficient NF PSCs,
they are typically combined with medium- or wide-bandgap
(>1.9 eV) copolymers as the eD compounds. These kinds of
copolymers (Fig. 2) include poly[4,8-bis(5-(2-ethylhexyl)thio-
phen-2-yl)benzo[1,2-b:4,5-b0]dithiophene-co-4,8-di(thien-2-yl)-6-
octyl-2-octyl-5H-pyrrolo[3,4-f]benzotriazole-5,7(6H)-dione]
(referred to as PBDT-TzBI in this work; known also as PTzBI27 or
PTZBIBDT28), PDTB-EF-T,29 and poly[(2,6-(4,8-bis(5-(2-ethyl-
hexyl)-4-uorothiophen-2-yl)benzo[1,2-b:4,5-b0]dithiophene))-
alt-(5,5-(10,30-bis(thiophen-2-yl)-50,70-bis(2-ethylhexyl)benzo
[10,20-c:40,50-c0]dithiophene-4,8-dione))],30,31 see the ref. 32 for the
alternative naming (referred to as PBDB-T-2F 33 in this work;
known also as PBDB-TF21 or PM6 31). Among these eDs, PBDT-
TzBI28 and PBDB-T-2F31 have been originally developed for
fullerene-based PSCs.

All of the aforementioned copolymers have the same weak,
electron-rich donor unit, benzo[1,2-b:4,5-b0]dithiophene (BDT),
but different electron-decient acceptor units, TzBI in PBDT-
TzBI28 and 1,3-bis(thiophen-2-yl)-5,7-bis(2-ethylhexyl)benzo[1,2-
c:4,5-c0]dithiophene-4,8-dione (BDD)34,35 in PBDB-T-2F. In addi-
tion, there are thiophene spacers between the donor and
acceptor units, which have a role in controlling planarity, and
accordingly, aggregation.36 The introduction of thiophenes in
the copolymer backbone also weakens the intramolecular
charge transfer (CT) character between the donor and acceptor
units, which leads to the medium or wide band gaps in these
copolymers.37 In PDTB-EF-T, the thiophenes with the electron-
withdrawing ester groups have been used instead of a strong
electron-decient unit.29 Additionally, the desired IEs, EAs and
structural characteristics of these copolymers have been ach-
ieved by attaching different functional groups, such as aromatic
rings (e.g. thiophene) and electronegative atoms, e.g. uo-
rine,29,31,33,38 to their backbones.

Theoretical quantum chemical calculations provide means
for determining intrinsic structure–property relationships of p-
conjugated PSC materials. Moreover, they can provide insight
into the CT processes taking place at local interfaces of the eD
and eA compounds. So far, there have been a number of studies
on structural and optoelectronic properties of individual NF
PSC compounds with density functional theory (DFT)
methods.25,39–42 For example, Wang et al. have investigated both
the electronic and optical properties of two NF SMAs (IDIC and
IDTBR) and ve D–A copolymers and their interfacial charac-
teristics.41 The effect of uorination on the characteristics of the
eD copolymers and ITIC has been examined by Benatto et al.43

Local interfaces in the NF devices have been exploited, as
well.23,41,44–49 Han et al. have studied the impact of different eD
molecular architectures on the interfacial arrangements and
electronic properties of the NF organic solar cells based on

small-molecule eDs and the SMA ITIC-4F with the multiscale
simulations combining molecular dynamics (MD) and DFT
calculations.45 Moreover, they have compared the interfacial
complexes consisting of PBDB-T-2F as the eD copolymer and
either PC71BM or ITIC as the eA compound with both MD and
DFT.44 The NF PSC systems of PBDB-T-2F and different ITIC
derivatives have been the subject of other MD simulations, as
well.46–49 Han et al. have also compared the packing of the ITIC
and PC71BM acceptor thin lms with MD simulations.50 While
these studies have included electronic structure calculations of
some of the aforementioned efficient NF PSC compounds, they
have mostly concentrated on the MD simulations of the blend
morphologies, and thus a deeper understanding of the elec-
tronic structure–function relations and CT characteristics of
these compounds is still required.

For the efficient charge generation in PSCs, the rates of
exciton dissociation (ED) should be maximized, whereas the
rates of charge recombination (CR) should be minimized.51 In
the previous theoretical studies of the NF PSCs systems, the ED
and CR rates have also been evaluated to gain deeper under-
standing of these CT pathways.47–49 The electronic coupling (Hif)
between the initial (i) and nal (f) charge-localized, i.e. diabatic
states is one of the key parameters dening the CT rates.52

Number of different theoretical approaches have been devel-
oped for calculating the couplings.53–55 In the studies of poly-
mer–fullerene-based PSC systems, the two-state fragment
charge difference (FCD)56 and generalized Mulliken–Hush
(GMH)57,58 schemes have been popular choices.59–62 However, if
a component of the local excitation is mixing with the CT state
of interest, multiple adiabatic states should be included to
obtain a more accurate description of the diabatic states.63,64 In
our previous studies,65,66 we have observed the tendency of the
long-range-corrected (LRC) functionals to predict mixed CT
states for the polymer–fullerene systems. Our latest study66

showed that use of the multi-state FCD and GMH schemes64

with both the non-tuned and optimally-tuned (OT) LRC func-
tionals reduces this mixing. In the previous studies of the NF
PSC systems, the GMH scheme has been applied in conjunction
with the (non-tuned) LRC functional CAM-B3LYP for PBDB-T–
ITIC47,48 and with the OT-uB97X-D functional for PBDB-T–IT-
OM.49 However, the FCD scheme, which we observed66 to be less
sensitive to the number of states and the choice of the calcu-
lation method compared to GMH, does not seem to have been
applied for the NF PSC systems yet. Furthermore, it is benecial
to investigate, whether the inclusion of multiple states effects
the electronic couplings of the NF PSC systems. Information
regarding the effect of the dispersion corrections included in
the DFT functional on the multi-state coupling calculations is
still missing, as well.

In this work, we will investigate via DFT and time-dependent
DFT (TDDFT) methods a selected set of eD (Fig. 2) and eA
(Fig. 1) compounds, which have been recently employed in
some of the most efficient NF PSCs.6,27,29,33,67 The selected eD
compounds include D–A copolymers PBDT-TzBI, PDTB-EF-T,
and PBDB-T-2F, whereas for the eA compounds, the D–A
copolymer P(NDI2OD-T2), the SMA ITIC, and its uorinated and
chlorinated counterparts, ITIC-4F and ITIC-2Cl, respectively,
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have been chosen. We use theory to shed light on those char-
acteristics that make the selected compounds successful and on
the CT processes that take place at their local eD–eA interfaces.
The rst part of the work will explore the structural, ionization,
excitation, and optoelectronic properties of the individual eD
and eA compounds. In the second part, we will examine the
local interfacial congurations, CT characteristics, and CT rates
for the ED (eD*–eA / eD+–eA�) and CR (eD+–eA� / eD–eA)
processes of the corresponding eD–eA complexes. For obtaining
the CT rates, we utilize the multi-state FCD scheme to calculate
the electronic couplings. This work extends our previous study66

of the effects of the two- versus multi-state treatments on elec-
tronic couplings in fullerene-based PSC systems by exploring
the inuence of multiple states and dispersion corrections on
coupling values of the studied NF PSCs. Based on our65 and
other's ndings68,69 on organic solar cell systems, dispersion
corrections are important for describing weak dispersion
interactions at their local eD–eA interfaces. Furthermore, tuned
LRC functionals have performed well in calculations of both the
individual PSC compounds70,71 and local interfaces.65,66 Thus,
the OT version of the dispersion corrected LRC functional
uB97X-D72 was selected to investigate the effects of both the
tuning of a LRC functional and dispersion corrections on the
electronic coupling values. In some of the TDDFT calculations,
we employ also the global hybrid PBE0 73–75 functional for
comparison.

Computational details
Models

The eD and eA compounds studied here (see Fig. 1 and 2)
comprise both of the D–A copolymers (PBDT-TzBI, PDTB-EF-T,
PBDB-T-2F, and P(NDI2OD-T2)) and the A–D–A-type SMAs (ITIC,
ITIC-2Cl, and ITIC-4F). In most calculations, the full-length side
chains of the compounds were replaced by methyl groups to
reduce the computational cost, except for some of the relaxed
potential energy surface (PES) scans of the side groups to check
the dihedral angles within the side groups and between the side
groups and the backbone donor or acceptor units. We note,
however, that long alkyl side chains affect the solid-state
packing and resulting optoelectronic characteristics,76 and
they should be included, e.g. when the atomistic simulations of
blends are carried out.

The eD and eA copolymer models are dened by their CRUs
(i.e. the repeating units, n). A CRU consists of donor and
acceptor units and additional thiophene spacers. The monomer
and oligomer models of the copolymers consist of 1–4 CRUs
and will be referred to as BDT-TzBI, DTB-EF-T, BDB-T-2F, and
NDI2OD-T2 (without P in front). The relative orientations of
their backbone units were selected based on the relaxed PES
scans (see Methods below and Fig. S1–S3† for the studied
dihedrals). Within the CRU of a D–A copolymer, neighboring
donor and acceptor units can be either anti to each other, i.e.
the neighboring heteroatoms of the units are on the opposite
sides, or syn to each other, i.e. the neighboring heteroatoms are
on the same side. Similarly, the neighboring CRUs can be either
anti or syn with respect to each other. In the text, the

conformations are referred to as: anti/anti or anti–anti/anti,
where the rst word (or words) refers to the conformation(s)
within one CRU and the second word to the conformation
between two CRUs. Here, we have considered only the ener-
getically most stable conformations for each copolymer.

Monomer models (i.e. hydrogen-terminated CRUs, n ¼ 1) of
the D–A copolymers were used in the PES calculations to
determine the optimal dihedral angles within the backbone.
Furthermore, the monomers were employed in the eD–eA
complexes (see below). In the studies of the structural, ioniza-
tion, and excitation characteristics of the individual eD and eA
compounds, trimers (n¼ 3) were used as the oligomeric models
of the D–A copolymers. As an exception, P(NDI2OD-T2) was
modeled using a tetramer (n ¼ 4) to keep the relative conjuga-
tion lengths (i.e. the number of the double bonds, N, within the
shortest path between the terminal carbon atoms of the back-
bone) in the copolymer models consistent with each other.

The eD–eA complexes were constructed using the optimized
GS geometries of the monomer models of the eD and eA
copolymers and the ITIC-based eA compounds. In addition,
dimer models of both the eD copolymer PBDT-TzBI and eA
copolymer P(NDI2OD-T2) were used in one complex congu-
ration to study the effect of a longer oligomer on the local
structure and CT characteristics at the eD–eA interface. In all
complexes, the eD models were oriented in the xy plane along
the x axis. Three congurations of each complex were studied:
the eA model was positioned above the donor, thiophene, and
acceptor unit of the eD model along the x axis by superposing
the centroids of the specic heterocyclic aromatic rings with the
initial intermolecular distance of 4 Å (see the ESI† for further
information of construction of different congurations). Aer
this, the complexes were fully optimized without any
constraints (see Methods).

Methods

All the calculations were carried out with the Gaussian 16
Rev.B01 suite of programs,77 except for the electronic coupling
calculations of the complexes, which were carried out with the
Q-Chem 4.2 soware.78 The LRC uB97X-D functional72 was
selected, as it includes the dispersion corrections and is rec-
ommended for studying systems with extended p-conjugated
structures.68

To determine the relative orientations of the backbone units
in the eD and eA compounds for the further calculations, the
torsional potentials between the adjacent units within the
monomer models of the eD and eA copolymers and the eA
compound ITIC in their neutral GS geometries were determined
with the relaxed PES scans at the uB97X-D/6-31G** level of
theory in vacuum (with the default range-separation parameter,
u, of 0.2 bohr�1). The PES scans were carried out also for the
dihedral angles between the BDT donor unit and the full-length
alkyl thiophene side groups of the eD models (BDT-TzBI, DTB-
EF-T, and BDB-T-2F) in addition to those between the BDD
acceptor unit and alkyl side chains of BDB-T-2F to check their
relative orientations (Fig. S3†). The constrained geometry opti-
mizations were carried out at 5� intervals, i.e. the studied
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dihedral angle was kept xed while fully optimizing the geom-
etry of the rest of the compound.

For all the other DFT and TDDFT calculations, the optimally
tuned dispersion corrected functional, OT-uB97X-D, was used
with the 6-31G** basis set, unless stated otherwise (see the next
paragraph). For this purpose, the u value in uB97X-D was
optimally tuned in vacuum with the gap tuning procedures for
the individual eD and eA compounds79,80 (eqn (S1) in ESI†) and
the eD–eA complexes65,66,80,81 (eqn (S2) in ESI†). The OT u values
were determined with an accuracy of 0.01 bohr�1 using the 6-
31G** basis set. The GS geometries of the neutral eD and eA
compounds and their radicals, i.e. cations and anions, were
fully optimized with DFT. In the characterization of the indi-
vidual compounds, calculations were carried out in vacuum,
solvent, and blend environments, unless stated otherwise.
Solvation effects were included by means of the conductor-like
polarizable continuum model (CPCM)82,83 using the static (3s)
and dynamic (i.e. optical, 3op) dielectric constants of 4.7113 and
2.090627, respectively, for CHCl3. For the blend environment,
the 3s and 3op of 4.00 and 2.25 were used, respectively, which are
approximate values employed in previous studies for different
organic semiconductors.84,85 For studying ionization of the eD
and eA compounds, their vertical and adiabatic ionization
energies (IEs, VIE and AIE) and electron affinities (EAs, VEA and
AEA) were calculated with eqn (S3)–(S6) (ESI†). The intra-
molecular reorganization energies for the hole (lh) and electron
(le) transfer of the eD and eA compounds were calculated with
eqn (S7) and (S8).†

For examining the intramolecular CT character of the NF
PSC compounds and determining their UV-vis absorption
spectra, the vertical excitation energies for the 10 lowest excited
singlet states of the isolated eD and eA compounds were carried
out with TDDFT. For the ITIC derivatives, the vertical excitations
for the 20 lowest excited singlet states were required to yield the
best description of the UV-vis spectra. Additionally, the TDDFT
calculations of the individual eD and eA compounds were
carried out in CHCl3 at the PBE0/6-31G** level of theory using
the OT-uB97X-D-optimized geometries for comparing with the
OT-uB97X-D calculated spectra. The graphical illustrations of
the UV-vis absorption spectra were created via convolution of
the calculated singlet vertical transition energies and oscillator
strengths using a Gaussian-shape broadening with a full width
at half-maximum (FWHM) of 0.30 eV.

The nature of the excited states for both the individual NF
PSC compounds and their complexes was described using
natural transition orbitals (NTOs)86 as a representation for the
transition density matrix. The NTOs for the complexes were
obtained from the TDDFT calculations carried out with Q-
Chem, whereas the NTOs of the individual compounds were
generated from the TDDFT calculations using Gaussian. Only
the dominant pairs of the NTOs, i.e. those with the largest
eigenvalues (lNTO) indicating the fraction of a particular hole–
electron excitation to the overall transition,86,87 were considered.
In the case of the individual compounds, the contributions of
the backbone units to the NTOs were determined using the C-
Squared Population Analysis (C-SPA)88 as implemented in
Multiwfn 3.6.89–91 For the eD–eA complexes, the nature of the

states was determined from the pictorial presentations of the
NTOs and calculating the contributions of the eD and eA
compounds to the NTOs by using the C-SPA within a self-made
code. Pictorial presentations of the geometries and NTOs were
generated using ChemCra 1.8.92

The CT rates for the ED and CR processes taking place at the
local interfacial complexes were calculated with the semi-
classical Marcus theory:93–95

kED=CR ¼ |Hif |
2

ħ

ffiffiffiffiffiffiffiffiffiffiffi
p

lkBT

r
exp

"
� ðDG� þ lÞ2

4lkBT

#
; (1)

where Hif is the electronic coupling between the initial and nal
states of the CT process considered;96 kB and ħ are the Boltz-
mann and reduced Planck constants, respectively; T is
temperature (293.15 K here); l the (intermolecular) reorgani-
zation energy (with the inner, li, and outer, li contributions, see
eqn (S9) in ESI†); and DG� the Gibbs free energy. For calculating
the inner reorganization energy, li (eqn (S10)–(S15) in ESI†),
and DG� (eqn (S16)–(S19) in ESI†), the geometries of the lowest
excited singlet states (S1) of the isolated eD monomers were
optimized with TDDFT and those of the radicals (cations of
these eD monomers and the anions of the eA compounds) were
optimized with DFT. For dening the electronic couplings,
vertical excitation energies, and adiabatic charge differences for
the 10 lowest excited singlet states of the eD–eA complexes were
calculated using TDDFT in the FCD scheme,56 which is incor-
porated in the Q-Chem 4.2 soware.78 For the complexes of the
polymer–polymer system of PBDT-TzBI and P(NDI2OD-T2), the
25 lowest excited singlet states were considered. The two-state
FCD coupling values (see eqn (S20) and (S21)†) obtained from
the Q-Chem calculations were taken directly, whereas the elec-
tronic couplings with multiple states (>2) were determined with
the multi-state version of FCD64 in accordance with our previous
work66 (for further details, see eqn (S22)–(S25) in ESI†).

Results and discussion
Ground-state structural properties of the eD and eA
compounds

To better understand the characteristics of the studied NF PSC
compounds, we begin by exploring the geometrical structures of
the individual eD oligomers and eA compounds. The shapes
and sizes of the p-conjugated donor and acceptor units and the
inclusions of the additional spacer units between them are
among the factors dening the shapes of the backbones of both
the D–A copolymers97 and SMAs.98 In addition, conformational
preferences and resulting torsions induced by weak non-
bonding interactions99 between heteroatoms and between
heteroatoms and hydrogens in the adjacent electron-rich and
electron-decient units affect the shape of the backbone.44,100

First, we will consider the eD copolymers. Based on their OT-
uB97X-D-optimized (see Tables S1 and S2† for the OT u values)
GS trimer geometries, BDT-TzBI, DTB-EF-T, and BDB-T-2F have
twisted backbones with different curvatures (Table 1 and Fig. 3).
The backbones of BDT-TzBI and BDB-T-2F have sine wave
patterns, whereas that of DTB-EF-T has a zigzag pattern.101
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Furthermore, the curvature of the backbone increases in the
order of DTB-EF-T < BDT-TzBI < BDB-T-2F, which can impact
the degrees of ordering and folding of the copolymer chains and
the mixing of the eD and eA compounds in the blends.97 The
backbones of the eD trimers are predicted to have similar
torsional twists of 2–49� from planarity regardless of the
surrounding medium (Table 1 and Fig. 3; see also Table S3 and
Fig. S1† for the PES curves). In all cases, each BDT donor unit
and its neighboring thiophene spacers are anti to each other in
the eD trimer models due to the repulsive S/S interactions.99

The thiophenes and acceptor units are syn to each other in BDT-
TzBI and BDB-T-2F because of the possible nontraditional
hydrogen bonding99 between the carbonyl oxygen of the
acceptor unit and the C–H hydrogen of the neighboring thio-
phene. In DTB-EF-T, the thiophenes are anti to each other,

except for those between the adjacent CRUs that are syn to each
other due to a possible hydrogen bonding between the
hydrogen of the unsubstituted thiophene and the carbonyl
oxygen of the ester group in the thiophene of the next CRU. The
same conformation has been also predicted for the dimer
model of PDTB-EF-T in the original study of Li et al.29

Next, we will turn our attention to the eA compounds. The
OT-uB97X-D functional predicts that the eA tetramer NDI2OD-
T2 has a slightly helical backbone with a small curvature most
probably due to the syn–anti/syn conformation (see below). The
thiophene donors are predicted to be anti to each other with the
torsion from planarity of ca. 27–28� between them (see Tables 1
and S3†), which is in line with, although somewhat smaller than
the previous ndings (the torsion of 32� from planarity by
B3LYP/6-311G**102). The thiophene donor and NDI acceptor

Table 1 Energetically the most stable conformations, backbone types, and planarity of the backbones of the studied eD and eA compoundsa

calculated at the OT-uB97X-D/6-31G** level of theory in different environments. The dihedral anglesb for the eD and eA compounds calculated
in blend

Type Compound nc Nd Conformation Backbone type Planarity

Dihedral angleb (�)

a1 a2 a3 qCRU–CRU
e

eD BDT-TzBI 3 30 Anti–syn/anti Sine wave Twisted 157–159 41–42 43–44 159–162
DTB-EF-T 3 30 Anti/syn Zigzag Twisted 159–162 159–160 131–152 45
BDB-T-2F 3 30 Anti–syn/anti Sine wave Twisted 156–162 39–44 43–44 175–178

eA NDI2OD-T2 4 28 Syn–anti/syn Helical Twisted 56–57 152–153 — 60–61
ITIC — — Anti Linear Planar 180 — — —
ITIC-4F — — Anti Linear Planar 180 — — —
ITIC-2Cl — — Anti Linear Planar 180 — — —

a The neutral GS geometries. b See Fig. S1 and S2 for the denition of the dihedral angles. The dihedral angles of the eD and eA compounds
determined in vacuum and CHCl3 are presented in Table S3. c Number of the CRUs in the studied oligomer. d Number of the double bonds in
the studied oligomer. e Between the CRUs in the oligomers.

Fig. 3 Optimized GS geometries of the trimers of the studied eD copolymers calculated at the OT-uB97X-D/6-31G** level of theory (in blend).
In the side-view figures (on the right), the hydrogens are not shown for the clarity.
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units of NDI2OD-T2 are not in the same plane due to the rela-
tively large dihedral angles (ca. 60�) between them (Tables 1, S3,
Fig. 4 and S2†). Similar, although somewhat smaller dihedrals
have been predicted previously theoretically (syn-conformation:
42� and anti-conformation: 138�) using the global hybrid func-
tional B3LYP (with the 6-311G** basis set) and experimentally
(syn: 37� and anti: 142�) with the IR and reection–absorption IR
spectroscopy measurements.102 Here, the use of a LRC func-
tional and truncated side groups could explain, respectively, the
differences compared to the previous theoretical and experi-
mental results.102 Larger (ca. 65�) than the experimental dihe-
drals have been obtained previously also with a (non-tuned)
LRC CAM-B3LYP functional.103 Here, the adjacent NDI
acceptor and thiophene donor units in NDI2OD-T2 are pre-
dicted to be syn to each other, i.e. the sulfur atoms of the
thiophene donors and the closest carbonyl oxygens of the
neighboring acceptor units are on the same side. Previous
theoretical studies have predicted varying results for the
preferred orientation between the NDI and thiophenes
depending on the copolymer model and functional: (i) equally
stable anti and syn conformations (for the dimer model, B3LYP/
6-31G*),104 (ii) more favorable anti (for the monomer and pen-
tamer models, B3LYP/6-311G**),102 or (iii) more favorable syn
conformation (for the dimer model, CAM-B3LYP/6-31G*).103

Furthermore, the inclusion of full-length side chains and
presence of the other NDI2OD-T2 chains play a role in dening
the more favorable conformation in the real blend
environment.105

The OT-LRC functional OT-uB97X-D predicts that the back-
bones of the SMA compounds ITIC, ITIC-4F, and ITIC-2Cl are
completely planar (Table 1, Fig. 4 and S2†). In the experimental X-
ray diffraction analysis of ITIC and uorinated ITIC derivatives,

somewhat larger torsions (4–16�) between the IT core and the
INCN end-groups have been observed for their single-crystal
structures.106 Based on our calculations, ITIC prefers the syn-
conformation, where the sulfurs of the IT donor core and the
carbonyl oxygens of electron-decient INCN end-groups are on
the same side. This nding is consistent with both the previous
theoretical calculations carried out at the B3LYP/6-31G** level of
theory107 and experimental X-ray diffraction analysis.106 Based on
thesemodeling results on ITIC compounds, both the extendedp-
conjugation and planarity have been gained via fused sp2-
hybridized rings, which agree with the experimental goals for
SMAs to pursue strong light absorption and good charge
mobility, respectively.17,18

The degree of the aromaticity and delocalization of the p-
electrons in the polymers, i.e. p-conjugation, is described by the
bond length alternation (BLA) parameter, which is dened here
as the average value of the differences between adjacent single
and double C–C bonds. Greater delocalization leads to equalized
bond lengths and thus to the lower BLA values.108,109 The BLA
values calculated for the centermost CRUs (BLAmiddle) of the
(neutral) GS geometries of the eD trimers BDT-TzBI, DTB-EF-T,
and BDB-T-2F are very similar (Table 2, see Table S4† for the total
BLA values) indicating similar delocalization along their conju-
gation paths (see Fig. 5). Moreover, the BLAmiddle of the eA
tetramer NDI2OD-2T, which has been calculated for the inner-
most donor and acceptor units, is only slightly larger than those
of the eD trimers. If two innermost CRUs of NDI2OD-2T are
considered instead, the BLAmiddle values increase somewhat.
Based on the positive BLAmiddle, these eD and eA copolymers have
highly alternated single and double C–C bond patterns in their
backbones (also referred to as an “aromatic” character in litera-
ture sometimes109,110). The environment does not seem to have

Fig. 4 Optimized GS geometries of the tetramer of the studied eA copolymer (NDI2OD-T2) and the SMA eA compounds (ITIC, ITIC-4F, and
ITIC-2Cl) calculated at the OT-uB97X-D/6-31G** level of theory (in blend). In the side-view figures (on the right), the hydrogens are not shown
for the clarity.
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strong effect on the BLAmiddle values, as they are very similar in
blend, CHCl3, and vacuum. Here we note that for molecules with
a large degree of conjugation (i.e. long polyene and cyanine
chains), the tuning of u may lead to incorrect BLA values, which
may originate from the lack of size-consistency and an unbal-
anced description of s and p orbitals in the tuned LRC func-
tionals.111 However, as we are merely interested in the relative
results between different compounds and not the absolute values,
we expect the OT-LRC functional to be suitable for this case.

In conclusion, while some similar features are observed for
the studied eD and eA compounds, they have distinguished
features in the shapes of their backbones, degrees of the
planarity, and conformational preferences, which may have
impact on their packing and mixing behavior in the photoactive
blends. However, we note that in the case of the copolymers,
more than one backbone conformation can coexist in real
solvent and solid-state environments.105,112 Moreover, the poly-
mer chains may adopt conformations in blends other than
those predicted for single chains due to the stabilizing effects of
the bulk interchain interactions.113 The inclusion of the full-
length side chains can also lead to somewhat different results
compared to our models with truncated CH3 side groups. For
example, DFT PES scans of several D–A copolymers have been
noted to yield more planar structures for the monomer models
of CRUs than in aggregates given by MD simulations.114

Nevertheless, these results shed more light on the intrinsic
properties thatmay impact the interactions between the studied
eD and eA compounds at their eD–eA interfaces.

Ionization of the eD and eA compounds

In the next paragraphs, we compare the ionization (both the
oxidation and reduction) characteristics of the studied eD and
eA compounds. In general, oxidation and reduction cause
notable changes in the geometries of the eD and eA oligomers,
as is observed from the bond length differences (Fig. 5 for blend
and Fig. S4† for vacuum and CHCl3) and the BLA values (Tables
2 and S4†) of the radicals (cation and anion) with respect to the
corresponding neutral compounds. The largest changes in the
eD and eA oligomers caused by oxidation and reduction occur
mainly in their middle regions, i.e. the centermost CRUs,
although there are some variations depending on the
surrounding medium. Moreover, larger intramolecular reorga-
nization energies for the hole (lh) and electron (le) transfer,
which correspond to the relaxation energies of the compounds
upon oxidation and reduction, respectively, are predicted in
blend and CHCl3 indicating somewhat larger geometrical
changes in these environments compared to vacuum (Table 2).
Ionization of the neutral oligomers mainly shortens the single
bonds and lengthens the double bonds resulting in an inverse
single–double C–C bond pattern compared to the neutral GS
geometries. Decreased bond length alternation between single
and double bonds and thus increased delocalization can be
observed also from smaller BLAmiddle values of the most radicals
compared to the neutral compounds (Table 2).

Oxidation induces rather similar geometrical changes to all
three eD trimer models, as can be observed from their bond
length difference patterns (Fig. 5 and S4†). However, the

Table 2 BLAmiddle values
a and intramolecular reorganization energiesb of the studied eD and eA compoundsc calculated at the OT-uB97X-D/6-

31G** level of theory in vacuum, CHCl3 (in parentheses), and blend (in brackets)

Compound

BLAmiddle

Intramolecular
reorganization energies

S0 (GS) S1 Cation Anion lh (eV) le (eV)

BDT-TzBI 0.046 0.006 0.016 0.017 0.30 0.42
(0.047) (0.000) (0.025) (0.021) (0.30) (0.44)
[0.047] [0.001] [0.025] [0.022] [0.31] [0.46]

DTB-EF-T 0.044 0.012d 0.010 0.019 0.30 0.50
(0.045) (0.022) (0.023) (0.38) (0.60)
[0.045] [0.021] [0.023] [0.38] [0.60]

BDB-T-2F 0.046 0.005 0.018 0.039 0.27 0.18
(0.047) (0.000) (0.023) (0.030) (0.38) (0.43)
[0.047] [0.000] [0.041] [0.030] [0.42] [0.46]

NDI2OD-T2 0.048e/0.051f — 0.039e/0.029f 0.031e/0.038f 0.75 0.43
(0.049e/0.052f) (0.011e/0.033f) (0.037e/0.046f) (0.64) (0.42)
[0.049e/0.052f] [0.010e/0.032f] [0.049e/0.052f] [0.65] [0.34]

ITIC — — — — 0.24 0.26
(0.22) (0.24)
[0.22] [0.25]

ITIC-4F — — — — 0.25 0.27
(0.22) (0.25)
[0.22] [0.25]

ITIC-2Cl — — — — 0.24 0.26
(0.22) (0.24)
[0.22] [0.24]

a Calculated for the conjugation paths presented in Fig. 5. b For the hole (lh) and electron transfer (le). Calculated with eqn (S7) and (S8). c In the
case of the copolymers, n¼ 3 for BDT-TzBI,DTB-EF-T, and BDB-T-2F and n¼ 4 forNDI2OD-2T. d The S1 geometries ofDTB-EF-T did not converge in
either CHCl3 or blend.

e For the (three) innermost donor and acceptor units. f For the two innermost CRUs.
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backbone regions, which are affected the most by oxidation, are
somewhat different for them. In BDT-TzBI and BDB-T-2F, the
largest changes are observed in both the BDT donor and thio-
phene spacer units, whereas in DTB-EF-T, the largest changes
caused by oxidation take place in both the unsubstituted
electron-rich and ester-substituted electron-decient thio-
phenes (see ‘Excited-state characteristics of the isolated eD and

eA compounds’ below), while the BDT donor units are mainly
unaffected. The lh values (Table 2) and IEs (both VIEs and AIEs,
Fig. S5 and Table S5 in ESI†) of the eD trimers increase slightly
in the order of BDT-TzBI < DTB-EF-T # BDB-T-2F in both blend
and CHCl3, which indicates the smallest changes for BDT-TzBI
making it the easiest to oxidize among the studied eD trimers
(in vacuum, the trends in the lh and IE values vary more). The

Fig. 5 Differences in the bond lengths (Dr) between theOT-uB97X-D/6-31**-optimized (in blend) geometries of charged (radical cation, radical
anion, or S1) and neutral (GS) compounds with respect to the bond numbers of the eD and eA compounds along the conjugation paths presented
above the graphs. The numbering in the chemical structures corresponds to themiddle CRUs, which are represented with the dashed lines in the
graphs. As NDI2OD-T2 is the tetramer, three centermost units are considered for it instead of the middle CRUs.
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calculated lh values suggest that the hole mobilities of the eD
compounds increase in the order of BDB-T-2F < DTB-EF-T <
BDT-TzBI, which is in line with the experimental hole mobilities
predicted for the corresponding copolymers.28,29,115

Reduction of the eD trimers takes mainly place in different
backbone regions than oxidation, namely in the acceptor units
and neighboring thiophenes for BDT-TzBI and BDB-T-2F. The
surrounding medium has some effect on these regions, as
reduction of BDB-T-2F affects mostly its thiophene spacers in
vacuum instead of the BDD acceptor unit. In DTB-EF-T, reduc-
tion takes place in the same units as oxidation, i.e. the unsub-
stituted electron-rich and substituted electron-decient
thiophenes. The le values of the eD trimers increase in the order
of BDB-T-2F < BDT-TzBI < DTB-EF-T (in all media) following the
same trend as their lh values in vacuum (Table 2). Overall, the lh
values are predicted to be smaller than the le values for the eD
compounds indicating faster hole mobilities,43 as can be ex-
pected from their nature as the hole-transporting materials.103

Similar trends in ionization are observed for the eA tetramer
NDI2OD-T2 as for the eD trimers BDT-TzBI and BDB-T-2F in all
media, namely the oxidation of NDI2OD-T2 takes place in the
electron-rich thiophene donor units, whereas the reduction
affects mostly the NDI acceptor unit and some of the

thiophenes. However, larger geometrical changes take place in
NDI2OD-2T upon oxidation compared to the other eD and eA
compounds, as can be concluded from the bond length differ-
ence patterns (Fig. 5 and S4†) and the larger lh values of
NDI2OD-2T (Table 2). This is most probably due to the two
neighboring, unsubstituted thiophene donor units within the
CRU of NDI2OD-2T, which introduce more exibility and
degrees of freedom to the backbone compared to the more
conjugated donor units in the other eD and eA compounds. On
the contrary, reduction induces only small changes to the more
rigid NDI acceptor unit of NDI2OD-T2, as can be observed from
the bond length differences (predicted in all media) and the le

value (predicted in blend). Overall, the calculated reorganiza-
tion energies are consistent with the previously predicted lh

(0.38–0.56 eV 103,116) and le (0.30 eV 103) values for the oligomers
(n ¼ 1–5) of P(NDI2OD-2T) with the (non-tuned) LRC CAM-
B3LYP functional. The smaller le values of NDI2OD-2T
compared to its lh values indicate faster electron mobility than
the hole mobility, as expected from its electron-transporting
nature.

Based on their somewhat smaller lh and le values, the
geometrical changes upon oxidation and reduction in the eA
ITIC derivatives are not as large as in the eD and eA copolymer

Fig. 6 NTOs (the dominant pairs) for the main excitations (i.e. S0 / S1 transitions) of the studied eD compounds calculated with TDDFT at the
OT-uB97X-D/6-31G** level of theory in blend (isodensity contour¼ 0.025). Additionally, the contributions (%) of the electron densities of donor
(D), acceptor (A), and thiophene (T) units of the oligomers to the NTOs and the fraction of each NTO pair (lNTO) related to the S0 / S1 transition
are presented.
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models. In addition, the lh and le values of ITIC derivatives are
almost identical with each other despite the different substit-
uents in their electron-withdrawing INCN end-groups. The
smaller lh and le values are not surprising,43,117 as one aim of
the rigid A–D–A type backbones of the ITIC-based compounds
has been to reduce their reorganization energies for improved
charge transport. In comparison, the studied eD and eA oligo-
mers have more exibility and degrees of freedom between their
backbone units, which lead to the larger reorganization ener-
gies for the hole and electron transfer.

Excited-state characteristics of the isolated eD and eA
compounds

Next, we turn our attention to the excitation characteristics of
the studied NF PSC compounds. First, the intramolecular CT
characters of the eD and eA compounds will be compared by
examing the NTOs of their main transitions, i.e. those with the
largest oscillator strengths corresponding to the absorption
maxima in their calculated UV-vis spectra (Fig. S6 and Table
S6†). In the eD and eA oligomers (i.e. trimers for eDs and
tetramer for the eA copolymer), both the hole and electron NTO
determined in blend are mainly localized in the middle CRU (or
CRUs, see Fig. 6 and 7). The surroundingmedium does not have
much effect on the charge distribution, and the NTOs predicted

in vacuum and CHCl3 are almost the same (see Table S7†) and
thus are not presented here.

In all compounds, a partial intramolecular CT is observed
from the electron-rich donor units to the electron-decient
acceptor units, as expected.17,18,65,100,118 In the eD trimers,
charge transfers also from the thiophene spacers to the acceptor
units, namely the hole NTOs are more localized on the donor
and thiophene units, whereas the electron NTOs are more
localized on the acceptor units. This contribution of the thio-
phenes to the CT is in line with their known, weakening effect
on the push–pull interaction between the donor and acceptor
units.37 The nature of CT is rather similar in BDT-TzBI and BDB-
T-2F, which have the same electron-rich units, i.e. the BDT
donor and thiophene spacer units, but different acceptor units.
However, a somewhat larger amount of charge density moves
from the electron-rich units to the acceptor unit in the case of
BDT-TzBI compared to BDB-T-2F (TzBI: 31 percentage points,
i.e. pp, vs. BDB-T-2F: 16 pp, see Table S7†). We predicted also in
our previous study65 a similar kind of CT character for a copol-
ymer with a similar backbone structure, where the BDT donor
unit and the quinoxaline acceptor unit were separated by the
thiophene spacers. As the corresponding eD copolymers have
been incorporated in the efficient fullerene-based and NF PSCs,
this kind of a backbone structure and resulting CT character
can be concluded to be benecial for the performance of the

Fig. 7 NTOs (the dominant pair) for themain excitations (i.e. S0/ S1 transitions) of the studied eA compounds calculated with TDDFT at the OT-
uB97X-D/6-31G** level of theory in blend (isodensity contour¼ 0.025). Additionally, the contributions (%) of the electron densities of the donor
(D) and acceptor (A) units of the compounds to the NTOs and the lNTO values are also presented.
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PSCs. However, no exact conclusion on the efficiencies can be
drawn merely based on these factors. Namely, DTB-EF-T, whose
corresponding copolymer has been employed in the highly
efficient NF PSC, has somewhat different backbone structure
and intramolecular CT characteristics. In DTB-EF-T, both the
hole and electron NTOs are quite evenly distributed along the
BDT donor and thiophene units and only a small amount of
charge (ca. 9 pp) is transferred from the BDT donor units and
unsubstituted thiophenes to the electron-decient thiophenes
with the ester side groups.

In the eA tetramer NDI2OD-T2 (Fig. 7), the hole NTOs are
more clearly localized on the thiophene donor units and the
electron NTOs on the NDI acceptor units compared to the NTOs
in the eD trimers, which are more delocalized along several
donor and acceptor units (see Fig. 6). This is most probably due
to the larger twists between the donor and acceptor units in
NDI2OD-T2 compared to the eD trimers (see Table 1) hindering
the delocalization along the backbone.

For all three ITIC-based SMAs, the hole NTO is more local-
ized on the electron-donating IT core group, whereas the elec-
tron NTO is quite evenly distributed on both the core and
electron-withdrawing INCN end-groups (Fig. 7). Fluorination
and chlorination of the INCN end-groups have been stated to
enhance the intramolecular CT nature of ITIC, as based on the
larger dipole moments predicted for the halogenated regional
parts.33 However, the introduction of either F or Cl atoms did
not affect the electron density distributions of the highest
occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO). The same is observed here with the
NTOs, which are also very similar to each other indicating that
the uorination and chlorination does not affect the electron
density distribution much in these models. However, slightly
smaller vertical excitation energies of the main, S0 / S1 tran-
sition (Table S6†) and consequently red-shied UV-vis spectra
of ITIC-4F and ITIC-2Cl (Fig. S6†) indicate some enhancement
in their intramolecular CT character with respect to ITIC, which
is in line with the experimentally predicted UV-vis absorption
spectra.33

Next, we compare the GS and S1 state geometries of the eD
trimers to display the structural changes taking place upon the
excitation and resulting vibrational relaxation. The S1 relaxation
energies increase from those calculated for BDT-TzBI
(210 kJ mol�1 in vacuum; 204 kJ mol�1 in CHCl3; 205 kJ mol�1 in
blend) and DTB-EF-T (217 kJ mol�1 in vacuum) to those for
BDB-T-2F (221 kJ mol�1 in vacuum; 213 kJ mol�1 in CHCl3;
214 kJ mol�1 in blend). Smaller relaxation energies indicate
smaller geometrical changes in BDT-TzBI than in the other two
eD trimers upon excitation. These trends are similar as those of
the lh values calculated in CHCl3 and blend (see above, Table 2).
The BLAmiddle values for the optimized S1 geometries of the eD
BDT-TzBI and BDB-T-2F trimers are practically zero in all media
indicating highly delocalized structures (Table 2). The BLAmiddle

value of DTB-EF-T (in vacuum) is also notable smaller due to
more delocalized backbone compared to the neutral GS geom-
etry. The largest differences in the bond lengths between the GS
and S1 state geometries of the eD trimers are mainly in the
acceptor and neighboring thiophene units of the middle CRU,

i.e. in the same regions as for reduction (Fig. 5 and S4†).
However, small structural changes occur in the BDT donor of
BTB-T-2F, as well, which might explain its larger S1 relaxation
energies.

Local interfacial eD–eA congurations

Aer establishing the structural and optoelectronic features of
the individual eD and eA compounds, we will focus next on the
eD–eA complexes and their structural and CT characteristics to
better understand the interactions at their local eD–eA inter-
faces. In the case of the polymer–polymer system BDT-TzBI–
NDI2OD-T2, the most stable conguration is predicted to form
when the NDI acceptor units of NDI2OD-T2 (n ¼ 1) and BDT-
TzBI (n ¼ 1) are face-to-face, while their donor units are also
face-to-face (the AA(1) conguration, see Tables S8–S10† and
Fig. 8 and S7†). In another possible conguration (i.e. the DA(2)
conguration with the energy difference of 0.9 kJ mol�1

compared to the most stable one), the acceptor unit of NDI2OD-
T2 and the donor units of BDT-TzBI are face-to-face, while the
donor units of NDI2OD-T2 and the acceptor unit of BDT-TzBI
are face-to-face. This agrees with the experimental evidence119

for the face-to-face stacking between the similar PTzBI-Si
copolymer and P(NDI2OD-T2). These kinds of face-to-face
orientations are essential for forming strong p-orbital overlap
at the polymer–polymer interfaces, reducing the binding energy
of the excitons, and promoting the formation of free charge
carriers.37 The calculated distances between the backbones of
BDT-TzBI and NDI2OD-T2 are ca. 3.4–4.0 Å with the average of
3.7 Å, which is consistent with the experimental p–p distance
(3.7 Å).120 Based on the electrostatic potential energy surface
maps (Table S11†) calculated for the different congurations of
BDT-TzBI–NDI2OD-T2, there are subtle differences in the elec-
tronegative and electropositive regions, which could have roles
in dening the energetically favorable positioning of BDT-TzBI
and NDI2OD-T2 observed in the studied set of congurations.

In the case of the polymer–SMA systems, energetically
favored placement of the eA SMA compound above the eD
copolymer compounds depends on the system. Namely, for
DTB-EF-T–ITIC-4F, the most stable conguration is predicted to
be the one where the electron-withdrawing end-group of ITIC-
4F is on the top of the BDT donor unit of DTB-EF-T (the DA
conguration, see Table S9†). Even in the model, where the end-
group of ITIC-4F has been initially positioned on the top of the
acceptor (the AA conguration) ITIC-4F has shied so that the
end-group is located above the bond connecting the acceptor
and donor units of DTB-EF-T. However, in BDB-T-2F–ITIC-2Cl,
energetically the most favorable conguration is the one where
the end-group of ITIC-2Cl is on the top of the BDD acceptor unit
of BDB-T-2F (the AA conguration, see Table S10†). This is
consistent with the previous atomistic simulations of the BDB-
T-2F–ITIC systems,49,121 where the end-groups of ITIC are
observed to locate more probably on the top of the acceptor unit
than the donor unit of BDB-T-2F.

We note that our models of the monomers with the trun-
cated side groups cannot entirely describe the best possible
arrangements of the studied compounds, as the full side chains
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will most likely set steric hindrances in some congurations
and prevent the compounds getting as close as in the monomer-
based complexes studied here. Additionally, the single CRU
models (monomers) do not take the effects that the additional
CRUs might have on the preferred relative positioning in the
copolymer backbone into account. Thus, we optimized the
geometry of BDT-TzBI–NDI2OD-T2 also by using the dimers of
PBDT-TzBI and P(NDI2OD-T2) for the DA(2) conguration, for
comparison (see Table S8† and Fig. 8). The relative positions of
BDT-TzBI and NDI2OD-T2 in the dimer conguration are rather
similar as in the monomer conguration, indicating that the
sizes of the D–A oligomers do not seem to have a signicant
effect at least not for this system. More importantly, the pre-
dicted CT characteristics in complexes are very similar for both

the monomer and dimer models (see ‘Charge transfer charac-
teristics in the local interfacial eD–eA complexes’ below).
Unfortunately, the geometry optimization of the DA(2) dimer
conguration was computationally so demanding that we were
unable to verify the effect of size for the other systems. Thus,
even though our truncated models may introduce some inac-
curacies to the results, our models can give some insight into
the relative placements of the studied eD and eA compounds
and the CT characteristics at their local interfaces.

Charge transfer characteristics in the local interfacial eD–eA
complexes

Next, the nature of the excited states relevant to the ED and CR
processes of the eD–eA complexes will be examined. The most

Fig. 8 NTOs (the dominant pairs) for the CT and LE states of the BDT-TzBI–NDI2OD-T2 complexes (the DA(2) configurations) calculated with
TDDFT at the OT-uB97X-D/6-31G** level of theory in blend. The complexes have been constructed using either the monomer or dimer models
of both PBDT-TzBI and P(NDI2OD-T2). Additionally, the lNTO values are also presented.
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stable congurations of the interfacial eD–eA complexes will be
investigated in the case of the polymer–SMA systems. For the
polymer–polymer BDT-TzBI–NDI2OD-T2 system, the DA(2)
conguration will be discussed instead due to its larger elec-
tronic couplings and CT rates compared to the most stable
AA(1) conguration (see “Calculating the CT rates for the local
interfacial eD–eA complexes” below). In the DA(2) conguration
of BDT-TzBI–NDI2OD-T2, the S1 state is the CT1 state, where the
hole NTO is delocalized on the BDT donor and thiophene units
of BDT-TzBI and the electron NTO is localized on the NDI
acceptor unit of NDI2OD-T2 (Fig. 8). In other words, the charge
transfers from the electron-rich units of BDT-TzBI to the
electron-decient unit of NDI2OD-T2. The LE state, which is the
local excitation of the eD compound, BDT-TzBI, is predicted to
be higher in energy (i.e. the S4 state here) than the CT1 state. An
opposite ordering of the LE and CT1 states is sometimes
detected for the copolymer–PC71BM complexes with both the
non-tuned LRC and OT LRC functionals.65,66 Interestingly, in the
third lowest CT state, i.e. CT3, CT is observed from the eA
compound NDI2OD-T2 to the eD compound BDT-TzBI. Namely,
the charge transfers from the thiophene donor units of
NDI2OD-T2 to several units of BDT-TzBI, the largest amount of
the electron NTO being on the TzBI acceptor unit. This kind of
a CT could originate from the hole transfer from the eA
compound to eD, also referred to as the “Channel II” CT
process, which may participate in the regular electron transfer
process from the eD compound to eA in charge generation of
APSCs.37,122

As mentioned above (see “Local interfacial eD–eA congu-
rations“), the use of longer oligomers for constructing the
complexes would have been more ideal instead of the truncated
monomer models. However, when comparing the NTOs of the
monomer and dimer models of the DA(2) conguration of BDT-
TzBI–NDI2OD-T2, it can be observed that the nature of the CT
processes is rather similar in both models (Fig. 8). Moreover,
the ordering of the states is the same, namely the CT1 state is
below both the LE state and the CT state (CT5 for the dimer
model, CT3 for the monomer model), where the CT occurs from
the eA compound to the eD compound. For both the monomer
and dimer congurations, the hole and electron NTOs of the CT
states are localized in the equally large regions regardless the

sizes of the eD and eA models. The LE state, while having the
same shape in both the monomer and dimer congurations, is
not distributed only on a single CRU but on the both CRUs in
the dimer conguration. To conclude, as both the monomer
and dimer models have very similar charge distributions, the
smaller monomer models can be expected to provide suffi-
ciently good description of the nature of the states for this NF
PSC system.

The relative positioning of BDT-TzBI and NDI2OD-T2 has
some effect on the nature of the states, although the overall
shapes of the NTOs are rather similar. Namely, in the AA(1)
conguration (Fig. S7†), the hole NTO of CT1 and the electron
NTO of CT3 are more delocalized along the whole backbone of
BDT-TzBI compared to the DA(2) conguration (Fig. 8). More-
over, a small amount of a local excitation of the eA compound
NDI2OD-T2 is mixed with the CT1 state in the AA(1) congura-
tion. We have observed the similar mixing of the local and CT
states also for different copolymer–PC71BM complexes in our
previous theoretical studies.65,66 This is due to the tendency of
the LRC functionals to predict the mixed states for these kinds
of photoactive systems. The absence of the local excitations in
the CT state of the DA(2) conguration might explain its faster
ED and CR rates compared to the AA(1) conguration (see Table
3 and Fig. 11). However, previous experimental123 and theoret-
ical51,123 studies have also speculated that the delocalized CT
states at the eD–eA interfaces of organic solar cells could be
benecial for decreasing the Coulomb binding energy as
a result of reduced electrostatic attraction between the hole and
electron.

The studied polymer–SMA systems exhibit the same ordering
of the states as the polymer–polymer system BDT-TzBI–
NDI2OD-T2, i.e. the CT1 (S2) is at a lower energy than the LE
state (S7 for DTB-EF-T–ITIC-4F and S4 for BDB-T-2F–ITIC-2Cl,
Fig. 9 and 10). In both DTB-EF-T–ITIC-4F and BDB-T-2F–ITIC-
2Cl, the natures of the CT1 states are quite similar and CT
occurs from the eD compound, i.e. DTB-EF-T and BDB-T-2F, to
the end-group of the ITIC-based eA compound, i.e. ITIC-4F and
ITIC-2Cl, respectively. In the both polymer–SMA systems, the
hole NTO of the CT1 state is distributed over several backbone
units of the eD compounds, although in DTB-EF-T, the charge
density is more localized on the donor unit, whereas in BDB-T-

Table 3 Charge transfer rate parametersa for the ED and CR processes for the selected configurations of the eD–eA complexesb calculated at
the OT-uB97X-D/6-31G** level of theory in blend

Complex Conguration Hif,ED (meV) Hif,CR (meV) li,ED (eV) li,CR (eV) DG
�

ED (eV) DG
�

CR (eV) kED
c (s�1) kCR

c (s�1)

BDT-TzBI–NDI2OD-T2 DA(2) 37.54 72.74 0.43 0.30 �0.81 �1.70 1.92 � 1013 9.78 � 109

AA(1) 16.55 47.76 0.43 0.32 �0.68 �1.81 2.12 � 1012 1.13 � 109

DTB-EF-T–ITIC-4F DA 110.91 99.80 0.22 0.30 �0.56 �2.03 1.52 � 1014 5.83 � 106

AA 0.35 24.38 0.23 0.32 �0.59 �2.01 1.65 � 109 1.70 � 106

BDB-T-2F–ITIC-2Cl DA 6.87 70.37 0.28 0.24 �0.36 �2.00 1.77 � 1012 3.18 � 105

AA 33.82 131.83 0.32 0.30 �0.50 �1.83 5.05 � 1012 1.72 � 109

a Electronic couplings (Hif) calculated with the multi-state (11 states) FCD scheme (eqn (S22)–(S24)), inner (intermolecular) reorganization energies
(li, eqn (S10)–(S15)), Gibbs free energies (DG�, eqn (S16)–(S19)), and CT rates (k, eqn (1)). The Coulomb energies (eqn (S17) and (S19)) are presented
in Table S15. b See Table S16 for the parameters and rates for the other congurations of BDT-TzBI–NDI2OD-T2. c The rates presented in this table
were calculated using the external reorganization energy of 0.53 eV, chosen from the range of the possible values shown in Fig. 11.
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2F, it mainly localizes on the acceptor unit. Here, no CT from
the eA ITIC compounds to the eD monomers were observed for
the polymer–SMA systems, although there have been experi-
mental evidence for the “Channel II” process also in several
polymer–SMA systems.124 However, only the 10 lowest excited
singlet states have been considered here, so it is possible that
this type of a “Channel II” CT could be observed at higher-
energy states.

Calculating the CT rates for the local interfacial eD–eA
complexes

Finally, we have calculated the CT rate parameters and rates for
the ED and CR processes (Tables 3 and S12–S16). First, we will
consider the electronic couplings, which, as expected, are highly
sensitive to the relative positions of the eD and eA
compounds.66,125–128 Overall, the largest couplings are predicted
mainly for the most stable polymer–SMA systems, i.e. the DA
and AA congurations of DTB-EF-T–ITIC-4F and BDB-T-2F–
ITIC-2Cl, respectively (see Tables 3, S12, and S13†). In the BDT-
TzBI–NDI2OD-T2 polymer–polymer system, the second most
stable DA(2) conguration has somewhat stronger couplings
than the most stable AA(1) conguration; the energy difference
between the congurations is 0.9 kJ mol�1. The CR couplings
are predicted to be larger than the ED couplings in all the other

systems, except in the DA conguration of DTB-EF-T–ITIC-4F.
We observed larger CR couplings compared to ED couplings
also previously in our study of the copolymer–fullerene
system.66

Next, we will discuss the effect of the dispersion corrected
OT-LRC functional on calculating the electronic couplings for
different NF PSC systems with the two- and multi-state FCD
schemes in complement to our previous study66 of the multi-
state electronic couplings of polymer–fullerene PSC system. In
that case, both the non-tuned CAM-B3LYP and OT-BNL LRC
functionals predicted oscillating coupling values especially for
the CR couplings of the TQ–PC71BM complexes with the
increasing number of the states.66 On the contrary, both the ED
and CR couplings predicted here for the polymer–polymer BDT-
TzBI–NDI2OD-T2 are relatively constant with different number
of states (2–26, Table S12†). Similar trends, i.e. consistent two-
and multi (11)-state electronic couplings, are also predicted for
the polymer–SMA systems (Table S13†), although in their case
the effect of the larger number of states could not be conrmed
due to the convergence problems in computations. Here, we
have only carried out the calculations with the dispersion
corrections and with tuning the default value of u (i.e. using the
optimally tuned OT-uB97X-D functional) so we cannot deter-
mine, whether the constant couplings result from the

Fig. 10 NTOs (the dominant pairs) for the CT1 and LE states of the BDB-T-2F–ITIC-2Cl complex (the AA configuration) calculated with TDDFT at
the OT-uB97X-D/6-31G** level of theory in blend. Additionally, the lNTO values are also presented.

Fig. 9 NTOs (the dominant pairs) for the CT1 and LE states of the DTB-EF-T–ITIC-4F complex (the DA configuration) calculated with TDDFT at
the OT-uB97X-D/6-31G** level of theory in blend. Additionally, the lNTO values are also presented.
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dispersion corrections or from the tuning of the u. Moreover,
the studied system may affect the couplings, as well. However,
as the dispersion corrections are important for the correct
description of the local interfacial eD-eA complexes,65,68,69 their
inclusion can be expected to be benecial also for calculating
electronic couplings in these PSC systems. Thus, while nal
conclusions cannot be drawnmerely from these results, they are
still encouraging in a sense that dispersion corrections seem to
stabilize the coupling values when employed with the OT-LRC
functionals.

The second important CT rate parameter is the inner
(intermolecular) reorganization energy, li, which describes the
structural changes in the geometries of the eD and eA
compounds upon CT.126 For the efficient ED process and fast ED
rates, the reorganization energy of the system should be mini-
mized. In most cases, the li (and consequently the total l, i.e. li
+ ls) values are larger for the ED process than for the CR process
(Table 3) indicating that the faster ED rates with respect to the
CR rates are due to the other CT parameters (see below). The li

values predicted for BDB-T-2F–ITIC-2Cl agree with those (li,ED
of ca. 0.20 eV and li,CR of ca. 0.25–0.29 eV) calculated previously
for the similar system of BDB-T-2F and methoxy-substituted
ITIC (ITIC-OM) by Wang and Brédas.49 A closer look at the
contributions of the eD and eA compounds to the inner reor-
ganization energies reveals the differences in their geometrical
changes during the ED and CR processes (Table S14†). The eD
trimers BDT-TzBI and BDB-T-2F are predicted to undergo larger
geometric changes upon ED (i.e. eD* / eD+) than CR (i.e. eD+

/ eD), whereas the geometrical changes in DTB-EF-T are larger
during CR than ED. In other words, for BDT-TzBI and BDB-T-2F,
the geometries of the S1 state and cation differ more than those
of the cation and neutral species. The contribution of the eA
compound is the same for both ED and CR, i.e.when going from
the GS geometry to that of the radical anion (eA/ eA�) and vice
versa (eA�/ eA). Overall, the li,CR values for the studied NF PSC
systems are close to each other, whereas the li,ED values
increase somewhat in the order of DTB-EF-T–ITIC-4F < BDB-T-
2F–ITIC-2Cl < BDT-TzBI–NDI2OD-T2. This ordering indicates
smaller geometrical relaxation upon ED for the polymer–SMA
systems compared to the polymer–polymer system, which may
be one factor explaining the higher efficiencies predicted for
these SMA containing NF PSCs.27,29,129

Next, we will consider the third CT parameter, i.e. the Gibbs
free energy for the CT reaction that is the energy difference (i.e.
driving force) between the LE and CT1 states for the ED process
and between the CT1 state and GS for the CR process. For the
efficient ED process, the DG

�

ED value should be maximized.
Based on the negative values of DG�, both the ED and CR
processes are predicted to be spontaneous in all the complexes
(Table 3). The |DG

�
ED| values of BDB-T-2F–ITIC-2Cl are consis-

tent with those (0.11–0.45 eV) predicted previously for the
similar BDB-T-2F–ITIC-OM systems at the OT-uB97XD/6-31G*
level of theory.49 The value of the external reorganization energy
denes (the range of 0.10–0.75 eV has been considered here for
ls, see ESI† for the justication), whether the ED processes of
the studied systems take place in the Marcus normal region
(|DG

�

ED|\lED, where lED ¼ li,ED + ls). The CR processes of all

the systems are predicted to occur deep in the Marcus inverted
region (|DG

�
CR|[lCR, where lCR ¼ li,CR + ls), which will have

consequences on the predicted CR rates (see below). The |DG
�
ED|

values of the polymer–SMA systems are smaller than those of
the polymer–polymer system BDT-TzBI–NDI2OD-T2, but
because their li,ED values are also smaller and the electronic
couplings larger (for the most stable congurations) their ED
rates are relatively similar with the polymer–polymer BDT-TzBI–
NDI2OD-T2 system (see above). The larger |DG

�

CR| of the poly-
mer–SMA systems, in turn, will lead to the slower CR rates with
respect to BDT-TzBI–NDI2OD-T2 (see below).

Aer examining the individual CT parameters, the rates for
the ED and CR processes of the studied NF PSC systems are
presented as a function of ls (0.10–0.75 eV) in Fig. 11 and S8.†
For all the systems, the ED rates are larger than the CR rates
(1012 to 1014 s�1 and below 1012 s�1, respectively). Even though
no irrevocable conclusions regarding the relative efficiencies of
the studied NF PSC systems can be drawn based on their ED
rates, which depend highly on the relative orientations of the eD
and eA compounds (see below), we can conclude the following.
The CR rates of the polymer–SMA systems are predicted to be
slower compared to those of the polymer–polymer system,
which could be one factor dening the higher efficiencies of the
polymer–SMA systems PDTB-EF-T–ITIC-4F and PBDB-T-2F–
ITIC-2Cl compared to those of the polymer–polymer system
PBDT-TzBI–P(NDI2OD-T2). The calculated ED rates are consis-
tent with those (�108 to 1012 s�1) predicted for the systems
consisting of BDB-T-2F and different derivatives of ITIC by
using the Marcus theory.47–49 Similarly, the CR rates calculated
here are mostly in line with those (102–1010 s�1) predicted for
the complexes of BDB-T-2F and ITIC derivatives.47–49 However,
vanishingly small CR rates are observed here with the smaller
values of ls, which could be due to that the CR processes of all
the systems occur deep into the Marcus inverted region
ð|DG�

CR|[lCRÞ.130 As the Marcus theory may predict under-
estimated rates in such a case,49,131 another, e.g. the Marcus–
Levich–Jortner rate model132 could be more suitable for calcu-
lating the CR rates in these PSC systems.

The relative orientations of the eD and eA compounds (see
Tables S8–S10† for the optimized congurations) have a signif-
icant inuence on the calculated rates, and the different
congurations of the same system can have completely different
rates. As an example, the DA conguration of the copolymer–
SMA system DTB-EF-T–ITIC-4F, where the electron-withdrawing
end-group of ITIC-4F is on the top of the BDT donor unit of
DTB-EF-T, is predicted to have the fastest ED rate among the
studied PSC systems. However, DTB-EF-T–ITIC-4F has the
slowest ED rate among the studied systems, when the end-
group of ITIC-4F is on the top of the acceptor unit of DTB-EF-
T (i.e. ester-substituted thiophene; the AA conguration). As
other CT parameters of these two congurations are relatively
similar (Table 3), the smaller ED rates of the AA conguration
can be attributed to its signicantly smaller electronic
couplings compared to those of the DA conguration.

For the polymer–SMA systems, the energetically more stable
congurations have faster ED and CR rates following the same
trends as their electronic couplings. However, for the polymer–
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polymer BDT-TzBI–NDI2OD-T2 system, the most stable congu-
ration, i.e. the AA(1) conguration, has generally the slowest ED
and CR rates among the studied complex congurations of BDT-
TzBI–NDI2OD-T2 (Fig. S8†) due to its smaller |DG

�

ED| value and
moderate ED electronic couplings. Moreover, based on the larger
|DG

�

CR| value of the AA(1) conguration with respect to the other
congurations of BDT-TzBI–NDI2OD-T2, the CR process of AA(1)
takes place deeper in the Marcus inverted region leading to the
slower CR rates. While we have not included the full-length side
groups, which also impact the interfacial orientations and
stacking distances of the compounds, our ndings complement
the experimental ndings for the importance of the optimal
molecular orientation at the eD–eA interfaces.37

Conclusions

In this work, the structural, optoelectronic, and CT character-
istics of several eD and eA compounds and their local interfacial
eD–eA complexes have been examined with the DFT and TDDFT
methods. The chosen compounds are based on some of the
most efficient NF PSC systems to date, including both the APSC
system and those containing eD copolymers and NF SMAs. We
have extended our previous study of multi-state electronic
couplings by comparing the two- and multi-state couplings for
the ED and CR processes of these systems and exploring the
effects of both the tuning of a LRC functional and the inclusion
of the dispersion corrections on the electronic coupling values.
Finally, the CT rates for the ED and CR processes in the studied
NF PSC systems have been calculated using the semi-classical
Marcus theory.

The results indicate that the studied eD copolymers PBDT-
TzBI, PDTB-EF-T, and PBDB-T-2F have some similar features,
such as similar torsions in their backbones and UV-vis
absorption proles. However, the conformational preferences
and varying backbone curvatures of these eD copolymers may
lead to signicant differences in their packing behavior in the
blend environment. Moreover, a closer look at the structural
deformations caused by ionization and excitation reveal subtle
differences in the regions of their backbones, which are affected

most by these processes. While all the studied eD copolymer
models show a partial intramolecular CT character, the amount
of transferred charge density is smaller in DTB-EF-T than in
BDT-TzBI and BDB-T-2F. In general, both the twisted backbone
structures, which originate from the additional degrees of
freedom caused by the thiophene spacers between the donor
and acceptor units of the modelled eD copolymers, and the
predicted intramolecular CT characteristics are concluded to be
benecial for the performance of the PSCs.

Based on our computational studies of the CT characteristics
in various possible face-to-face orientations between the eD and
eA compounds in the eD–eA complexes of the NF PSC systems,
the following conclusions were reached. In addition to the
conventional CT from the eD compound to the eA compound,
which is prominent in all NF PSC systems, the CT process is also
observed from the eA compound NDI2OD-T2 to the eD
compound, which indicates that NDI2OD-T2 could contribute
to the charge generation in the studied polymer–polymer
system. In the polymer–SMA systems, the energetically most
favorable congurations have the strongest electronic couplings
and the fastest CT rates. However, the positioning of the eA with
respect to the eD is predicted to be different in DTB-EF-T–ITIC-
4F and BDB-T-2F–ITIC-2Cl. In the case of the polymer–polymer
system, the most stable conguration leads to smaller elec-
tronic couplings and slower CT rates compared to the second
most stable conguration. Our results agree with the reports in
the literature that the electronic couplings are highly dependent
on the relative positioning of the eD and eA compounds which
should be carefully controlled to ensure the fast ED rates, but
slow CR rates.

The present FCD electronic coupling calculations comple-
ment our previous results on the effects of the two- versusmulti-
state treatment on the PSC systems. In this work we observed,
that the multi-state FCD electronic couplings seem to be
stabilized by including the dispersion corrections in the OT-
LRC functional, i.e. relatively constant ED and CR couplings
are predicted with both the two- and multi-state treatments.
While more work would be required to conrm the effect of
dispersion corrections on the electronic couplings in other NF

Fig. 11 Evolutions of the charge transfer rates (kED and kCR) as functions of ls (0.1–0.75 eV) for the (a) ED and (b) CR processes of the BDT-TzBI–
NDI2OD-T2 (1), DTB-EF-T–ITIC-4F (2), and BDB-T-2F–ITIC-2Cl (3) complexes calculated at the OT-uB97X-D/6-31G** level of theory in blend.
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PSC systems, these ndings complement our and other's
previous statements for the importance of the combined effect
of the dispersion corrections and tuned LRC functional when
describing the local interfacial characteristics of PSC systems.

The polymer–SMA systems are predicted to have smaller
inner reorganization energies for the ED process, which could
be one factor explaining their higher efficiencies with respect to
the polymer–polymer system. However, the Gibbs free energies
for ED are smaller for the polymer–SMA systems than for the
polymer–polymer system, which could explain, why no clear
trends in ED rates are observed between the studied NF PSC
systems. Nevertheless, the calculated ED rates are faster than
the CR rates in all systems, which is desirable for working
devices. In addition, the CR rates in the polymer–SMA systems
are generally slower than in the polymer–polymer system, which
could contribute to the higher power conversion efficiencies in
the SMA containing systems. The magnitudes of the ED rates
are rather constant regardless of the external reorganization
energy, which affects the CR rates more pronouncedly. The
vanishingly small CR rates associated with the smaller external
reorganization energies indicate that comparing the applica-
bility of an alternative CT rate model, e.g. the Marcus–Levich–
Jortner, could be benecial, when calculating the CR rates for
these types of NF PSC systems.

This work provides more insight into the interplay between
the structural, optoelectronic, and CT characteristics of the NF
PSC compounds with high PCEs demonstrated in devices.
Furthermore, important information about the structural and
CT characteristics in both the APC and polymer-SMA type NF
PSC systems has been revealed. Overall, the dispersion cor-
rected OT-LRC functional is concluded to be a suitable choice
for modeling of the NF PSC systems, especially for calculating
the FCD electronic couplings. The ndings of this work are
benecial for understanding the working principles of the
studied systems and can help in designing and developingmore
efficient NF PSCs.
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