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Anomaly detection has been a well-studied area for a long time. Its applications in the financial sector have aided in identifying suspicious activities of hackers. However, with the advancements in the financial domain such as blockchain and artificial intelligence, it is more challenging to deceive financial systems. Despite these technological advancements many fraudulent cases have still emerged.

Many artificial intelligence techniques have been proposed to deal with the anomaly detection problem; some results appear to be considerably assuring, but there is no explicit superior solution. This thesis leaps to bridge the gap between artificial intelligence and blockchain by pursuing various anomaly detection techniques on transactional network data of a public financial blockchain named ‘Bitcoin’.

This thesis also presents an overview of the blockchain technology and its application in the financial sector in light of anomaly detection. Furthermore, it extracts the transactional data of bitcoin blockchain and analyses for malicious transactions using unsupervised machine learning techniques. A range of algorithms such as isolation forest, histogram based outlier detection (HBOS), cluster based local outlier factor (CBLOF), principal component analysis (PCA), K-means, deep autoencoder networks and ensemble method are evaluated and compared.
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1 Introduction

Suspicious activities in network structures are as old as the invention of the network structure itself. Entities or their activities which tends to behave abnormally within the system is referred to as anomalies. Anomaly detection is widely used in a variety of cybersecurity applications for targeting financial fraud identification, network invasion detection, anti money laundering, virus detection, and more. Usually, a common goal in these networks is to detect those anomalies and prevent such illegal activities from happening in future. With advancements in technology, blockchain emerges to plays a vital role in securing these network structures. Carlozo (2017) elaborates that a blockchain is a decentralised distributed database that maintains on-growing records and ensures that fraudulent records do not become part of this database and previously added records stay immutable. However, participants of a blockchain network can try to conduct illegal activities and in some cases succeed in deceiving the system into their advantage.

Current state-of-the-art anomaly detection methodologies are designed and implemented in light of the centralised systems. With the advent of blockchain technology, it brings a need for anomaly detection procedures within these systems as well. In this thesis, we extract and analyse the data from a publicly available blockchain named bitcoin. Nakamoto (2008) states that bitcoin is a peer-to-peer digital currency blockchain, by using which users can send and receive a form of electronic cash to each other anonymously without the need for any intermediaries.

This thesis aims to detect anomalous or suspicious transactions in the bitcoin network, where all nodes are unlabeled, and there is no evidence that if any given transaction is an illicit activity. The primary focus is to detect anomalies within the bitcoin transaction network. Farren, Pham, and Alban-Hidalgo (2016) explained that the problem is related to the study of fraud detection in all types of financial transaction blockchain systems. The problem can also be generalised to other blockchain networks such as health service blockchains, public sector blockchains and many others, and therefore this thesis investigates a more general problem of anomaly detection in blockchains. Chapter 2 gives an in-depth background of blockchains and its procedures, and it also explains the problem statement along with some examples of problem use-cases. Chapter 3 discusses the history and development of anomaly detection research in the focus of distributed ledger and blockchains. Some research related to anomaly detection in financial systems is also discussed. Chap-
Chapter 4 explains in detail the unsupervised machine learning techniques that have been used for fraud detection in this thesis. Chapter 5 describes the technologies used to perform experiments and explains the data exploration and pre-processing along with the evaluation metrics used in this research. Chapter 6 describes the anomaly detection experiments and their evaluation results. The code for experiments is shared on Github\(^1\). The anomalies dataset\(^2\), bitcoin transactional dataset\(^3\) and bitcoin transaction network metadata\(^4\) used in experiments are donated to IEEE Dataport. Chapter 7 details a comparison among all the evaluation results obtained from conducting experiments so we can narrow down to an optimal solution. Finally chapter 8 concludes the research by explaining what we found and what can be improved.

---

\(^1\)https://github.com/epicprojects/blockchain-anomaly-detection
\(^2\)https://iee-daport.org/open-access/bitcoin-hacked-transactions-2010-2013
\(^3\)https://iee-daport.org/open-access/bitcoin-transactions-data-2011-2013
\(^4\)https://iee-daport.org/open-access/bitcoin-transaction-network-metadata-2011-2013
2 Background

Use of ledger in the financial area is as ancient as money itself. From clay and stones to papyrus and paper and later to spreadsheets in the digital era, ledgers have been an essential part of accounting journey. Early digital ledgers have just merely mimicked the paper-based approaches of double entry book-keeping. However, still, there remained a vast gap in consensus when these ledgers grew in volume and spatiality. The rise in computing power and cryptography breakthroughs along with the discovery of some new and sophisticated algorithms have given birth to distributed ledgers.

2.1 Distributed ledger technology (DLT)

In the crudest form distribute ledger is merely a database whose copy is independently held by each participant who wants to update it. These participants usually are nodes on a network and records written on these databases are usually called transactions. Distribution of these records is unique as they are not communicated to other nodes in the network using a central authority node. However, instead of that, each record is independently composed by each node individually. This leads to all the participant nodes of the network to process all incoming transactions and reach a conclusion about its authenticity. Finally, a consensus is achieved based on majority votes of conclusions of the network. Once there is this consensus achieved the distributed ledger is updated, and at this point, all nodes on the network maintain an identical copy of the ledger which holds all transactions. This architecture enables a new dexterity as the system of records can go beyond being a simple database.

Distributed ledger is a dynamic type of media that possesses the attributes and capability go beyond legacy databases. The innovation of distributed ledgers allows its users not only to accumulate and communicate information in a distributedly secure manner but also enables them to go beyond relationships among data. Ibanez et al. (2017) state that distributed ledgers provide a trustworthy, secure, and accountable way of tracking transactions without the need for a central validating authority, and they could provide the foundation to make the web a genuinely decentralised autonomous system.
2.1.1 Blockchain

The blockchain is a type of distributed ledger. Apparent from its name it is a chain of logically connected data blocks. A list of growing records refer to as blocks, and each block contains a timestamp, transactional data and a unique cryptographic hash. The hash in the block links it to the previous block in the distributed ledger all the way to form a chain of logical links to the first block called genesis block using these cryptographic hashes (Figure 2.1). The blockchain is a discrete design which makes it resistant to modification of the data as well as duplicate entries. Iansiti and Lakhani (2017) said that it is an open-distributed ledger that can be utilised to document transactions among two unknown parties verifiably and permanently.

A blockchain usually uses a peer-to-peer network for seamless inter-node communication and validating new blocks. Once transaction data is appended to the block, it cannot be altered retroactively without modification of all subsequent blocks. In order to alter any record, it would require a consensus of the majority of network nodes, which is highly challenging to achieve. Although records of a blockchain are not immutable, still it may be considered the secure design and less prone to vulnerabilities. It also illustrates a distributed computing system with high byzantine fault tolerance. The decentralization and byzantine problem will be explained later in this chapter. Raval and Siraj (2016) state that the blockchain claims to have achieved decentralized consensus.

![Figure 2.1. Example of a blockchain; Z. Zheng et al. (2017)](image)

2.1.2 Hashgraph

In the world of distributed ledgers, blockchain has been taking all the spotlight. However, blockchain comes with some design limitations. A consensus mechanism called proof of work (POW) which will be discussed later in this chapter under subsection protocols of blockchain is widely in use. As Bitcoin-Wiki (2016) explains, proof of work algorithm can be considerably time-consuming in nature. An another inherited inefficiency of blockchain design is that it consumes considerable amount electricity even when it decides to discard the blocks.
As Baird (2016) explains, hashgraph algorithm is a consensus mechanism based on the directed acyclic graph (DAG) which uses a virtual voting system combined with a gossip protocol described on Wikipedia (2018) to achieve consensus in a faster, more reliable and secure manner. Hashgraph intends to provide the benefits of blockchain as a distributed ledger but without the limitations. Contrary to many ledgers which only use the gossip protocol, hashgraph utilises a voting algorithm in combination with gossip of gossips in order to reach consensus without using proof of work. This gossip of gossips is designed to share new information with other participant nodes of the network which are unaware of this new knowledge using hashgraph itself. Veronese et al. (2013) states that this guarantees Byzantine Fault Tolerance (BFT) as all participants are part of the gossip events. Burkhardt, Werling, and Lasi (2018) explain that hashgraph is DDoS attack resilient and provides high transaction throughput, low consensus latency and proper absolute ordering of transactions. It works asynchronously to nondeterministic achieve consensus using probabilities. Since hashgraph is an early bird patented solution and is not open-source, its commercial applications are still under consideration in industry.

### 2.2 Blockchain network

Blockchain networks define the communication channel of participant network nodes. Gossip peer-to-peer network is the most commonly used network, but with the rise in need of privacy, semi-gossiping networks and simple peer-to-peer networks are also utilised. A blockchain also defines its scope and protocols concerning its network with clarifies its intentions as a platform. Depending on the applications a blockchain scope and protocol may vary from a small scale node infrastructure to a massive hub platform. This thesis aims to propose a possible solution for all blockchain scopes, but due to data availability reasons, a public blockchain is under study.

#### 2.2.1 Scopes of blockchain

As mentioned by the Lin, Liao, and Lin (2017) there are three significant scopes of a distributed ledger or a blockchain:

- **Public** - A state of the art public blockchain is open source and permissionless. Participants do not require any permission to join the network. Anyone can download its source code or binaries and run it locally on his or her computer and start validating transactions coming to the network, consequently joining the consensus process. This gives everyone on the network the ability to
process and determine which new blocks will become part of the chain. Participants of the network can send transactions onto the network and expect them to become part of the ledger as long as they are valid. In public blockchains transparency plays a key role, Each transaction on the blockchain ledger is visible to everyone and can be read using block explorer. However, these transactions are anonymous, so it is almost impossible to track the identity of the transaction owner. Milutinović (2018) has explained Bitcoin, Ethereum and Litecoin which are some of the few examples of public blockchains.

- **Consortium** - Consortium blockchain regulates under the leadership of certain specific groups which follow same vision. Unlike public blockchains, they publicly do not allow everyone with internet access to become a participant of the network to verify the transactions. However, in some cases, the right to read the blockchain can be defined by the groups so that the access to the blockchain can be either public, restricted or hybrid. Consortium blockchains are highly scalable and fast and provide more transactional privacy, so their practical applications are more welcomed in industries. According to Buterin (2016), consortium blockchains are ”partially decentralised”.

Usage of consortium blockchains is often in association with enterprises. Collaborating group of companies leverage blockchain technology for improved business processes. Its application is already making waves in healthcare, supply chain, finance and other industries. Valenta and Sandner (2017) has mentioned that Quorum, R3 Corda and Hyperledger are some examples of consortium blockchains.

- **Private** - In most cases, private blockchains are developed, maintained and kept centralised under an organisation and are not open sourced. Read permissions can be either public, restricted or hybrid based on system requirements. In this closed environment, external public audits are required to maintain the integrity of the system. Private blockchains take advantage of the technology while still keeping the solution to themselves. A potential security risk is involved with the centralisation factor of private blockchains, but at the same time, it enables several advantages over public blockchains such as pre-approved network participants and known identities. MONAX and Multichain are few known examples of private blockchains mentioned by Sajana, Sindhu, and Sethumadhavan (2018).
2.2.2 Consensus of blockchain

Skvorc (2018) elaborates that there are three primary consensus mechanisms of a distributed ledger or a blockchain:

- **Proof of work (POW)** - To keep the decentralised system secure and robust, proof of work plays an important role. The idea behind proof of work is to make participants of the network approve actual transactions and disapprove fraudulent ones. Approved transactions are added to a block which later becomes part of the blockchain ledger, and for this, the network rewards the participants. At core proof of work solely depends on computing power. Some participant nodes of the network engage in a competition known as the mining process to finding a hash called nonce (number used once). This hash is an extract of solving a complex mathematical problem that is part of the blockchain program. Combining this hash with the data in the block and then passing it through the hash function produces a result in a certain range which can become part of the blockchain. Since hash function makes it impossible to predict the output, so the participant nodes have to guess to find this hash. The node which finds the hash first is allowed to add its block to the blockchain and receive the reward. This reward usually comprises tokens that user can utilise on the same network. Amount of the reward is defined dynamically within the blockchain program and can mutate over time.

- **Proof of stake (POS)** - Proof of stake proposes to overcome the computing race in proof of work. In proof of work participants of the network can join together to create a pool of nodes in order to mine blocks faster and collect rewards. This network pool ends up utilising more electricity and approaches toward a more centralised network topology. Instead of letting all the participants competing with each other for mining blocks proof of stake uses an election process in which a participant is selected to validate the next block. These selected participants are called validators. To become a validator a node has to deposit a certain amount of tokens into the network as a stake of security collateral. Size of the stake determines the chances of a validator be chosen to forge the next block. A validator node checks for all the transactions within a block are valid and signs the block before adding it to the blockchain, consequently receiving the reward. Trust of the validator nodes depends on their deposited stake; validators will lose a part of their deposit if they approve fraudulent transactions.
- **Proof of Authority (POA)** - With popularity in private blockchains, proof of authority uses a voting algorithm to validate the blocks. A group of known and authorised nodes votes on which transaction should be approved and added to the block. This results in higher throughput and shorter verification time compared to proof of work. Many industries back this consensus mechanism due to its control over the system approvals. However, to reach the accurate decentralisation decisions of trusted participant nodes should not be influenced by anyone.

*Figure 2.2. Scopes and consensus mechanisms of a blockchain.*
2.3 Blockchain security

The core idea behind blockchain security is to allow people, particularly those who do not trust one another to share valuable information in a secure and tamper-proof manner. Sophisticated decentralised storage and consensus algorithms make it extremely difficult for attackers to manipulate the system. Encryption plays an essential role in the whole process and validates the communication channels of the network. Another critical problem blockchain claims to resolve is byzantine agreement. It defines the dependability of the system in case of failure.

2.3.1 Decentralization

Centrally held data is highly prone to a variety of risks. Blockchain eliminates this risk by storing data in a decentralised fashion on a peer-to-peer network. It is hard to exploit the vulnerabilities of a peer-to-peer network due to lack of centralised points. Moreover, it also ensures that there is no single point of failure in the system. Brito and Castillo (2013) explain that blockchain uses cryptographic public-private keys to communicate ensuring privacy and security of network nodes. Usage of private keys to encrypt and public keys to decrypt makes blockchain highly secure. The Economist (2015) stated that generally, the data on blockchain is incorruptible. Data quality is also ensured with decentralisation as there is no official, centralised copy of a record and trust of each node is on the same level.

2.3.2 Byzantine Problem

A Byzantine problem, as explained by Lamport, Shostak, and Pease (1982), states that computers on a decentralised network cannot be entirely and irrefutably guaranteed that they are displaying the same data. Considering the unreliability of the network nodes can never be sure if the data they communicated has reached its destination. At its essence byzantine problem is about achieving consensus across a distributed network of nodes, while few nodes on the network could be possibly faulty and may also attempt to attack the network. A Byzantine node can mislead and may provide corrupted information to other nodes involved in the consensus process. Blockchain has to operate with robustness in such situation and reach consensus despite the interference of these byzantine nodes. Even though Byzantine problem cannot be fully solved, different blockchains and distributed ledgers utilise
various consensus mechanisms like proof of work and proof of stake to overcome the problem in a probabilistic manner.

### 2.4 Bitcoin

The earliest known design of a cryptographically chained data linked in chains and blocks was by Haber and Stornetta [1990]. They purposed a system in which documents time stamps could not be tempered or backdated. Later on Bayer, Haber, and Stornetta [1993] added Merkle trees to the design which enhanced efficiency and allowed accumulation of multiple documents into a block. However, the first ever conceptualisation of a blockchain was introduced by a person with pseudonym Nakamoto [2008]. Consequently, giving birth to the first blockchain system. This blockchain system was named 'Bitcoin' and is designed as peer-to-peer electronic cash system otherwise known as a cryptocurrency. Bitcoin serves a public ledger for all transactions of the network and is capable of representing currency digitally hence working as electronic cash. A digital representation of an asset can lead to multiple problems. Bitcoin is developed to tackle some significant problems. Firstly, in theory, the digitally represented asset can technically be duplicated which is not acceptable. As this replication of a digital asset can confuse actual ownership of the asset. Secondly, the replicated asset can be spent multiple times resulting in chaos in the system, Usman W. Chohan (2017) states that this problem is also known as the double spend problem. Bitcoin solves this problem by using proof of work (POW) algorithm (Fig 2.3). Utilising proof of work mechanism miners verify transactions for their authenticity and get rewarded in newly generated bitcoins.

![Figure 2.3. Proof of work illustration; Barrera (2014)](image)

However, bitcoin blockchain is designed with some specific rules, such as there can be only 21 million bitcoins. As fig 2.4 illustrates, each transaction is encrypted with the private key of the sender. This transaction is enclosed with a digital signature and public key of the receiver and sent to the receiver address. This technique allows the asset to be securely delivered only to the receiver address and can be verified.
using the digital signature. Identities of sender and receiver are anonymous as they can generate new addresses before initiating a new transaction.

![Figure 2.4. Simple bitcoin transaction; Barrera (2014)](image)

Bitcoin transactions can consist of one or more inputs and one or more outputs. When sending bitcoins to an address, a user designates the address and the amount being sent and encapsulates it in the output of transaction in order to keep track of double spending. As mentioned by Delgado-Segura et al. (2018) it is known as unspent transaction output (UTXO) model, which implies that each transaction input is a pointer to the output of the previous transaction. Figure 2.5 shows an example where a customer sends 2 BTC to the address of the vendor, then the vendor sends 0.8 BTC of those 2 BTC to the provider address, and change of 1.2 BTC is the returned back to the vendor.

![Figure 2.5. Linked bitcoin transactions; Barrera (2014)](image)

There are many elements involved when participants of network transmit bitcoins. However, we can break down the activities in two groups: User activities and Transaction activities. In this thesis, our prime interest is in transaction activities and its analysis for suspicious behaviour. Transactions on bitcoin blockchain are fairly more complex in depth but since the scope of this thesis is to analyse the bitcoin transactional data this thesis sheds light on the analytical perspective of bitcoin data. Chapter 5 discuss the anatomy of transaction activities regarding elements of data and structure.
2.5 Anomaly detection

Zimek and Schubert (2017) explain anomaly detection as the identification of unique items, observations or events that elevate suspicion by being significantly different from the majority of the data. Usually, anomalous items are interpreted as kind of abnormalities such as credit card fraud, structural defect or error in the text. Anomalies can also be depicted as noise, outliers and novelties. However, Pedregosa et al. (2011) explain that there is a significant difference between outlier detection and novelty detection. In the context of novelty detection, training data is not polluted by outliers, and we are interested in detecting whether a newly introduced observation is an abnormality for the system or not. Whereas, in the case of outlier detection, training data contains outliers which are defined as observations that are far from the others.

This thesis primarily focuses on detecting anomalies in blockchain data structure. Regardless of the domain of blockchain one can apply specific techniques to this data structure and attempt to identify anomalies. This is an unsupervised learning problem and data for anomaly detection cases is usually highly imbalanced. Due to data availability and academic literature, this thesis intends to make use of a public financial blockchain known as bitcoin. Bitcoin’s transactional data goes through an intense pre-processing phase, and later various modelling methods are applied in order to identify transactions that are related to theft, heists or money laundering. A comprehensive evaluation process is performed that seeks to outline the optimal solution after comparing models. Studies in similar context have been carried out recently, however this thesis endeavours to approach the blockchain anomaly detection problem in a generalised way. Moreover, it also offers use of cutting-edge machine learning algorithms along with graph theory to analyse anomalies within blockchain data in an innovative manner.

2.6 Cyber fraud as a problem

Computer-oriented crimes have grown dramatically in the last past few decades. Making digital security highly essential in all domains. Sandle and Char (2014) issued a report estimating 445 billion USD annual damage to the global economy. According to Smith (2015) cybercrime costs can go as high as 2.1 trillion by 2019. North-Denver-News (2015) stated that in 2012 approximately 1.2 billion USD were lost to financial credit card fraud in the US. European-Central-Bank (2014) report reveals that 1 EUR in every 2,635 EUR on debit and credit card is lost to fraud. Al-
though cybercrimes can be further categorised into cyberterrorism, cyberextortion, cyberwarfare and financial fraud crimes; The prime focus of this thesis is in light of financial area.

2.6.1 Financial cyber frauds

The financial sector is one of the most affected domains by cyber crimes. The vulnerabilities of users and sometimes systems are the primary reasons for security breaches and hacks. Although the arrival of the blockchain has mitigated several risks dramatically, however, the majority of financial systems are hesitant of the upgrade due to internal policies and bureaucracy. Financial industry suffers enormous losses every year. Credit card frauds are the one the most common type of cyber fraud that takes places all over the world. Artificial intelligence plays a vital role in detecting credit card fraud, but still a significant amount of hackers are never caught. Krebs [2013] explains that around 40 million sets of payment card data were compromised in the hack on Adobe Systems. The information compromised included encrypted card payment number, customer names, card expiration dates and other order related information of customers. McCurry [2016] states in The Guardian that a coordinated attack was carried out by 100 individuals who used the data of 1600 South African credit cards to steal 12.7 million USD from 1400 stores within 3 hours. They also managed to flee from Japan before the authorities even discovered the heist. Even though many countermeasures are taken to make credit and debit cards secure, such cases depict that centralised systems are still vulnerable, ultimately exposing the whole financial industry to risk.

2.6.2 Blockchain thefts and heists

Blockchains bring privacy and security to the architecture of finance. However, certain people have been successful in fooling this in theory unbreakable infrastructure. The purpose of these hackers is usually to carry out an illegal activity without getting noticed. In order to do so, these hackers have to either tint their tracks or completely deceive the system in believing that their activities are legit. Several small to medium scaled cases usually never get reported. However, some big ones can make headlines. Bitcoin, being the first and oldest financial blockchain has also encountered many illegal activity challenges. Reid and Harrigan [2011] describe a Bitcoin theft known as 'All In Vain' in which around 25,000 bitcoins were stolen. Figure [2.0] is a visual representation of the theft patterns.

The red node in the graph above represents the hacker and green node victim.
A single bitcoin was stolen at the beginning which later led to the actual heist of 25,000 bitcoins. As seen in Figure 2.6, the hacker tried to hide his illegal activity by tainting the bitcoins using several small transactions. Moreover, a victim with the alias Stone-Man (2010) has written on bitcoin forum about his loss. 8999 bitcoins were robbed from him using his original private key. The victim in this case initially bought 9000 bitcoins from an exchange. Later on, he transferred these those to a disc and also backed up them in a USB flash drive. He also sent a single bitcoin to himself on another address for some unknown reason. After confirmation and backing up all the data of his wallet he later realised that there is an unrecognised transaction of 8999 bitcoins to an unknown address that he did not approve. Figure 2.7 illustrates how without his consent the bitcoins were hacked and sent to another address.
These examples illustrate some of the patterns that can be suspicious. Hence, we can mark similar activities and patterns as anomalies and attempt to create a model that can detect them. Bitcoin is also notorious about its use for illegal activities on the dark web such as involvement with money laundering, drugs and weapons. Individuals have exploited the technology as a payment system on the dark web to buy and sell illegal items and services. Christin (2013) explains how an online black market ‘Silk Road’ founded in 2011 and based on the dark internet was used to sell illegal drugs. Its monthly revenue was about 1.2 million USD. In October 2013 the USA Federal Bureau of Investigation shut down the website and arrested the person behind. Effects of these illegal activities damage not only the social credibility of the blockchain but also affects its value. Figure 2.8 shows a downfall in the market of bitcoin when the silk road seizure happened.

![Figure 2.8. Effect of the silk road seizure; Wikimedia-Commons (2018)](image-url)
3 Related work

Anomaly detection is broadly used in a wide area of applications such as fault detection, intrusion detection, fraud detection along with many others. The primary focus of this thesis is on fraud detection. Fraud detection is a well-studied area and can be partitioned into several sectors such as credit card fraud, virus intrusion, insurance fraud and many more. These researches usually utilise a variety of techniques to perform their analysis such as machine learning algorithms and network analysis methods. Recent development in the industry and previous research by Bolton, Hand, et al. [2001] shows that unsupervised machine learning algorithms behave in a more focused manner toward anomalies. However according to Phua et al. [2010] majority of fraud detection studies employs supervised machine learning techniques and focus on developing a complex model to learn the patterns of anomalies within the training data. Since applications of distributed ledger technologies are relatively new, the fraud detection research in this area is still ongoing. Blockchain technology is based on decentralized networks. It is observed from previous studies that in the majority of blockchain research use-cases, researchers either treat the problem from a network data perspective or crude data perspective. This chapter explains how previous researches have tackled blockchain anomaly detection problem and what approaches and outcomes they were able deduce.

3.1 Network based studies

B. Huang et al. [2017] approached the problem from a network behavioural pattern detection perspective. The data used in this study is not made public. According to the authors, this technique applies to every blockchain due to its generalised nature. However, the core idea behind is to find the behavioural patterns in the blockchain network and categorise them using newly introduced Behavior Pattern Clustering (BPC) technique. Transaction amounts changing over time are extracted as sequences to be clustered into several categories. These sequences are measured using similarity measuring algorithms; this study talks about Euclidean distance, Morse and Patel [2007] Dynamic Time Warping (DTW), Chen, Özsu, and Oria [2005] Edit Distance on Real sequence (EDR) and Longest Common Sub-Sequences (LCSS) by Vlachos, Kolios, and Gunopulos [2002]. Authors of this study conducted tests and selected DTW as a sequence measure and dropped EDR and LCSS because blockchain data is noiseless and they focus on handling noisy data. A customised
version of K-means is introduced to detect patterns in the network which is named Behaviour Pattern Clustering (BPC), and results of BPC are compared with Hierarchical Clustering Method (HIC) and Density Based Method (DBSCAN). Final results showed that the BPC algorithm is more effective than existing methods. This study approached the blockchain network anomaly problem from an algorithmic aspect.

Signorini et al. (2018) focused on blockchain anomaly detection from a more networking nodes viewpoint. This research focuses on detecting and eliminating eclipse attacks. As explained by Heilman et al. (2015), eclipse attacks target single user nodes of the network instead of attacking the network as a whole. The attacker can hijack victims incoming and outgoing communication stream and inject malicious code in the system. Agenda of such attacks is usually to take over the control of the complete network which can cause severe damage to all users. The essence of this research is to contribute a decentralised system that can make use of all information collected from previous forks to protect the system against anomalous activities. Evolution of forks in a blockchain are prone to malicious activities and since eclipse attack happens on a single node rest of the network never gets informed about it. Signorini et al. (2018) proposed to create a blacklist that can inform other peers of the network about the malicious activity. A thread database is maintained to accumulate all known attacks which are later used to detect anomalies in the network. A toy network was set up to perform experimentation of the proposed solution, and it performed positively. Machine learning techniques are considered to be added in future studies which can enable this research to create a prediction model that can detect heterogeneous malicious transactions.

Pham and Lee (2016b) has proposed to approach Bitcoin blockchain anomaly detection from a network perspective. Based on Reid and Harrigan (2013), they converted the Bitcoin data into a network like structure, which is further divided into two primary graphs, user graph and transaction graph. The extracted user graph is used to attempt detection of suspicious users, while the transaction graph is used to attempt the discovery of suspicious transactions. Utilising both graphs, they not only try to detect abnormal users and activities but also establish a link among both. This results in a system that can also associate suspicious users with unusual transactions. Metadata of both graphs is extracted to create a new dataset which they have not made public. This metadata contains features such as in-degree, out-degree, balance amount of graph nodes and many other vital variables. Emerging dataset is quite large and includes all data of bitcoin blockchain from its creation to April 7th, 2013.
6,336,769 users along with 37,450,461 transactions were processed. Methods used for network anomaly analysis in the bitcoin network were K-means clustering motivated by Othman et al. (2014), Power Degree & Densification Laws inspired by Leskovec, Kleinberg, and Faloutsos (2007) and Local Outlier Factor (LOF) as mentioned by Breunig et al. (2000). K-means clustering is used in combination with Local Outlier Factor (LOF). To narrow down the list of potential k-nearest-neighbours in LOF, indices are calculated from K-means clustering. List of nodes for each cluster is obtained from k-means, and later on, a k-nearest-neighbour search is carried out to save computational time. Due to the computational limitations of experiments, only a small subset of extracted features were processed. One case of the anomaly was successfully detected out of 30 known cases. Challenges faced by the researchers in this study were mostly related to performing evaluation and validation. In reference to this study, LOF seemed to perform better than others at the network data of bitcoin. Moreover, this research does not talk about the false positive and true negative cases.

Zambre and Shah (2013) published a report that analysed bitcoin network dataset for frauds. Bitcoin network data analysed by this report was limited, containing network data only up to July 13, 2011. This report focused on detecting rogue users of the network who could potentially exploit network; dataset contained three known rogue users and 628 known victims. Provided graph-based data was used to extract more features out of the actual dataset, and a small subset of extracted features was selected to perform the final analysis. K-means algorithm was selected to create clusters of rogue and good users. On a high-level, this report was able to identify the rogue users but still was not able to create a clear separation between rogue and good users. Due to the lack of quality data, synthetic data was also generated using resemblance from robbery patterns. Analysis of synthetic data resulted in 76.5% accuracy rate, but non-synthetic data performed quite poorly.

3.2 Crude data based studies

Pham and Lee (2016a) have also published another study in which they researched anomaly detection in the bitcoin data using unsupervised learning methods. This study used the same dataset as their other study but approached the problem from a machine learning based perspective. The dataset comprised of graph metadata from the bitcoin user graph and transaction graph is pre-processed to extract a subset of features. Unsupervised machine learning algorithms chosen for this study were K-means clustering, Mahalanobis distance based method and Unsupervised Support
Vector Machines (SVM). The study was able to detect two known cases of theft and one known case of loss out of 30 known cases. Moreover, it does not address the false positive and true negative cases.

The research of P. Monamo, Marivate, and Bheki Twala (2016) took a slightly different approach to the bitcoin fraud detection problem. Bitcoin dataset provided by Brugere (2013) from Laboratory for Computational Biology at the University of Illinois is used in this research and is now unavailable due to unforeseen reasons. This research aimed to use K-means clustering and a variant of K-mean clustering proposed by Cuesta-Albertos, Gordaliza, Matrán, et al. (1997) in a multivariant setup to detect suspicious users and their related anomalous transactional activity. According to the authors, K-means clustering is capable of grouping similar instances together but lacks the prowess to detect anomalies, and Local outlier factor (LOF) is popular with outlier detection however it cannot be scaled for large datasets due to its computational complexity. This paper aimed to purpose an approach that could overcome the weakness of the mentioned algorithms. This study was able to perform comparatively better and was able to detect five fraudulent users out of 30.

A multifaceted approach was taken by P. M. Monamo, Marivate, and Bhesipho Twala (2016) to detect global and local outlier in the bitcoin network. Dataset used in this study is same as above mentioned studies and was also taken from Laboratory for Computational Biology at the University of Illinois by Brugere (2013). Data points farther away from the centroids of clusters regarding euclidian distance were considered Global outliers and were analysed using trimmed K-means according to Cuesta-Albertos, Gordaliza, Matrán, et al. (1997). Whereas by using kd-trees by Bentley (1975) the data points which had a significant distance from the nearest predetermined number of neighbours were considered local outliers. Top 1% of selective anomalous data was labelled as anomalies and the remainder was labelled as normal instances. Both supervised and unsupervised techniques were used in this study to analyse the network data. This study followed a pipeline in which data was pre-processed and labelled as normal or anomalous and then contextual binary classification techniques were applied to extract final analysis. The algorithms used for supervised classification were maximum-likelihood, logistic regression by Sarkar, Midi, and Rana (2011), boosted logistic regression by Friedman, Hastie, Tibshirani, et al. (2000) and random forest as mentioned by Breiman (2001). Thirty known fraudulent activities were evaluated against the analysis and unsupervised approach with K-means and kd-trees worked in collaborative agreement to detect anomalies. Five global anomalies were able to be identified by using K-means whereas in local
outliers kd-trees was able to identify 7 of the known thefts using. The two algorithms remained in agreement 22% of the time. In supervised learning, 70% of data was selected as training set while rest as the test set and 10-fold cross-validation was performed for evaluation for all algorithms. Results showed that random forests perform better as compared to others and were able to detect eight known thefts irrespective of class asymmetries. Moreover, this study also reveals important features that were able to learn patterns of anomalous activity in this particular study and also that local outlier detection works more efficiently as compared to global.

Hirshman, Y. Huang, and Macke (2013) aimed to make the exploration of bitcoin data easier, attempting to detect money laundering over bitcoin network using mixing services and tracking the outputs of mixing services back to their inputs. Whereas mixing services pools in money from different sources and mix them with intention to confuse the trail back to the funds original source. This study also uses the same bitcoin network dataset created by Brugere (2013) at the University of Illinois. Pre-processing techniques by Reid and Harrigan (2013) were used to associate public keys to users in order to establish a logical relationship within data. K-mean by James MacQueen et al. (1967) was used in combination Role Extraction (RolX)algorithm by Henderson et al. (2012) in an unsupervised manner for analysis. This study takes a unique approach of restructuring the dataset to uncover the laundering anomalies. It introduced a concept of hubs in which users with a high number of transactions were filtered to make dataset more effective for unsupervised algorithms. However, the result statistics were not shared in this research.

Patil et al. (2018) utilised a data mining approach to detect fraud in the bitcoin blockchain. Transactional data is used in this research to detect anomalies within the blockchain; It is an assumption that the majority of the network transactions are legitimate and only 1% of total data is fraudulent. The proposed system intends to scan the internal data with provided feature variables to filter out the fraudulent transactions. Data goes under pre-processing to eliminate the missing values, and a trimmed version of K-means clustering technique is utilised to categorise data into two clusters that represent fraudulent and legal transactions. As there is no labelled data available, it is very challenging to validate the results of the model for flagged suspicious activities. However, the research shows a promising result with improved detection rate with respect to previous studies. The future scope of research intends to do experimentation with under and oversampling of data as well as looking into the possibility of analysing data with graph-based algorithms and supervised machine learning algorithms.
In addition to heterogeneous data analysis, visual analysis has also attained popularity. Bogner (2017) seeks to understand and analyse anomaly detection in blockchains using visualised features. Their research not only proposed a theoretical approach but also practically implemented a solution to support it. The proposed solution runs a decentralized application on top of Ethereum blockchain and collects statistics from the blockchain to store it in a NoSQL database which later provides customizable visualisations and dashboards. A sophisticated machine learning core operates over the stored data to create visual analysis and detect anomalies online, and the results are represented visually on dashboards. Such an approach optimises interpretability and visualizability of machine learning algorithms. Studies on anomaly detection in the bitcoin have mostly focused on the transaction structure of the bitcoin network. However, ethereum blockchain with its smart contracts produces a complex context for analysis hence this research complements to transaction graph analysis strategy of previous researchers.
4 Anomaly detection methods

Anomaly detection is categorized into three main types of learning methods; Supervised learning methods, Semi-Supervised learning methods and Unsupervised learning methods. Majority of real-world anomaly detection problems fall under unsupervised learning domain such as credit card fraud detection, network intrusion detection and our blockchain fraudulent transaction detection. This thesis deems supervised and semi-supervised learning methods out of the scope and aims to focus entirely on unsupervised learning methods.

Unsupervised learning is the most flexible type of learning, as it does not require any class labels for training. It scores the data based on its intrinsic attributes such as distance, density or more and attempts to distinguish the anomalies from the standard data based on estimation. As illustrated in Figure 4.1, the majority of unsupervised anomaly detection algorithms can be roughly categorized into the following main groups Chandola, Banerjee, and Kumar (2009). This illustration is updated and differs from the original publication.

![Unsupervised Anomaly Detection Algorithms](image)

*Figure 4.1. A taxonomy of unsupervised anomaly detection algorithms that are used most in practice; Goldstein and Uchida (2016)*

This thesis selectively implements a set of unsupervised anomaly detection methods that can handle a large amount of data and can compute results in a reasonable time. Following sub-sections of this chapter will explain these algorithms in more depth.

4.1 Isolation Forest

Liu, Ting, and Zhou (2008) published an algorithm called "isolation forest" for unsupervised anomaly detection that achieved much popularity in recent years. The idea behind isolation forest is that it is comparatively more straightforward to isolate
anomalies from the data than to build a model that could estimate normal behaviour. In order to isolate an anomalous observation, the dataset is randomly and recursively partitioned until the only data point left in the partition is the observation. A tree structure is used to represent the recursive partition. The base of the isolation forest algorithm is on the ensemble of isolation trees. A forest of random isolation trees is constructed to estimate the measure of normality and abnormality of observations in the dataset.

An isolation forest is a combination of isolation trees, and these trees are actual binary trees in which each node has either zero or two child nodes. Let \( N \) be a node which is either a leaf node with no children or parent node with two child nodes \( N_l \) and \( N_r \). To decide which children nodes go to which parent node a test is associated with node \( N \). This test involves selecting a random feature \( q \) from the data and a random split point \( p \) such that the nodes \( p < q \) are under \( N_l \) and \( p \geq q \) are under \( N_r \).

Multiple random trees are formed recursively, and data is partitioned in each one of them unless all observations are isolated for each iteration. The path length from the root node of the tree to the leaf defines the number of partitions required to isolate that observation. It is observed that for randomly partitioned data, the path length of anomalies is shorter than of standard observations. One of the reasons for this phenomenon to occur is that usually the number of anomalies in a dataset is smaller than the number of standard observations, which results in a shorter number of partitions and hence makes isolation of anomalous observation easier. Another reason for anomalous observations to be separated in earlier partitioning is that they have distinct attribute values as compared with standard observations. Figure 4.2 illustrates that anomalies are more sensitive to isolation. The figure below depicts the anomalous observation \( x_o \) requires only four partitions to be isolated, whereas isolating standard observation \( x_i \) requires twelve random partitions.

Given a dataset \( X = \{x_1, x_2, \ldots, x_n\} \) containing \( n \) observations, random recursive isolation trees are built until each tree reaches the height limit of \( |X| = 1 \) or all data in \( X \) have the same value. Presuming majority of data in \( X \) is distinct, and the isolation tree is fully grown, each observation is isolated to a leaf node. Then the tree will have \( n \) leaves and \( n-1 \) internal nodes, in total \( 2n-1 \) nodes. The path length of an observation \( x \) can be calculated by heuristic \( h(x) \) which is a measurement of the count of edges it takes to traverse from the root node to the leaf node. In order to use the isolation forest as an anomaly detection technique, it has to generate comparable anomaly scores as \( h(x) \) cannot be directly used as an anomaly score. It
is because while the maximum height of a tree grows in the order of $n$, the average height grows in the order of $\log n$. Isolation trees have a similar structure as binary search trees (BSTs). Therefore the average path length of a failed search in a binary search tree is comparable to the average of $h(x)$. As stated by Preiss (2008), the average path length of a failed BST search in a tree with $n$ nodes can be calculated as

$$c(n) = 2H(n - 1) - (2(n - 1)/n)$$

(4.1)

where $H(i) \approx \ln(i) + 0.5772156649$ (Euler’s constant). The anomaly score $s$ for an observation $x$ is defined as:

$$s(x, n) = 2 \cdot \frac{E(h(x))}{c(n)}$$

(4.2)

Here $E(h(x))$ is the mean of all the $h(x)$ from all isolation trees. While training an isolation forest algorithm, isolation trees are randomly created as explained above. Training requires two parameters: the number of trees $t$ and the sub-sampling size. Tree height limit $l$ is calculated based on the sub-sampling size. The sub-sampling process controls the data size for training and is an essential variable as it can directly affect the performance of the classifier. As a different sub-sample is picked to create an isolation tree each time, it can help isolate the anomalies in a better way. As for
anomaly prediction from the trained model, Equation (4.2) is used to calculate an anomaly score \( s \) as explained above. This anomaly score \( s \) ranges between the values from \([0,1]\) where values being more close to 1 are more likely to be anomalies.

### 4.2 Histogram-based Outlier Score (HBOS)

Goldstein and Dengel (2012) introduced an unsupervised algorithm for anomaly detection. Histogram-based Outlier Score (HBOS) is a statistics-based method designed to handle large datasets. Its computation complexity is an attractive attribute for researchers.

A univariate histogram is created for each data feature. For categorical data frequency of values for each category is calculated, and the height of the histogram is computed. For numerical features, either static bin-width histograms technique or dynamic bin-width histogram technique is used. The static bin-width method uses \( k \) equal width bins over a value range, and the height of the bin is estimated by counting the samples which fall in each bin. The dynamic bin-width is determined by sorting all data points and then grouping a fixed number \( N/k \) of consecutive values, where \( N \) represents the number of total observations and \( k \) represents the number of bins. Both static and dynamic approaches are introduced in this algorithm because real-world data have very different feature distributions, especially when features have a significant range of gaps in between. A fixed bin may estimate the density of anomalies poorly resulting in adding most of the data to a few bins. Anomaly detection problems usually have considerable gaps in the data range as most outliers are far away from standard observations. The authors mostly prefer the dynamic method if data distributions are unknown. The technique used to determine the value of \( k \) bins is the square root of instances \( N \).

A particular histogram is computed for each dimension \( d \), and density is estimated for the height of each bin. Normalization is applied over histograms so that their maximum height is 1.0. By doing so each feature is ensured to be weighted equally for anomaly score. HBOS for each observation \( p \) is computed using equation (4.3)

\[
HBOS(p) = \sum_{i=0}^{d} \log \left( \frac{1}{hist_i(p)} \right)
\]  

(4.3)

An inverse multiplication of the estimated densities defines the score, assuming independence of features in similar manner to Kim et al. (2004). This score can also be represented as an inverse of discrete Naive Bayes where instead of multiplication...
a sum of logarithms is used, using the fact that $\log(a \cdot b) = \log(a) + \log(b)$. The reason for this trick is to make the HBOS algorithm less susceptible to errors due to floating-point precision, which can cause very high anomaly scores for extremely unbalanced distributions.

### 4.3 Cluster-Based Local Outlier Factor (CBLOF)

He, Xu, and Deng (2003) proposed an algorithm named cluster-based local outlier factor (CBLOF) that has properties of a cluster-based algorithm as well as the Breunig et al. (2000) local outlier factor (LOF) algorithm. The idea of anomaly detection in this algorithm revolves around clustering the data which are later used to compute an anomaly score in a similar way to LOF. Any arbitrary clustering algorithm can be plugged in the clustering step. However, the quality of the clustering algorithm’s results directly influences the quality of CBLOF’s results.

The algorithm proceeds in a manner that it clusters a dataset $D$ using an arbitrary clustering algorithm and assigns each observation in $D$ to a cluster. Their respective sizes sort the clusters such that $|C_1| \geq |C_2| \geq \cdots \geq |C_k|$ where $C_1, C_2, \ldots, C_k$ represent all clusters with $k$ as the number of clusters. The intersection of any pair of clusters should be an empty set, while the union of all clusters should represent all the observations of dataset $D$. The next step requires searching a boundary index value which separates Small Clusters (SC) from the Large Clusters (LC). There are two ways to calculate this boundary. The first is given by Equation (4.4).

$$ (|C_1| + |C_2| + \cdots + |C_b|) \geq |D| \cdot \alpha \quad (4.4) $$

An alternative way is to use equation (4.5).

$$ \frac{|C_b|}{|C_{b+1}|} \geq \beta \quad (4.5) $$

$\alpha$ and $\beta$ are user-defined parameters in the equations mentioned above. $\alpha$ is between the range of [0,1] and represents the data comprised by the Large Clusters (LC). $\beta$ value should be set to greater than one and defines the lower bound on relative size among a pair of consecutive clusters. equation (4.4) represents the approach which separates bigger clusters from the smaller ones by adding the biggest clusters to LC until some defined part of data is covered. (4.5), on the other hand, implements the idea that a significant boundary location can be found between LC and SC among clusters which vary relatively in size. Concisely, it chooses a boundary between two consecutive clusters if the next cluster is $\beta$ times smaller than the
previous one. If two equations result in a way that value is different for boundary $b$, the smallest value is selected.

After deciding the value of $b$, the sets LC and SC are created. LC contains all the clusters with the index equal or smaller to the $b$ and can be represented with $LC = C_i \mid i \leq b$. Whereas SC consists of the remaining clusters and is represented by $SC = C_i \mid i > b$. Finally, CBLOF scores are calculated for each observation in $D$ using equation (4.6).

$$CBLOF(t) = \begin{cases} |C_i| \cdot \min \{\text{dist}(t, C_j)\} & : t \in C_i, C_i \in SC \text{ and } C_j \in LC \\ |C_i| \cdot \text{dist}(t, C_i) & : t \in C_i, C_i \in LC \end{cases}$$ (4.6)

Data points in the large clusters (LC) are estimated as normal observations, and data points in small clusters (SC) are estimated as anomalous observations. A specific central point is calculated to represent each cluster and the distance from this point to each observation in the large cluster defines its anomaly score. A data point further away from the cluster centre would have a higher chance of being an anomaly, hence resulting in a higher anomaly score. For the data points not residing inside large clusters, their anomaly score is calculated based on the nearest data points to a large cluster. Data points which are far from large clusters end up having even larger anomaly score. CBLOF computes anomaly score in a similar way than LOF with the significant difference that distances are calculated with clusters instead of specific points.

### 4.4 Principal Component Analysis (PCA)

Principal component analysis (PCA) is usually considered as a dimensionality reduction algorithm. It can manifest variance-covariance of dataset features to create new variables which are represented by functions of original variables called principal components. These principal components are distinct linear combinations of $p$ number of random variables $X_1, X_2, ... , X_p$. Principal components carry unique properties such as they are uncorrelated to each other, the variance of components decreases in descending order representing the first component with the highest variance and moving to lower variance with every next component. However, the sum of the total variation in the original features $X_1, X_2, ... , X_p$ is always equal to the total variation of all the principal components combined. Principal components are trivial to calculate by using eigen analysis of correlation or covariance matrix of data features.
Although PCA is usually used for dimensionality reduction, Shyu et al. (2003) proposed an approach to utilize this algorithm for anomaly detection. If all variables from the dataset follow the normal distribution, the principal components (PCs) we compute should be independently normally distributed with their variance equal to the eigenvalues which we may obtain from single value decomposition. With this assumption, the algorithm states that \( \sum_{i=1}^{p} \frac{PC_i^2}{\lambda_i} \) follows the chi-square distribution with \( p \) degrees of freedom. To detect the anomalies using the PCA algorithm, all obvious outliers are removed using Mahalanobis distance; this step is carried out multiple times to remove any data points with very high Mahalanobis distance. With \( S \) as a covariance matrix, \( x_i \) as an observation of \( i^{th} \) feature in data and \( \bar{x} \) as the mean of all features, Mahalanobis distance \( D \) is defined as equation (4.7).

\[
D = \sqrt{(x_i - \bar{x})^T S^{-1} (x_i - \bar{x})} \tag{4.7}
\]

Further on, principal component analysis is applied to the training dataset, and their corresponding principal components are computed for the test dataset. Respective major and minor anomaly scores are computed using equation (4.8) and equation (4.9).

\[
AS_1 = \sum_{j=1}^{q} \frac{PC_j^2}{\lambda_j} \tag{4.8}
\]

\[
AS_2 = \sum_{j=p-r+1}^{p} \frac{PC_j^2}{\lambda_j} \tag{4.9}
\]

Predictions are made using computed anomaly scores. If \( AS_1 \geq c_1 \) or \( AS_2 \geq c_2 \) the observation is considered as an anomaly. Whereas if \( AS_1 < c_1 \) or \( AS_2 < c_2 \) the observation is labelled as a normal data point, where \( c_1 \) and \( c_2 \) are outlier thresholds. This version of PCA detects two types of anomalies: dependency-oriented anomalies and extreme-value anomalies. Extreme-value anomalies are the data points which have extreme coordinates in comparison to the data pattern and are detected by using equation (4.8). Dependency-oriented anomalies are anomalies that are usually those data points that may have a peculiar correlation among their features and can be detected using equation (4.9).
4.5 K-means

In clustering algorithms, K-means is one of the most popular choices for anomaly detection. It was introduced as an unsupervised learning algorithm by J. MacQueen (1967). The algorithm aims to partition the data into $k$ different clusters where each sample belongs to the cluster with the nearest mean. Each cluster is represented by a centroid $c$ which is the sample mean of observations in that cluster. The similarity measure used when comparing observations to the cluster is squared Euclidean distance, which can be computed by using equation (4.10) where $x_i$ is the observations and $c_i$ is the centroids and $n$ represents the number of observations.

$$d^2(x, c) = \sum_{i=1}^{n} (x_i - c_i)^2$$ (4.10)

The first step of the process in the K-means algorithm is to initialize the $k$ centroids. Then each observation is iteratively compared with each centroid and assigned to it based on the clusters least sum of squares. These assigned observations ultimately form clusters around the specific centroids. This process is the same as assigning each observation to its nearest centroid by using Euclidean distance or squared Euclidean distance as the minimum value for both should be same. This step in the algorithm is also known as the expectation step.

After each observation is assigned to their nearest centroids and first clusters are formed, the centroids are updated based on the new sample mean for each cluster. Centroids can be any arbitrary data point in the cluster representing the mean of the cluster; it does not have to be any one of the observations. The arithmetic mean is also minimizing the sum of squares within the clusters. This centroid updating step is also known as the maximization step.

At the time of termination of the K-means algorithm, results with final centroids and cluster assignment of all observations are delivered. The algorithm terminates when centroids have converged, which means the value of centroids stops updating with more iterations. There is no guarantee that k-means reaches the global optimum before termination, so it is a common practice to run the algorithm several times on the data and choose a model with the lowest within-cluster sum of squared distances. As the mean of each cluster can be any arbitrary data point running the algorithm every time may produce different solutions that have converged differently, but could be somewhat similar. If the centroids are initialized near to the local optimum, the algorithm is likely to converge faster. K-means is a variant of a more generalized
clustering approach Expectation-Maximization (EM). EM algorithm has a more probabilistic approach to clustering and creates soft-clusters in contrary to hard-clusters created by K-means.

Many techniques are proposed to initialize the centroids for fast convergence and fast termination. However, Arthur and Vassilvitskii (2007) proposed an approach named \textit{k-means++} in which the standard initialization of the centroids is done by uniformly selecting data points from the dataset. Arthur and Vassilvitskii (2007) proved in their original paper that standard \textit{k-means++} outperforms standard K-means in convergence time and minimizing within-cluster sum of squared distance.

### 4.6 Deep Autoencoders

Artificial neural network algorithms are relatively old but have gained popularity recently due to significant breakthroughs in technology. An autoencoder is a particular type of artificial neural network that attempts to replicate its input as closely as possible to its output. Concisely, its an algorithm that can learn a way to regenerate what is fed to it. J. Zheng and Peng (2018) state in their research that autoencoders achieve that by determining the encoding of input data. It allows them to reconstruct the input data using a computed encoding. As figure 4.3 illustrates the schematic structure of an autoencoder can be broken into two parts encoder and decoder.

![Figure 4.3. Schematic structure of an autoencoder with 3 fully connected hidden layers; Commons (2016).](image)

The transition from the first layer $X$ of the network to the middle layer $z$ of the network represents encoder, and the transition from the middle layer of the network to the rightmost last layer $X'$ of the network represents decoder. The first layer of
an autoencoder neural network is an input layer $X$, which may consist of $m$ nodes, the same number of nodes as the dimensions of the data. The middle layer of the network $z$ may have $n$ nodes, where $n$ represents the dimensions of encoding. The rightmost layer $X'$ is the output layer and similar to the input layer shall have $m$ nodes. As explained by Wang, Yao, and Zhao (2016) autoencoders are usually used for dimensionality reduction so that the dimensions of the learned encoding is usually smaller in size than the input.

As stated by the J. Zheng and Peng (2018) equation (4.11) represents the encoder $e$ in the autoencoder and equation (4.12) represents the decoder $d$ in the autoencoder. In the equations below $W$ is an $n \times n$ matrix consisting of weights in the layers of neural network. $b$ is the vector with size $n$ which contains the bias of the layer and $x$ is the input vector of length $n$. The $\sigma$ represents a nonlinear transformation function such as sigmoid.

$$e = \sigma(W_{enc}x + b_{enc}) \quad (4.11)$$

$$d = \sigma(W_{dec}e + b_{dec}) \quad (4.12)$$

Deep autoencoders are neural networks with more complex structures such that each layer of encoder reduce the dimensions of the input to determine the hidden encoding behind the data. Vice versa each layer of decoder enlarges the dimensions until it reaches the input size. Autoencoder is an unsupervised learning algorithm that can encode and decode data while minimizing the error using the Hecht-Nielsen (1992) backpropagation algorithm. The reconstruction error is the metric used to quantify the similarity between the input and output of autoencoder.

To detect anomalies unlabeled data is given to the autoencoder for training, and it tries to minimize the reconstruction error over the training set. One of the most common reconstruction errors used is Lehmann and Casella (2006) mean squared error. Autoencoder tries to fit the model onto the normal dataset without anomalies, and since the autoencoder has not encountered any anomalies, the reconstruction should perform better on normal observations than on anomalies. Hence we can differentiate the anomalies from the standard data by calculating the reconstruction error. Typically the reconstruction error of an anomaly should be higher than the reconstruction error of normal observation. A threshold value $\alpha$ can be determined, which can set the boundary for classifying anomalous observations.
4.7 Ensemble Classification

Ensemble methods use a diverse combination of various algorithms to make a decision instead of relying on one. As mentioned by Raschka [2018] a standard method to combine the predictive power of these algorithms is called majority voting, which is a democratic solution to determine the final decision. Majority voting method can be represented by equation (4.13) where we predict \( \hat{y} \) class label via majority voting of each classifier \( C_j \).

\[
\hat{y} = \text{mode} \{ C_1(x), C_2(x), \ldots, C_j(x) \} \quad (4.13)
\]

Another addition to the majority voting technique is that it also allows the association of weights with every algorithm making each algorithm’s decision less or more effective in the final decision. Weighted majority voting can be illustrated by equation (4.14) here we can compute a weighted majority vote \( w_j \) by associating it with classifier \( C_j \).

\[
\hat{y} = \arg \max_i \sum_{j=1}^m w_j \chi_A (C_j(x) = i) \quad (4.14)
\]

Here \( \chi_A \) is the characteristic function \( [C_j(x) = i \in A] \), and \( A \) is a unique set of class labels. Raschka [2018] explains another method called soft voting. Soft voting takes into account decision probabilities \( p \) of each classification algorithm to make a final decision and can be represented by equation (4.15) where \( w_j \) is the weight that can be assigned to the \( j^{th} \) classifier.

\[
\hat{y} = \arg \max_i \sum_{j=1}^m w_j \chi_A (C_j(x) = i) \quad (4.15)
\]
5 Frameworks and dataset

This chapter dives into the technologies and frameworks used to conduct experiments for this thesis and the life cycle of the blockchain anomaly detection process. Along with the exploratory analysis illustrations of the data it also explains how the dataset is constructed and pre-processed for the algorithms to model. This chapter also explains in detail the evaluation methods utilized for this thesis research.

5.1 Technology and Frameworks

The programming language used to conduct experiments for this thesis is Python (version 3.6.7). Numerous libraries are used for different purposes to assist experiments. However, the major libraries are as follows:

- **Numpy (version 1.17.0):** NumPy is the fundamental package for array computing with Python and used in various computation operations.

- **Pandas (version 0.25.0):** It offers robust data structures for data analysis and is used for data handling and manipulation.

- **Scikit-Learn (version 0.20.3):** Implements various standard machine learning and model evaluation algorithms such as K-means, ROC Curve, F1-Score and more.

- **Matplotlib (version 3.1.1):** Is a plotting package used for visualization of data.

- **Seaborn (version 0.8.1):** Is a statistical data visualization tool used for data visualization.

- **Pickle (version 4.0):** This module implements binary protocols for serializing and de-serializing a Python object structure and is used for model preservation.

- **PyOD (version 0.7.2):** A Python toolkit for scalable outlier detection (Anomaly Detection) that implements the majority of anomaly detection algorithms such as HBOS, CBLOF, PCA, Isolation Forest and more.
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1https://github.com/epicprojects/blockchain-anomaly-detection
• **Keras (version 2.1.6):** Deep learning library that makes implementing neural networks more comfortable to manage and understand.

• **mlxtend (version 0.17.0):** Machine learning library extensions used in this thesis for combining all models for voted ensemble classification.

• **NetworkX (version 2.1):** Python package for creating and manipulating graphs and networks used to generate the transaction graph from raw bitcoin data.

• **Hyperopt (version 0.1):** Distributed Asynchronous Hyperparameter Optimization library used for estimating the best parameters for anomaly detection algorithms.

• **imblearn (version 0.5.0):** Toolbox for the imbalanced dataset in machine learning used in this thesis for synthetic data creation.

• **bitcoin-blockchain-parser (version 0.1.4):** The library developed by Calvez [2015] provides a parser for the raw data stored by bitcoind; it was modified for this thesis and is utilized to read and extract data from raw bitcoin .blk files.

### 5.2 Dataset

Raw bitcoin blockchain data is used to create the dataset for this thesis. All bitcoin data was synced from the internet using the bitcoin client software. All the data in bitcoin blockchain is stored into a public ledger and is represented by the currency unit called the Bitcoin (BTC). The ledger data contains all the bitcoin transactions from the beginning of the network creation to now. As recorded by Blockchain.com [2019], there are approximately 450,000,000 transactions within the bitcoin ledger. For each transaction, there can be multiple numbers of sender and receiver addresses. Moreover, a single user can own multiple addresses, and each user is anonymous as there is no personal information associated with any of the addresses.

The synced raw data from the bitcoin client was filtered out by the year parameter to extract a subset. This subset was extracted by writing a python snippet and represented the data from the year 2011 to 2013, which is approximately 29,000,000 transactions. The reason for selecting this specific range of years is the availability of
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anomalous bitcoin transactions data. Bitcoin Forum [2014] has a comprehensive collection of BTC fraud transactional activity; it has covered details about categories such as BTC Thefts, BTC Hacks, and BTC Losses, the red-flagged transaction of interest in each case along with details about the date and how much BTC was stolen or lost. Data from Bitcoin Forum [2014] was extracted to create an anomalies dataset using a crawler written in python. This thesis used the following technique to tag malicious transaction while creating the final dataset: all the child transactions of a malicious transaction were also tagged as malicious. So, if someone stole some bitcoins and that particular transaction was tagged as a malicious activity, all the further occurring transactions such as transactions moving those stolen bitcoins elsewhere were also tagged as malicious.

Raw bitcoin data needed to be transformed into a meaningful structure and labeled using fraudulent transactional cases. The transactional data from the raw files were parsed to be represented as a directed graph structure. As illustrated by Reid and Harrigan [2013], the data is logically connected and can be represented as a transaction network. This transaction network $T$ represents the flow of bitcoins between transaction throughout a period. Each vertex of this graph may represent a transaction, and each directed-edge between a source and a destination may represent details such as the number of bitcoins and timestamp of that transaction. The directed-edge is initiated from the input of the transaction directing towards the corresponding target output. Figure 5.1 represents a graphical illustration of a sub-graph from the transaction graph.

Figure 5.1 shows an example sub-network of network $T$. Transaction $t_1$ has one input and two outputs, it was added to the blockchain on 1st May 2011. One output of $t_1$ is a transfer of 1.2 BTC (Bitcoins) to a user with public-key $pk_1$. The public keys are not illustrated in the figure 5.1 above. Transaction $t_2$ has two inputs and two outputs; it was carried out on 5th May 2011. One of the outputs of $t_2$ is the transfer of 0.12 BTC to a user identified by public-key $pk_2$. $t_3$ transaction has two inputs and one output it was added to the ledger on 5th May 2011, Inputs of $t_3$ are connected to outputs of $t_1$ and $t_2$ where $t_3$ itself have only one output $t_4$ that transfers 1.32 BTC on 5th May 2011.

This transaction network graph is represented by a directed acyclic graph (DAG) and needs to be stored in memory in order to create the data set for anomaly detection. After experimenting with various storage techniques such as Relational

3https://iee-dataport.org/open-access/bitcoin-hacked-transactions-2010-2013
Database, Graph Database, and Standard File System, it was determined that the fastest way to create a DAG was from a standard file system. A comma-separated value (CSV) dataset\footnote{https://ieee-dataport.org/open-access/bitcoin-transactions-data-2011-2013} was created with variables such as input-transaction hash, output-transaction hash, timestamp, and bitcoin value. Each line of this CSV file represented at what time and how many bitcoins (BTC) were transferred from the input-transaction hash to the output-transaction hash. This CSV file was later used to create an in-memory directed acyclic graph using python NetworkX library.

An in-memory directed acyclic graph (DAG) was created using the previously generated CSV file. In this DAG each vertex represented a transaction had a certain number of indegree and outdegree values along with a specific number of bitcoins (BTC) flowing-in and flowing-out. The DAG was traversed to extract the features and incorporate them into a dataset. The following features were extracted from the DAG to create a final dataset for anomaly detection.

- **In-degree**: Number of transactions from which a given transaction receives money.
- **Out-degree**: Number of transactions that a given transaction gives money to.
- **In-BTC**: Number of bitcoins on each incoming edge to a given transaction.
• **Out-BTC:** Number of bitcoins on each outgoing edge from a given transaction.

• **Total-BTC:** Net number of bitcoins for a given transaction considering all in- and out-going edges from that transaction.

• **Average in-BTC:** Average number of bitcoins on each incoming edge to a given transaction.

• **Average out-BTC:** Average number of bitcoins on each outgoing edge from a given transaction.

• **Is-Anomaly:** Status of a given transaction if it is malicious or not.

While traversing the DAG, each transaction was also labeled as either anomalous or non-anomalous resulting in a final dataset consisting of metadata extracted from the DAG. The final dataset had around 30 million normal non-malicious transactions and 108 malicious transactions. It is to be noticed that the data is highly imbalanced, and it is challenging to create a robust model for anomaly detection. Not all anomaly detection algorithms are capable of handling such a massive amount of data, so for some algorithms, a specific number of sub-samples were modeled and compared to find the best fitting model. Also Synthetic Minority Over-sampling Technique (SMOTE) was used to perform over-sampling over the class of malicious transactions in order to have more training instances for modeling. However, only non-synthetic data was used to test the model.

### 5.3 Exploratory Data Analysis (EDA)

Exploratory analysis of the data includes various visualizations that help understand the data and the relationship among its dimensions in a more in-depth manner. It also helped in detecting class imbalance within data as well as it feature’s correlation. The exploratory analysis also helped in understanding what kind of transformation can be applied on data to prepare it before modeling.

Exploratory data analysis revealed some insights into the data. As also mentioned in previous section, the class distribution of the dataset is highly imbalanced with 30,248,026 non-malicious data points and only 108 malicious transactions, make malicious transactions to be only approximately 0.00035% of whole data. A frequency histogram illustrates it in figure [5.2](#) where x-axis of the plot represents a non-malicious class with '0' and malicious class with '1' and the y-axis represents
the frequency of classes. The y-axis of the histogram was log-scaled for better visual representation.

![Histogram of class distribution](image)

**Figure 5.2.** A frequency histogram of the extracted bitcoin transactional data representing distribution of malicious and non-malicious transactions in the dataset.

Distributions of all variables were plotted to have a visual sense of the data; e.g. if it is skewed and requires any transformation or normalization. Figure 5.3 illustrates the data in a grid of distribution histograms. Each histogram represents a single feature of the dataset and its respective data distribution. For the visual representation, both x-axis and y-axis were log-scaled. We can see in Figure 5.3 that all variables of the data highly follow a right-skewed distribution. This skewness of data can cause difficulty in the modeling process. Transformations to reduce the right-skewness of the data include square root, cube root, and log. According to this thesis’s experiments, a Log function transformation seems to have a positive effect on the data. However, according to the table 5.1, our data contains of zero values, and standard log transformation cannot be applied to it. Table 5.1 also describes other statistics of the data such as mean, standard deviation, min value and max value for each feature of the dataset before the transformation.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Indegree</th>
<th>Outdegree</th>
<th>In-BTC</th>
<th>Out-BTC</th>
<th>Total-BTC</th>
<th>Mean-in-BTC</th>
<th>Mean-out-BTC</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>2.149</td>
<td>2.149</td>
<td>54.842</td>
<td>54.842</td>
<td>109.683</td>
<td>49.240</td>
<td>28.771</td>
</tr>
<tr>
<td>std</td>
<td>7.421</td>
<td>4.512</td>
<td>1303.303</td>
<td>1301.473</td>
<td>2602.527</td>
<td>972.921</td>
<td>712.557</td>
</tr>
<tr>
<td>min</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>max</td>
<td>1932</td>
<td>1322.000</td>
<td>550000</td>
<td>500020.7</td>
<td>1050000</td>
<td>499259.58</td>
<td>500000</td>
</tr>
</tbody>
</table>

**Table 5.1.** Untransformed data statistics.

Since standard log transformation cannot be applied to the data, on several experiments a $\log(x+1)$ transformation was applied along with 'Robust Scaler' transformation. The purpose of the robust scaler transformation is to standardize the
data by removing the median and scaling the data according to the Interquartile Range (IQR) between the 1st quartile (25th quantile) and the 3rd quartile (75th quantile). Scaling and standardization is applied to each feature independently and is achieved by computing relevant statistics. Standardization is a common requirement of several machine learning algorithms. Usually, it is achieved by removing the mean and scaling to the unit variance. However, in the case of outliers, sample mean and variance can be influenced negatively, hence affecting final results. In such cases, interquartile range and median can often give better results, and that is the motivation behind particularly choosing the robust scaler.
After the normalization and standardization transformations have been applied, the features of the data are observed to be less skewed than before. Moreover, the data is in a more reasonable range, and all the units of the variables have been standardized. This pre-processing step can help various machine learning estimators to perform better. However, the data is still skewed to some level and may cause complexity when modeled. Figure 5.4 illustrates the data distribution histograms after the transformation was applied. Table 5.2 describes statistics of the transformed data.

**Figure 5.4.** Frequency distribution histograms of the transformed data.
Correlation matrices are one of the essential factors of understanding data. They can aid us in determining if the features heavily influence a specific transaction to be malicious. Both extremely positive or negative correlation can reveal a feature’s ability to affect maliciousness. To make sure that high data imbalance does not affect feature correlation, a second correlation matrix for a random subsample with balanced classes is also created and analyzed. Figure 5.5 visualizes the correlation matrix for complete data, whereas Figure 5.6 illustrates the correlation matrix for a balanced class random sub-sample. Based on both correlation matrices, we can say that \textit{indegree} and \textit{outdegree} exhibit negative correlation with maliciousness. The lower these correlation values are, the more likely the result will be a fraud transaction. On the contrary the features \textit{in\_btc}, \textit{out\_btc}, \textit{mean\_in\_btc}, \textit{mean\_out\_btc} and \textit{total\_btc} exhibit positive correlation. The higher these values are, the more likely the end result will be a fraud transaction. Strong blue color represent high correlation values, strong red color represent low correlation values, and all shades in between show values varying in between.

\begin{table}[h]
\centering
\begin{tabular}{lcccccc}
\hline
 & Indegree & Outdegree & In-BTC & Out-BTC & Total-BTC & Mean-in-BTC & Mean-out-BTC \\
\hline
mean & 0.613 & -0.026 & 0.312 & 0.307 & 0.230 & 0.408 & 0.395 \\
std & 1.138 & 0.268 & 0.729 & 0.717 & 0.648 & 0.831 & 0.836 \\
min & -1.710 & -1.099 & -0.304 & -0.304 & -0.391 & -0.235 & -0.240 \\
\hline
\end{tabular}
\caption{Transformed data statistics.}
\end{table}

\textbf{Figure 5.5.} Correlation matrix visualization of complete data.
Figure 5.6. Correlation matrix visualization of class balanced random subsample.

Pair plots are a powerful tool that can help in data distribution exploration and uncovering relationships among data dimensions. It provides a comprehensive first glance at the data visually that can lead to further analysis decisions. Figure 5.7 shows a 7 x 7 grid structure in which each x-axis variable represents a relationship plot with each y-axis variable. The diagonal of this grid shows a histogram for each variable, thus depicting their distributions. The legend of the plot on middle-right helps in understanding the data-points. All blue data points in the pair plots represent normal non-malicious transactions whereas all red data points in the pair plots represent malicious transactions which are marked as fraudulent. As observed from Figure 5.7 there is a visible pattern of malicious transaction in-between several variable relationships. This pair plot is based on a complete data set consisting of approximately 30 million transactions. However, as mentioned in previous subsections, the data was normalized and standardized for better visual representation. This thesis aims to learn and estimate models of the patterns visible in the multiple pairwise bivariate distributions plot. Due to computation and storage scope limitations, previously known studies have not computed this many variables to extract a pattern. As seen in the illustration, the data is highly non-linear and would require a complex representation to learn.

This chapter also describes the implementation and results for all the research experiments for this thesis. It explains the metrics that are used to evaluate the results. Due to the nature of this research, multiple evaluation techniques were required in accordance with their respective algorithms and limitations.

In all experiments for this thesis, data is passed through a pipeline, which performs filtration, normalization, and scaling transformation over data to prepare it for
modeling. Although this experiment is treated as an unsupervised activity, the data is divided into a training set and a test set for evaluation purposes. The training set for isolation forest contains 80% of the data and consists of 24,198,425 non-malicious data points and 82 malicious data points. The test set contains 20% of the data and consists of 6,049,601 non-malicious data points and 26 malicious data points.

Figure 5.7. Pair-plot grid between all feature variables visualizing the patterns of malicious and non-malicious transactions. The legend on middle-right describes the data point classes.
5.4 Evaluation Metrics

This sub-section explains various evaluation metrics that are utilized in this thesis. Due to the high class-imbalance nature of the data in this thesis, conventional evaluation techniques are not applicable. However, various state-of-the-art evaluation metrics such as confusion matrix, recall, precision, accuracy, and more in combination a fair evaluation.

A confusion matrix $C$ is a matrix that represents the error of a classification problem $C_{ij}$ such that $C_{ij}$ is equal to the number of observations belonging to group $i$ but predicted to be in group $j$. In a binary classification scenario, the count of $C_{0,0}$, True Negatives (TN), represents observations that were negative and predicted negative. $C_{1,1}$, True Positives (TP), is the count of positive observations that were predicted positive. $C_{0,1}$, False Positives (FP), is the count of observations which were negative but predicted positive, and $C_{1,0}$, False Negatives (FN), is the count of negative observations predicted positive. Data from a confusion matrix can be used to compute various evaluation scores for a model, such as accuracy, precision, and recall.

Micro average metrics are sustainable to use when dataset classes vary in size and macro average metrics when it is vital to determine how the system performs overall all classes of data. For this thesis research, we want to determine the overall performance of the system across both malicious and non-malicious classes, so macro average metrics are primarily used. Micro average metrics in sum up True Positives (TP), False Positives (FP) and False Negatives (FN) for different classes individually to obtain statistics. Whereas macro average metrics are straight forward and compute the average of statistics, i.e., recall, precision on different classes of the data. Macro evaluation metrics are explained in more detail below.

Accuracy is an intuitive performance measure that computes the ratio between predicted observations and total observations and can be calculated by $\frac{TP + TN}{TP + FP + FN + TN}$. It gives a general idea about how well a model is trained, however for imbalanced datasets it does not perform well and can be deceiving. Balanced accuracy, on the other hand, is a more practical approach to calculate the accuracy of a model when data is imbalanced. Balanced accuracy is defined as the average of recall score $R$ obtained on each class and can be defined as equation \[ (5.1) \]

\[ \text{balanced accuracy} = \frac{1}{C} \sum_{j=1}^{C} R_j \]
The ratio of correctly predicted positive observations to the total predicted positive observations is called precision and can be computed using \( \frac{TP}{TP + FP} \). Whereas for \( C \) classes, the macro precision score can be described as equation 5.2 in which \( TP_j \) and \( FP_j \) represent true positives and false positives of each class label \( j \).

\[
\text{macro precision} = \frac{1}{C} \sum_{j=1}^{C} \frac{TP_j}{TP_j + FP_j}
\] (5.2)

Recall score is the ratio of correctly predicted positive observations to all the observations in the actual positive class and can be computed by \( \frac{TP}{TP + FN} \). Macro recall score for \( C \) classes is defined as equation 5.3 in which \( TP_j \) represents true positives and \( FN_j \) represents false negatives for each class label \( j \).

\[
\text{macro recall} = \frac{1}{C} \sum_{j=1}^{C} \frac{TP_j}{TP_j + FN_j}
\] (5.3)

A weighted average of precision and recall is defined as F-Score, it can also be described as a harmonic mean of precision and recall and can be calculated by \( \frac{2 \times (\text{Precision} \times \text{Recall})}{\text{Precision} + \text{Recall}} \). As equation 5.4 depicts, macro-f1 score is the harmonic mean between precision \( P_j \) and recall \( R_j \).

\[
\text{macro } F_1 = \frac{1}{C} \sum_{j=1}^{C} \frac{2 \times P_j \times R_j}{P_j + R_j}
\] (5.4)

A receiver operating characteristic curve (ROC) is a visual illustration of diagnostic ability for a classifier as its discrimination threshold is varied. A ROC curve is created by plotting a graph between true positive rate (TPR) and false positive rate (FPR) at different threshold settings. True positive rate (TPR) is known as sensitivity or probability of detecting the right answer. Whereas the false positive rate (FPR) is known as fall-out or the probability of false-alarm of an algorithm. In a machine learning problem ROC curves play the role of figuring out how good the model is. The area under the curve (AUC) of a receiver operating characteristic curve (ROC) estimates a score that describes the model performance. Higher the AUC the better the performance of the model.
6 Research Results

This chapter explains the evaluation results for all algorithms and how they were obtained. Various evaluation metrics explained in section 5.4 were used to perform the assessment. Due to the vast amount of data, the time complexity for some algorithms was enormous. However, to tackle the problem, we randomly subsampled 1/10th of the training data and fit 20 different models with fine-tuned hyper-parameters. Parameters such as sub-sampling 1/10th of data and training exactly 20 models were calculated based on experiments and the values were finalized when the model’s performance stopped changing even when the sample size or the number of models were increased.

6.1 Isolation Forest

To handle the extreme class imbalance, Synthetic Minority Over-sampling Technique (SMOTE) is utilized to generate more synthetic malicious training samples so that the algorithm can detect a pattern of anomalies within the data more efficiently. The ratio for newly generated synthetic data points is also estimated by hyper-parameter optimization. All hyper-parameters are optimized by minimizing a loss function. For this research case, the loss function chosen is the complement of the Macro F1 score. Optimized parameters estimated for isolation forest are 40 N-estimators and a 0.057 contamination/oversampling fraction. All trained models are evaluated using a single test set, which contains non-synthetic data unseen by all models. Table 6.1 describes the evaluation metrics for training data, and the table 6.2 describes evaluation metrics for test data.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Iteration-Accuracy</th>
<th>Balanced-Accuracy</th>
<th>Macro-Precision</th>
<th>Macro-Recall</th>
<th>Macro-F1</th>
<th>Macro-ROC</th>
<th>Precision</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>0.944286</td>
<td>0.727854</td>
<td>0.733215</td>
<td>0.730147</td>
<td>0.738471</td>
<td>0.430133</td>
<td>0.496235</td>
<td>93.2479</td>
</tr>
<tr>
<td>14</td>
<td>0.943677</td>
<td>0.721427</td>
<td>0.727577</td>
<td>0.727728</td>
<td>0.722922</td>
<td>0.495351</td>
<td>0.455728</td>
<td>93.8507</td>
</tr>
<tr>
<td>1</td>
<td>0.942017</td>
<td>0.711988</td>
<td>0.724827</td>
<td>0.724826</td>
<td>0.728087</td>
<td>0.468367</td>
<td>0.499235</td>
<td>93.7485</td>
</tr>
<tr>
<td>2</td>
<td>0.941547</td>
<td>0.713191</td>
<td>0.724826</td>
<td>0.724826</td>
<td>0.728087</td>
<td>0.468367</td>
<td>0.499235</td>
<td>93.7485</td>
</tr>
<tr>
<td>12</td>
<td>0.941232</td>
<td>0.711988</td>
<td>0.724827</td>
<td>0.724826</td>
<td>0.728087</td>
<td>0.468367</td>
<td>0.499235</td>
<td>93.7485</td>
</tr>
<tr>
<td>8</td>
<td>0.940233</td>
<td>0.714784</td>
<td>0.725654</td>
<td>0.726545</td>
<td>0.729811</td>
<td>0.459801</td>
<td>0.483791</td>
<td>93.6350</td>
</tr>
<tr>
<td>20</td>
<td>0.942123</td>
<td>0.713992</td>
<td>0.725456</td>
<td>0.728047</td>
<td>0.731952</td>
<td>0.455351</td>
<td>0.484416</td>
<td>93.9393</td>
</tr>
<tr>
<td>3</td>
<td>0.940979</td>
<td>0.713992</td>
<td>0.725456</td>
<td>0.728047</td>
<td>0.731952</td>
<td>0.455351</td>
<td>0.484416</td>
<td>93.9393</td>
</tr>
<tr>
<td>13</td>
<td>0.940137</td>
<td>0.718127</td>
<td>0.719327</td>
<td>0.719327</td>
<td>0.723891</td>
<td>0.447031</td>
<td>0.477224</td>
<td>93.4794</td>
</tr>
<tr>
<td>9</td>
<td>0.939363</td>
<td>0.717374</td>
<td>0.716788</td>
<td>0.716788</td>
<td>0.716788</td>
<td>0.441083</td>
<td>0.469145</td>
<td>93.9393</td>
</tr>
<tr>
<td>6</td>
<td>0.939072</td>
<td>0.715707</td>
<td>0.710416</td>
<td>0.710416</td>
<td>0.710416</td>
<td>0.432139</td>
<td>0.469145</td>
<td>93.9393</td>
</tr>
</tbody>
</table>

Table 6.1. Isolation forest training data evaluation metrics table.
<table>
<thead>
<tr>
<th>Iteration</th>
<th>Accuracy</th>
<th>Balanced-Accuracy</th>
<th>Macro-Precision</th>
<th>Macro-Recall</th>
<th>Macro-F1</th>
<th>Macro-ROC</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>ROC</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>0.967647</td>
<td>0.723704</td>
<td>0.727044</td>
<td>0.723704</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.905661</td>
<td>253.73614</td>
</tr>
<tr>
<td>14</td>
<td>0.967226</td>
<td>0.718106</td>
<td>0.718064</td>
<td>0.702512</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.905661</td>
<td>256.524819</td>
</tr>
<tr>
<td>19</td>
<td>0.966024</td>
<td>0.717105</td>
<td>0.716705</td>
<td>0.716059</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.907029</td>
<td>253.1945</td>
</tr>
<tr>
<td>1</td>
<td>0.969016</td>
<td>0.723417</td>
<td>0.721452</td>
<td>0.723417</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.907029</td>
<td>256.8338</td>
</tr>
<tr>
<td>5</td>
<td>0.967012</td>
<td>0.716419</td>
<td>0.716409</td>
<td>0.716419</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.907029</td>
<td>256.9050</td>
</tr>
<tr>
<td>7</td>
<td>0.967478</td>
<td>0.715167</td>
<td>0.715676</td>
<td>0.715467</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.907029</td>
<td>253.73614</td>
</tr>
<tr>
<td>11</td>
<td>0.967079</td>
<td>0.715142</td>
<td>0.715454</td>
<td>0.715742</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.907029</td>
<td>256.9050</td>
</tr>
<tr>
<td>2</td>
<td>0.967371</td>
<td>0.736088</td>
<td>0.736068</td>
<td>0.736088</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.907029</td>
<td>253.73614</td>
</tr>
<tr>
<td>15</td>
<td>0.967032</td>
<td>0.719159</td>
<td>0.715676</td>
<td>0.715676</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.907029</td>
<td>256.9050</td>
</tr>
<tr>
<td>6</td>
<td>0.967486</td>
<td>0.712875</td>
<td>0.712975</td>
<td>0.712875</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.907029</td>
<td>253.73614</td>
</tr>
<tr>
<td>12</td>
<td>0.967659</td>
<td>0.713176</td>
<td>0.713769</td>
<td>0.713769</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.907029</td>
<td>256.9050</td>
</tr>
<tr>
<td>17</td>
<td>0.967353</td>
<td>0.711969</td>
<td>0.713809</td>
<td>0.713809</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.907029</td>
<td>256.9050</td>
</tr>
<tr>
<td>20</td>
<td>0.967294</td>
<td>0.722409</td>
<td>0.721599</td>
<td>0.721599</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.907029</td>
<td>256.9050</td>
</tr>
<tr>
<td>3</td>
<td>0.967207</td>
<td>0.728655</td>
<td>0.728655</td>
<td>0.728655</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.907029</td>
<td>256.9050</td>
</tr>
<tr>
<td>9</td>
<td>0.966727</td>
<td>0.725922</td>
<td>0.725922</td>
<td>0.725922</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.907029</td>
<td>256.9050</td>
</tr>
<tr>
<td>18</td>
<td>0.966661</td>
<td>0.725662</td>
<td>0.725662</td>
<td>0.725662</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.907029</td>
<td>256.9050</td>
</tr>
<tr>
<td>8</td>
<td>0.966291</td>
<td>0.716168</td>
<td>0.716088</td>
<td>0.716088</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.907029</td>
<td>256.9050</td>
</tr>
<tr>
<td>13</td>
<td>0.966268</td>
<td>0.709827</td>
<td>0.709827</td>
<td>0.709827</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.907029</td>
<td>256.9050</td>
</tr>
</tbody>
</table>

Table 6.2. Isolation forest test data evaluation metrics table.

Both tables described above are descendingly rearranged according to the Macro-F1 score. The reason behind this sort is to highlight which models have higher precision and recall in combination. The first row of the table shows the best model according to the selected criterion. The time in the tables is measured in seconds, table 6.1 time represents the training time per particular model and table 6.2 represents the evaluation time per particular model when evaluating the test set. Below are visual plots of various evaluation metrics for isolation forest to understand the results in a detailed manner.

![Figure 6.1. Time elapsed for training and validating each model.](image)

Selecting a model based on these evaluation metrics is challenging; however, for this thesis, the Macro-F1 metric is selected as the baseline as we are interested in the optimized precision and recall combination of a model. By analyzing the visual illustrations and based on the highest macro-F1 metric and a fairly reasonable ROC curve and other evaluation metrics, iteration 16 is favourable.
Figure 6.2. Training and validation balanced accuracy metric for each model.

Figure 6.3. Training and validation macro F1 score metric for each model.

Figure 6.4. Training and validation macro precision score metric for each model.
Figure 6.5. Training and validation macro recall score metric for each model.

Figure 6.6. Training and validation area under the curve (AUC) of receiver operating characteristic curve (ROC) for each model.

Figure 6.7. Training and validation precision versus recall trade-off for iteration 16.
Figure 6.8. Training and validation area under the curve (AUC) of receiver operating characteristic curve (ROC) for iteration 16.

Confusion matrix gives an overall view of the classifier evaluation. Confusion metrics in figure 6.9 represent the classification evaluation in percentage format. Based on figure 6.9 it can be determined that 62% (16 out of 26) of the malicious transactions were correctly detected and equally important 97% (5,867,741 out of 6,049,601) of non-malicious transactions were also correctly classified as normal transactions.

Figure 6.9. Training and validation percentage confusion matrix for iteration 16.
6.2 Histogram-based Outlier Score (HBOS)

As Goldstein and Dengel (2012) describe Histogram based outlier score (HBOS) is not so sensitive to the massive volume of data. The computation time for HBOS can be reasonable with large quantity of training data. However, to be fair about results comparisons with other algorithms, the training data is randomly subsampled into 20 chunks, and each chunk contains 1/10th of the data with substantial malicious data points. Chawla et al. (2002), Synthetic Minority Over-sampling Technique (SMOTE) is used to partially balance the class imbalance so the algorithm can search for a recognizable pattern. All hyper-parameters, including the over-sampling ratio, are estimated by the hyper-parameter tuning process. Best hyper-parameters are chosen based on the maximization of the macro-F1 metric. HBOS is estimated to give best results when trained with 8 N-bins, 0.714 alpha, 0.379 tol, and 0.249 contamination/oversampling ratio.

### Table 6.3. Histogram based outlier score (HBOS) training data evaluation metrics table.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Accuracy</th>
<th>Balanced-Accuracy</th>
<th>Macro-Precision</th>
<th>Macro-Recall</th>
<th>Macro-F1</th>
<th>Macro-HOC</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.890301</td>
<td>0.814808</td>
<td>0.814808</td>
<td>0.473445</td>
<td>0.915763</td>
<td>0.090301</td>
<td>0.790769</td>
<td>0.000862</td>
<td>0.918763</td>
<td>2.4839</td>
</tr>
<tr>
<td>1</td>
<td>0.890922</td>
<td>0.814806</td>
<td>0.814806</td>
<td>0.473444</td>
<td>0.915762</td>
<td>0.090922</td>
<td>0.790759</td>
<td>0.000862</td>
<td>0.918757</td>
<td>2.4839</td>
</tr>
<tr>
<td>2</td>
<td>0.890753</td>
<td>0.814762</td>
<td>0.814762</td>
<td>0.473437</td>
<td>0.915652</td>
<td>0.090753</td>
<td>0.790744</td>
<td>0.000862</td>
<td>0.918742</td>
<td>2.6617</td>
</tr>
<tr>
<td>3</td>
<td>0.896875</td>
<td>0.814721</td>
<td>0.814721</td>
<td>0.473434</td>
<td>0.915651</td>
<td>0.096875</td>
<td>0.790737</td>
<td>0.000862</td>
<td>0.918735</td>
<td>2.6617</td>
</tr>
<tr>
<td>4</td>
<td>0.898966</td>
<td>0.814715</td>
<td>0.814715</td>
<td>0.473433</td>
<td>0.915651</td>
<td>0.098966</td>
<td>0.790734</td>
<td>0.000862</td>
<td>0.918729</td>
<td>2.5544</td>
</tr>
<tr>
<td>5</td>
<td>0.896192</td>
<td>0.814942</td>
<td>0.814942</td>
<td>0.461832</td>
<td>0.915294</td>
<td>0.096192</td>
<td>0.790722</td>
<td>0.000862</td>
<td>0.918712</td>
<td>2.5544</td>
</tr>
<tr>
<td>6</td>
<td>0.879081</td>
<td>0.814707</td>
<td>0.814707</td>
<td>0.460896</td>
<td>0.915079</td>
<td>0.079081</td>
<td>0.790700</td>
<td>0.000862</td>
<td>0.918697</td>
<td>2.5544</td>
</tr>
<tr>
<td>7</td>
<td>0.879498</td>
<td>0.814704</td>
<td>0.814704</td>
<td>0.460843</td>
<td>0.915075</td>
<td>0.079498</td>
<td>0.790682</td>
<td>0.000862</td>
<td>0.918682</td>
<td>2.5544</td>
</tr>
<tr>
<td>8</td>
<td>0.874047</td>
<td>0.814703</td>
<td>0.814703</td>
<td>0.460755</td>
<td>0.915073</td>
<td>0.074047</td>
<td>0.790665</td>
<td>0.000862</td>
<td>0.918665</td>
<td>2.5544</td>
</tr>
<tr>
<td>9</td>
<td>0.873823</td>
<td>0.814031</td>
<td>0.814031</td>
<td>0.460681</td>
<td>0.915071</td>
<td>0.073823</td>
<td>0.790648</td>
<td>0.000862</td>
<td>0.918648</td>
<td>2.5544</td>
</tr>
<tr>
<td>10</td>
<td>0.873256</td>
<td>0.813218</td>
<td>0.813218</td>
<td>0.460629</td>
<td>0.915065</td>
<td>0.073256</td>
<td>0.790631</td>
<td>0.000862</td>
<td>0.918631</td>
<td>2.5544</td>
</tr>
<tr>
<td>11</td>
<td>0.873187</td>
<td>0.813056</td>
<td>0.813056</td>
<td>0.460544</td>
<td>0.915061</td>
<td>0.073187</td>
<td>0.790618</td>
<td>0.000862</td>
<td>0.918618</td>
<td>2.5544</td>
</tr>
<tr>
<td>12</td>
<td>0.872942</td>
<td>0.813041</td>
<td>0.813041</td>
<td>0.460537</td>
<td>0.915057</td>
<td>0.072942</td>
<td>0.790601</td>
<td>0.000862</td>
<td>0.918601</td>
<td>2.5544</td>
</tr>
<tr>
<td>13</td>
<td>0.871552</td>
<td>0.803942</td>
<td>0.803942</td>
<td>0.460537</td>
<td>0.915057</td>
<td>0.071552</td>
<td>0.790584</td>
<td>0.000862</td>
<td>0.918584</td>
<td>2.5544</td>
</tr>
</tbody>
</table>

### Table 6.4. Histogram based outlier score (HBOS) test data evaluation metrics table.
Table 6.3 describes the metrics obtained from evaluating the training data for each model, whereas the table 6.4 describes evaluation results from the test set for each model. Both tables are sorted in a descending manner based on the macro-F1 score, and time complexity is measured in seconds. Based on training evaluation metrics, iteration 15 performs better, but on the other hand based on test evaluation metrics, iteration 5 seems to have more noticeable results. Upon more in-depth analysis, it is observed that the gap between both the evaluation model is minor as compared to other models. The trade-off of macro-f1 score and area under the curve (AUC) for receiver operating characteristic (ROC) has to be balanced along with other metrics while choosing an optimal model. Therefore, based on the plots, iteration 17 is chosen as the baseline model. Training time and evaluation time for the histogram-based outlier score (HBOS) is comparatively shorter for the isolation forest algorithm. However, increasing the training set size for each iteration has not caused a significant impact on the overall performance of the models.

![Figure 6.10. Time elapsed for training and validating each model.](image)

![Figure 6.11. Training and validation balanced accuracy metric for each model.](image)
Figure 6.12. Training and validation macro F1 score metric for each model.

Figure 6.13. Training and validation macro precision score metric for each model.

Figure 6.14. Training and validation macro recall score metric for each model.
Figure 6.15. Training and validation area under the curve (AUC) of receiver operating characteristic curve (ROC) for each model.

Visual illustrations below are a deeper dive into the selected model, which is of iteration 17. The validation receiver operating characteristic (ROC) has performed significantly better than training receiver operating characteristic (ROC) for histogram-based outlier score (HBOS). Finding the optimal threshold for the model is a challenging task and requires extensive research and experimentation of its own. Nevertheless, this library used by this thesis to detect anomalies has a built-in algorithm, which optimally selects the threshold with the best possible results. Figure 6.16 shows interesting behaviour near high threshold values, the model initially starts going towards underfitting and then after that toward overfitting. This happens due the increasing value of threshold with respect to the model evaluation.

Figure 6.16. Training and validation precision versus recall trade-off for iteration 17.
Confusion matrix for histogram-based outlier score (HBOS) revealed that although 81% (21 out of 26) of malicious transactions were detected successfully and 87% (5,270,982 out of 6,049,601) of non-malicious transactions were also detected correctly in the test set, also the false-positive rate was a fairly moderate which is 19% (5 out of 26) for this algorithm. For both training and test evaluation, the model seems to perform with moderate false positives and false negatives. Although the significance of performance metrics is wholly based on the use-case, this thesis in an ideal use-case ultimately aims to maximize the detection of true positives and true negatives while minimizing the false positives.

Figure 6.17. Training and validation area under the curve (AUC) of receiver operating characteristic curve (ROC) for iteration 17.

Figure 6.18. Training and validation percentage confusion matrix for iteration 17.
6.3 Cluster-Based Local Outlier Factor (CBLOF)

He, Xu, and Deng [2003] describe Cluster-based local outlier factor (CBLOF) is sensitive to the massive data volumes. The computation time for CBLOF can be enormous with a large quantity of training data. However, to overcome that, the training data is randomly subsampled into 20 subsets and each subset contains 1/10th of the data.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Accuracy</th>
<th>Balanced-Accuracy</th>
<th>Macro-Precision</th>
<th>Macro-Recall</th>
<th>Macro-F1</th>
<th>Macro-ROC</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>ROC</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.80026</td>
<td>0.712115</td>
<td>0.639792</td>
<td>0.521467</td>
<td>0.639792</td>
<td>0.521467</td>
<td>0.468092</td>
<td>0.639792</td>
<td>0.521467</td>
<td>0.468092</td>
<td>0.639792</td>
</tr>
<tr>
<td>10</td>
<td>0.79656</td>
<td>0.705120</td>
<td>0.638731</td>
<td>0.520130</td>
<td>0.638731</td>
<td>0.520130</td>
<td>0.467106</td>
<td>0.638731</td>
<td>0.520130</td>
<td>0.467106</td>
<td>0.638731</td>
</tr>
<tr>
<td>15</td>
<td>0.79656</td>
<td>0.705120</td>
<td>0.638731</td>
<td>0.520130</td>
<td>0.638731</td>
<td>0.520130</td>
<td>0.467106</td>
<td>0.638731</td>
<td>0.520130</td>
<td>0.467106</td>
<td>0.638731</td>
</tr>
<tr>
<td>20</td>
<td>0.79656</td>
<td>0.705120</td>
<td>0.638731</td>
<td>0.520130</td>
<td>0.638731</td>
<td>0.520130</td>
<td>0.467106</td>
<td>0.638731</td>
<td>0.520130</td>
<td>0.467106</td>
<td>0.638731</td>
</tr>
</tbody>
</table>

Table 6.5. Cluster-based local outlier factor (CBLOF) training data evaluation metrics table.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Accuracy</th>
<th>Balanced-Accuracy</th>
<th>Macro-Precision</th>
<th>Macro-Recall</th>
<th>Macro-F1</th>
<th>Macro-ROC</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>ROC</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.84802</td>
<td>0.750836</td>
<td>0.560011</td>
<td>0.48361</td>
<td>0.560011</td>
<td>0.48361</td>
<td>0.395857</td>
<td>0.560011</td>
<td>0.48361</td>
<td>0.395857</td>
<td>0.560011</td>
</tr>
<tr>
<td>10</td>
<td>0.84802</td>
<td>0.750836</td>
<td>0.560011</td>
<td>0.48361</td>
<td>0.560011</td>
<td>0.48361</td>
<td>0.395857</td>
<td>0.560011</td>
<td>0.48361</td>
<td>0.395857</td>
<td>0.560011</td>
</tr>
<tr>
<td>15</td>
<td>0.84802</td>
<td>0.750836</td>
<td>0.560011</td>
<td>0.48361</td>
<td>0.560011</td>
<td>0.48361</td>
<td>0.395857</td>
<td>0.560011</td>
<td>0.48361</td>
<td>0.395857</td>
<td>0.560011</td>
</tr>
<tr>
<td>20</td>
<td>0.84802</td>
<td>0.750836</td>
<td>0.560011</td>
<td>0.48361</td>
<td>0.560011</td>
<td>0.48361</td>
<td>0.395857</td>
<td>0.560011</td>
<td>0.48361</td>
<td>0.395857</td>
<td>0.560011</td>
</tr>
</tbody>
</table>

Table 6.6. Cluster-based local outlier factor (CBLOF) test data evaluation metrics table.

Each training subset is oversampled with substantial malicious data points by using the Synthetic Minority Over-sampling Technique (SMOTE). The estimated optimal hyper-parameters computed for CBLOF are 8 N-clusters, 0.2356 contamination, and outliers fraction with 0.839 alpha and 2 beta. Based on descriptive
Figure 6.19. Time elapsed for training and validating each model.

Figure 6.20. Training and validation balanced accuracy metric for each model.

Figure 6.21. Training and validation macro F1 score metric for each model.
**Figure 6.22.** Training and validation macro precision score metric for each model.

**Figure 6.23.** Training and validation macro recall score metric for each model.

**Figure 6.24.** Training and validation area under the curve (AUC) of receiver operating characteristic curve (ROC) for each model.
tables and evaluation visualizations above, iteration 7 is selected as the CBLOF base model.

Figure 6.25. Training and validation precision versus recall trade-off for iteration 7.

Figure 6.26. Training and validation area under the curve (AUC) of receiver operating characteristic curve (ROC) for iteration 7.

The confusion matrix below for cluster-based local outlier factor (CBLOF) shows that the algorithm performs well. The overall results with 73% (19 out of 26) successful detection of malicious data points along with 85% (5,135,522 out of 6,049,601) of successful detection of non-malicious data points are satisfactory. Only 27% (7 out of 26) false-positive cases were identified in the test set which is also adequate for this use-case.
6.4 Principal Component Analysis (PCA)

Jolliffe [2011] explain Principal component analysis (PCA) is sensitive to the massive data volumes. But for our training data the computation time for PCA is reasonable. However, to have a fair evaluation comparison, training data is randomly subsampled into 20 subsets where each subset is the size of 1/10th of the total data. Table 6.7 and table 6.8 below describe the evaluation metrics for training and test data. Each training subset was partially balanced with malicious data points by using the Synthetic Minority Over-sampling Technique (SMOTE). The estimated optimal hyper-parameters computed for PCA are 3 N-components with outliers-fraction of 0.240 and tol value of 0.5. Based on descriptive tables and evaluation visualizations below, iteration 19 is selected as the PCA base model.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Accuracy</th>
<th>Balanced-Accuracy</th>
<th>Macro-Precision</th>
<th>Macro-Recall</th>
<th>Macro-F1</th>
<th>Micro-ROC</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>ROC</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>0.855661</td>
<td>0.814618</td>
<td>0.765293</td>
<td>0.834889</td>
<td>0.787493</td>
<td>0.893964</td>
<td>0.853846</td>
<td>0.748184</td>
<td>0.602492</td>
<td>0.748184</td>
<td>5.4935</td>
</tr>
<tr>
<td>5</td>
<td>0.855291</td>
<td>0.814111</td>
<td>0.766244</td>
<td>0.834161</td>
<td>0.787352</td>
<td>0.893932</td>
<td>0.853846</td>
<td>0.748184</td>
<td>0.602492</td>
<td>0.748184</td>
<td>5.2861</td>
</tr>
<tr>
<td>10</td>
<td>0.855661</td>
<td>0.814144</td>
<td>0.765663</td>
<td>0.834422</td>
<td>0.787469</td>
<td>0.893937</td>
<td>0.853846</td>
<td>0.748184</td>
<td>0.602492</td>
<td>0.748184</td>
<td>5.9399</td>
</tr>
<tr>
<td>17</td>
<td>0.855622</td>
<td>0.814354</td>
<td>0.766006</td>
<td>0.834354</td>
<td>0.787438</td>
<td>0.893899</td>
<td>0.853846</td>
<td>0.748184</td>
<td>0.602492</td>
<td>0.748184</td>
<td>5.2143</td>
</tr>
<tr>
<td>4</td>
<td>0.855662</td>
<td>0.814323</td>
<td>0.765794</td>
<td>0.834323</td>
<td>0.787279</td>
<td>0.893145</td>
<td>0.853846</td>
<td>0.748184</td>
<td>0.602492</td>
<td>0.748184</td>
<td>5.4259</td>
</tr>
<tr>
<td>1</td>
<td>0.855552</td>
<td>0.814241</td>
<td>0.765111</td>
<td>0.834241</td>
<td>0.787036</td>
<td>0.892894</td>
<td>0.853846</td>
<td>0.748184</td>
<td>0.602492</td>
<td>0.748184</td>
<td>5.1902</td>
</tr>
<tr>
<td>15</td>
<td>0.855521</td>
<td>0.814131</td>
<td>0.764868</td>
<td>0.834195</td>
<td>0.787259</td>
<td>0.893076</td>
<td>0.853846</td>
<td>0.748184</td>
<td>0.602492</td>
<td>0.748184</td>
<td>5.4797</td>
</tr>
<tr>
<td>18</td>
<td>0.855434</td>
<td>0.814053</td>
<td>0.764784</td>
<td>0.834053</td>
<td>0.787131</td>
<td>0.892791</td>
<td>0.853846</td>
<td>0.748184</td>
<td>0.602492</td>
<td>0.748184</td>
<td>5.5011</td>
</tr>
<tr>
<td>8</td>
<td>0.855269</td>
<td>0.813787</td>
<td>0.763271</td>
<td>0.833787</td>
<td>0.786877</td>
<td>0.892802</td>
<td>0.853846</td>
<td>0.748184</td>
<td>0.602492</td>
<td>0.748184</td>
<td>6.4525</td>
</tr>
<tr>
<td>6</td>
<td>0.854136</td>
<td>0.808259</td>
<td>0.76797</td>
<td>0.808259</td>
<td>0.758905</td>
<td>0.808683</td>
<td>0.79451</td>
<td>0.757215</td>
<td>0.608207</td>
<td>0.808683</td>
<td>5.4997</td>
</tr>
<tr>
<td>14</td>
<td>0.854178</td>
<td>0.808037</td>
<td>0.76788</td>
<td>0.808037</td>
<td>0.75884</td>
<td>0.80849</td>
<td>0.794221</td>
<td>0.756835</td>
<td>0.607868</td>
<td>0.80849</td>
<td>5.3444</td>
</tr>
<tr>
<td>11</td>
<td>0.85466</td>
<td>0.808011</td>
<td>0.767777</td>
<td>0.808011</td>
<td>0.758755</td>
<td>0.80867</td>
<td>0.794185</td>
<td>0.756789</td>
<td>0.607848</td>
<td>0.80867</td>
<td>5.6395</td>
</tr>
<tr>
<td>13</td>
<td>0.85466</td>
<td>0.807904</td>
<td>0.767496</td>
<td>0.807904</td>
<td>0.758485</td>
<td>0.808612</td>
<td>0.794099</td>
<td>0.756607</td>
<td>0.607704</td>
<td>0.808612</td>
<td>5.4828</td>
</tr>
<tr>
<td>19</td>
<td>0.85448</td>
<td>0.807727</td>
<td>0.767155</td>
<td>0.807727</td>
<td>0.758185</td>
<td>0.808566</td>
<td>0.794047</td>
<td>0.756637</td>
<td>0.607744</td>
<td>0.808566</td>
<td>5.7212</td>
</tr>
<tr>
<td>16</td>
<td>0.85342</td>
<td>0.807499</td>
<td>0.76614</td>
<td>0.807499</td>
<td>0.758006</td>
<td>0.808338</td>
<td>0.793152</td>
<td>0.755971</td>
<td>0.607211</td>
<td>0.808338</td>
<td>5.7013</td>
</tr>
<tr>
<td>3</td>
<td>0.85282</td>
<td>0.807404</td>
<td>0.765099</td>
<td>0.807404</td>
<td>0.757827</td>
<td>0.808257</td>
<td>0.793108</td>
<td>0.755414</td>
<td>0.606976</td>
<td>0.808257</td>
<td>5.5711</td>
</tr>
<tr>
<td>2</td>
<td>0.85282</td>
<td>0.807401</td>
<td>0.765058</td>
<td>0.807401</td>
<td>0.757818</td>
<td>0.808273</td>
<td>0.793108</td>
<td>0.755414</td>
<td>0.606976</td>
<td>0.808273</td>
<td>6.7091</td>
</tr>
<tr>
<td>9</td>
<td>0.85241</td>
<td>0.807338</td>
<td>0.764082</td>
<td>0.807338</td>
<td>0.757605</td>
<td>0.808173</td>
<td>0.793111</td>
<td>0.755707</td>
<td>0.606981</td>
<td>0.808173</td>
<td>5.4573</td>
</tr>
<tr>
<td>12</td>
<td>0.85177</td>
<td>0.807236</td>
<td>0.763014</td>
<td>0.807236</td>
<td>0.757363</td>
<td>0.808028</td>
<td>0.793178</td>
<td>0.755451</td>
<td>0.606731</td>
<td>0.808028</td>
<td>5.8046</td>
</tr>
</tbody>
</table>

Table 6.7. Principal component analysis (PCA) training data evaluation metrics table.
Table 6.8. Principal component analysis (PCA) test data evaluation metrics table.

Figure 6.28. Time elapsed for training and validating each model.

Figure 6.29. Training and validation balanced accuracy metric for each model.
Figure 6.30. Training and validation macro F1 score metric for each model.

Figure 6.31. Training and validation macro precision score metric for each model.

Figure 6.32. Training and validation macro recall score metric for each model.
Figure 6.33. Training and validation area under the curve (AUC) of receiver operating characteristic curve (ROC) for each model.

Figure 6.34. Training and validation precision versus recall trade-off for iteration 19.

Figure 6.35. Training and validation area under the curve (AUC) of receiver operating characteristic curve (ROC) for iteration 19.
The confusion matrix below for principal component analysis (PCA) attests that the algorithm performs admirably. Evaluation of the training set revealed that the model was able to successfully identify 75% (434,116 out of 580,764) of malicious transactions with a considerable rate of 25% (146,648 out of 580,764) false-positives. However, 88% (Malicious: 23 out of 26 and Non-Malicious: 5,334,853 out of 6,049,601) of both malicious and non-malicious data points were successfully detected in test data, with a low percentage of 12% (Malicious: 3 out of 26 and 714,748 out of 6,049,601) of false-positive cases.

**Figure 6.36.** Training and validation percentage confusion matrix for iteration 19.
6.5 K-means

Arthur and Vassilvitskii (2007) explain K-means clustering performance is not gravely affected by the vast data volume. Due to the categorization nature of k-means clustering, unlike other algorithms in this thesis experiments, the data is not sub-sampled into several chunks. K-means can handle a lot of data and categorizes it into groups in which data points are similar to each other. This experiment aims to detect and distinguish groups of data points that contain a maximum occurrence of malicious and non-malicious data points. All training data is fed into the k-means clustering algorithm with varied k variable values to generate k models. All models are computed with hyper-parameters of 1000 random initializations, 15000 maximum number of iterations over the complete dataset and batch size of 256. The value of inertia is computed for each model k; the inertia is defined as the sum of squared distances (SSD) of samples to their nearest neighbor. This metric is used to select the best value of k hence producing the best model of k-means clustering. Figure 6.37 is an elbow-shaped plot of SSD against the number of clusters. According to the Figure 6.37 value of the k = 5 appears to be satisfactory.

![Figure 6.37. Plot between k-cluster and sum of squared distances of samples to their closest cluster center.](image-url)
Table 6.9. Training and test data evaluation metrics for the model with K=5.

The model with value k = 5 is evaluated with training data and test data. Table 6.9 describes the evaluation metrics statistics, and the k-means algorithm performed a decent job in separating the malicious data points from the non-malicious data points. Based on data of table 6.10 and table 6.11, it can be deduced that the model categorized the majority of malicious data-points in cluster 2 and cluster 4. On the contrary, the non-malicious data points are majorly designated to cluster 1, cluster 3, and cluster 5.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Number of Malicious Data Points</th>
<th>Percentage of Malicious Data</th>
<th>Non-malicious Data Points</th>
<th>Percentage of Non-malicious Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>12.20%</td>
<td>8683671</td>
<td>24.81%</td>
</tr>
<tr>
<td>2</td>
<td>49</td>
<td>59.76%</td>
<td>2374469</td>
<td>9.81%</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1.22%</td>
<td>942975</td>
<td>38.97%</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>17.07%</td>
<td>888089</td>
<td>3.67%</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>9.76%</td>
<td>542904</td>
<td>22.41%</td>
</tr>
</tbody>
</table>

Table 6.10. Descriptive analysis of training data clustering for model with K=5.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Number of Malicious Data Points</th>
<th>Percentage of Malicious Data</th>
<th>Non-malicious Data Points</th>
<th>Percentage of Non-malicious Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.00%</td>
<td>1520828</td>
<td>25.14%</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>57.69%</td>
<td>592487</td>
<td>9.79%</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3.85%</td>
<td>2358909</td>
<td>38.98%</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>26.92%</td>
<td>222304</td>
<td>3.68%</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>11.54%</td>
<td>135563</td>
<td>22.41%</td>
</tr>
</tbody>
</table>

Table 6.11. Descriptive analysis of test data clustering for model with K=5.

As observed from the tables above, more than 55% of the anomalous data were clustered into one cluster along with a considerable amount of the remaining malicious data in another cluster. Nevertheless, the majority of non-malicious data was distributed in three clusters, with approximately 25%, 38%, and 22% of data in clusters, respectively, which sums up nearly 85% of the data.

A visual illustration of the clusters is created by performing principal component analysis (PCA) as a dimensionality reduction technique on the data. The data is transformed into three dimensions and then plotted into 2-dimensional and 3-dimensional space. The plot in figure 6.38 represents a 2-dimensional plot of test data with the first principal component as its x-axis and the second principal component as its y-axis. A different color represents all clusters in the plot with a black square representing the center of that cluster along with the number of that particular cluster. Red data points in the visual illustration depict the malicious data points.
points, and as seen in the plot, the majority of them lay in cluster 2 and cluster 4.

Figure 6.38. 2-dimensional plot of predicted test data representing all clusters data and their cluster centers.

Figure 6.39 and Figure 6.40 are 3-dimensional space illustrations that give a clear understanding of how malicious and non-malicious data are clustered and distinguished from each other. In the 3-dimensional space, each axis is represented by a principal component extracted from the actual data.
Figure 6.39. 3-dimensional plot of predicted test data representing all clusters data and their cluster centers (View 1).

Figure 6.40. 3-dimensional plot of predicted test data representing all clusters data and their cluster centers (View 2).
In order to create a conventional prediction confusion matrix, the clusters with the majority of malicious data points (Cluster 2 and Cluster 4) were merged into one. Conversely, clusters with the majority of non-malicious data points (Cluster 1, Cluster 3, and Cluster 5) were also merged into one. These merged clusters were labeled as malicious and non-malicious data points to compute a final confusion matrix. Based on the results, it can be observed that the k-means clustering model performed decently. The model with k = 5 was able to detect 77% (63 out of 82) of malicious data and 87% (20,935,266 out of 24,198,425) of non-malicious data in training data. It also successfully detected 85% (22 out of 26) of malicious data in test data along with 87% (5,234,500 out of 6,049,601) of non-malicious data, whereas the false-positives were only 15% (4 out of 22).

![Figure 6.41. Training and validation percentage confusion matrix.](image)

### 6.6 Deep Autoencoders

Canziani, Paszke, and Culurciello (2016) describe that Deep neural networks are capable of handling a large amount of data; however, the model computation time can be enormous. Pre-processed data is split into training and test sets and feed into the deep autoencoder network. In order to be able to find a hidden pattern of malicious data points within the imbalanced data set, the training set is oversampled with 0.8% of synthetically generated malicious data points using Synthetic Minority Over-sampling Technique (SMOTE). Table 6.12 represents the structure of the neural network designed to encode and decode the data while trying to learn reconstruction.
Table 6.12. The network structure of deep autoencoder designed to detect anomalies.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Layer Type</th>
<th>Layer elements</th>
<th>Activation Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>Input</td>
<td>7 attributes</td>
<td>(none)</td>
</tr>
<tr>
<td>Encoder</td>
<td>Dense</td>
<td>7 neurons</td>
<td>tanh</td>
</tr>
<tr>
<td>Encoder</td>
<td>Dense</td>
<td>7 neurons</td>
<td>tanh</td>
</tr>
<tr>
<td>Encoder</td>
<td>Dense</td>
<td>6 neurons</td>
<td>tanh</td>
</tr>
<tr>
<td>Encoder</td>
<td>Dense</td>
<td>4 neurons</td>
<td>tanh</td>
</tr>
<tr>
<td>Decoder</td>
<td>Dense</td>
<td>4 neurons</td>
<td>tanh</td>
</tr>
<tr>
<td>Decoder</td>
<td>Dense</td>
<td>6 neurons</td>
<td>tanh</td>
</tr>
<tr>
<td>Decoder</td>
<td>Dense</td>
<td>7 neurons</td>
<td>sigmoid</td>
</tr>
<tr>
<td>Output</td>
<td>Output</td>
<td>7 attributes</td>
<td>(none)</td>
</tr>
</tbody>
</table>

The autoencoder is trained with 100 epochs and a batch size of 256. The loss function selected for this use-case is mean squared logarithmic error (MSLE), as it only cares about the relative difference between the true and the predicted value, or in other words, it only cares about the percentual difference between them. Kingma and Ba (2014), *Adam* is used as an optimization algorithm with *tanh* and *sigmoid* as the activation functions. The choice of *tanh* for the encoder and decoder hidden layers is reasonable as it ranges between [-1,1] whereas, for the output layer, it is suitable to have data in a range of [0,1] where values between 0 and 1 represent the estimation of a data point being malicious. Table 6.13 describes the evaluation metrics obtained from the deep autoencoder model. Both training and test data were evaluated over the computed model to calculate these metrics.

Table 6.13. Evaluation results of training data and test data on a deep autoencoder network.

<table>
<thead>
<tr>
<th></th>
<th>Training Data</th>
<th>Test Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balanced Accuracy</td>
<td>0.733119</td>
<td>0.803667</td>
</tr>
<tr>
<td>Macro Precision</td>
<td>0.710962</td>
<td>0.500029</td>
</tr>
<tr>
<td>Macro Recall</td>
<td>0.733119</td>
<td>0.803667</td>
</tr>
<tr>
<td>Macro F1</td>
<td>0.724655</td>
<td>0.488155</td>
</tr>
<tr>
<td>ROC AUC</td>
<td>0.870147</td>
<td>0.907563</td>
</tr>
<tr>
<td>Time</td>
<td>250.5469</td>
<td>27.6681</td>
</tr>
</tbody>
</table>

Based on the table 6.13, the model is trained with 80% accuracy over the test data. The area under the curve for the receiver operating characteristic curve (ROC) is 90% for test data is illustrated in figure 6.42. The evaluation of the metrics table and ROC curve visualization gives a summary of how the model performs in general. From Figure 6.42, it can be deduced that the difference between the receiver operating characteristic curve (ROC) of training data and test data is not so significant. However, a higher AUC score for a model usually represents a better model. Recall of the autoencoder model shows a satisfying result as recall refers to the percentage of total relevant results correctly classified by the algorithm. In this use-case of detecting malicious and non-malicious data points, a higher recall metric is vital to the evaluation.
Figure 6.42. Training and validation area under the curve (AUC) of receiver operating characteristic curve (ROC) for autoencoder model.

Figure 6.43 represents the trade-off between precision and recall of the model at different thresholds for training and test data. Extracting a threshold is entirely based on the goal of our use-case. A value of threshold slightly below 4 seems reasonably satisfactory. Figure 6.44 is a visual illustration of reconstruction for model prediction based on predicted reconstruction errors. A threshold value slightly below 4 seems to cater to a significant number of malicious data points while not misclassifying majority of non-malicious data points.

Figure 6.43. Training and validation precision versus recall trade-off for autoencoder model.
Based on the confusion matrix in Figure 6.45 it is apparent that autoencoder algorithm performed robustly. The computed model was able to successfully detect 65% (17 out of 26) of malicious data points in test data and only 50% (981,142 out of 1,976,769) of malicious data points in training data. The false-positive rate is higher in comparison to other experiments of this thesis research. The model misclassified approximately 50% (995,627 out of 1,976,769) of the data points as false-positive cases for training data and 35% (9 out of 26) for test data. However, the true-positives had a higher rate of 96% (Training: 23,294,998 out of 24,198,425 and Test: 5,823,535 out of 6,049,601) in both training and test data evaluation.
6.7 Ensemble Classification

The test set used in all experiments is fed to an ensemble classifier. This ensemble classifier is composed by combining all the models computed for experiments in this thesis. The pre-processed test data consists of 26 malicious data points and 6,049,601 non-malicious data points. All the pre-computed model’s from algorithms including Isolation Forest, Histogram based outlier score (HBOS), Cluster-based local outlier factor (CBLOF), Principal component analysis (PCA), K-means and Deep autoencoder are used to formulate a voting algorithm. Classification result from each algorithm is equally weighted, and as this use-case only requires an ensemble method for prediction, it is time-efficient.

<table>
<thead>
<tr>
<th>Balanced-Accuracy</th>
<th>Macro-Precision</th>
<th>Macro-Recall</th>
<th>Macro-F1</th>
<th>ROC AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.801402</td>
<td>0.500027</td>
<td>0.801402</td>
<td>0.48696</td>
<td>0.915766</td>
</tr>
</tbody>
</table>


Statistics computed after evaluating the ensemble classifier are shown in table 6.14. The ensemble classification method provides a robust result based on a majority voting algorithm. The area under the curve (AUC) of receiver operating characteristic curve (ROC) in figure 6.46 along with other statistics such as Macro-Recall as whole, states that the ensemble method performs significantly stable than previously evaluated algorithms.

![Ensemble ROC](image)

Figure 6.46. Area under the curve (AUC) of receiver operating characteristic curve (ROC) for ensemble classification of all models.

The evaluation was only performed for the test set as ensemble classification does not require its own training for this use-case. Figure 6.47 represents a visual illustration of a trade-off between precision and recall of the ensemble classification at
different thresholds. An optimal threshold is selected automatically based on an algorithm in the library we are utilizing for anomaly detection. Based on the confusion matrix in Figure 6.48 it is apparent that the ensemble classifier performed robustly and satisfactorily. 65% (17 out of 26) of the malicious data points were successfully detected, with only 35% (9 out of 26) of misclassification of false-positives. Equally important, 95% (5,740,820 out of 6,049,601) of non-malicious data points were correctly classified, with only 5% (308,781 out of 6,049,601) of true-negatives.

Figure 6.47. Precision versus Recall trade-off for ensemble classification of all models.

Figure 6.48. Confusion matrix for ensemble classification of all models.
This chapter describes the comparison between the results of all experiments performed for this thesis. There are total of seven algorithms that are used to detect malicious and non-malicious transactions in the bitcoin data set used for this research. Table 7.1 describes the evaluation statistics computed for each algorithm. All evaluation metrics have their significance based on what kind of solution is required. This thesis research intends to maximize the malicious and non-malicious transaction detection while minimizing false-positive cases. Some algorithms perform better than the other, while ensemble classifier accounts for a vote from all algorithms to make a decision.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Balanced-Accuracy</th>
<th>Macro-Precision</th>
<th>Macro-Recall</th>
<th>Macro-F1</th>
<th>ROC AUC</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>IForest</td>
<td>0.969937</td>
<td>0.792662</td>
<td>0.500043</td>
<td>0.792662</td>
<td>0.492457</td>
<td>0.905661</td>
<td>0.000088</td>
<td>0.615385</td>
<td>0.000176</td>
</tr>
<tr>
<td>HBOS</td>
<td>0.871294</td>
<td>0.839493</td>
<td>0.500013</td>
<td>0.839493</td>
<td>0.465637</td>
<td>0.913317</td>
<td>0.000027</td>
<td>0.807692</td>
<td>0.000054</td>
</tr>
<tr>
<td>CBLOF</td>
<td>0.845062</td>
<td>0.780836</td>
<td>0.5000</td>
<td>0.780836</td>
<td>0.459559</td>
<td>0.818355</td>
<td>0.000021</td>
<td>0.884615</td>
<td>0.000064</td>
</tr>
<tr>
<td>PCA</td>
<td>0.881852</td>
<td>0.883234</td>
<td>0.500016</td>
<td>0.883234</td>
<td>0.468641</td>
<td>0.910491</td>
<td>0.000032</td>
<td>0.886655</td>
<td>0.000064</td>
</tr>
<tr>
<td>Kmeans</td>
<td>0.865264</td>
<td>0.857869</td>
<td>0.500013</td>
<td>0.857869</td>
<td>0.46391</td>
<td>NA</td>
<td>0.000027</td>
<td>0.846154</td>
<td>0.000054</td>
</tr>
<tr>
<td>Autoencoder</td>
<td>0.988407</td>
<td>0.744205</td>
<td>0.500092</td>
<td>0.744205</td>
<td>0.49727</td>
<td>0.884123</td>
<td>0.000185</td>
<td>0.653846</td>
<td>0.00011</td>
</tr>
<tr>
<td>Ensemble</td>
<td>0.948957</td>
<td>0.801302</td>
<td>0.500027</td>
<td>0.801302</td>
<td>0.48606</td>
<td>0.912706</td>
<td>0.000055</td>
<td>0.652846</td>
<td>0.00011</td>
</tr>
</tbody>
</table>

Table 7.1. Evaluation metrics of all algorithm models computed on test data.

Based on the tabular data from table 7.1 and a comparative illustration in figure 7.1 of the area under the curve of ROC along with the comparison of precision and recall plots in figure 7.2 and figure 7.3 it is difficult to determine the best choice.
However, there is a trade-off between robustness and optimal performance. In terms of robustness ensemble method seems a better choice as it takes into account a deciding vote from six classifiers before making its decision, and this vote can have variable weights adjusted for each algorithm based on use-case. Nevertheless, for optimal solo performance, there is a tough competition between Isolation Forest, HBOS, K-means, Autoencoder, and PCA. Figure 7.4 is a histogram representing the accuracies of each model on the test set, solely relying only on accuracy for model selection is not wise in this particular use-case. Relying only on accuracy can be misleading.

Macro evaluation metrics are useful indicators in scenarios where the overall performance of the system needs to be taken into consideration. A histogram represents a comparison of macro recall for all algorithms in Figure 7.5 and the histogram in Figure 7.6 illustrates the comparison of the macro-f1 scores for all algorithms. Based
on the visual illustrations of these macro evaluation metrics, ensemble method performs more stably and robustly. The robustness of an algorithm characterises how effective that algorithm performs on independent but similar data. However, isolation forest, k-means, principal component analysis (PCA), and autoencoder perform slightly better. The selection of one algorithm out of these is challenging and may require more in-depth use-case scenario information.

**Figure 7.5.** Histogram comparing macro recall metric for all algorithms.

**Figure 7.6.** Histogram comparing macro f1 metric for all algorithms.
8 Conclusion

Evaluation of multiple unsupervised algorithms to detect anomalous behavior in an unspent transaction output (UTXO) based blockchain shows that malicious activities can be successfully identified. This goes in line with other research on anomaly detection in blockchains. If the evaluation metrics of previous researches were disclosed, the comparison would have been even more apparent. Although it can be indirectly compared to credit card fraud detection, the dynamics of data are entirely different and hence induce a variety of complex challenges.

It is possible that better results would have been obtained with more malicious data. The small size of malicious transactional data points in the dataset means that there is little anomalous patterns to recognize. An attempt was made to overcome this problem by synthetically generating malicious data points while making sure that it is not overdone. However, this affects the quality of anomaly detection, which leads to weaker performance of the models.

The selection of extracted features from the blockchain transaction graph to determine anomalous behavior seems an essential factor as certain variables may hold a unique prospect. Such as when treated as a time-series problem, it may disclose different solutions. However, this thesis research focuses on finding anomalous patterns using unsupervised learning techniques, and having a time-series element in the problem would increase the complexity of the scope.

Nonetheless, researchers have experimented with various unsupervised techniques to detect anomalous transactions in a blockchain and discovered somewhat successful ways to achieve it. However, the lack of relevant data and computing power limitations, along with algorithm’s data handling capabilities, induce complex challenges.

Anomaly detection within blockchains can improve in the future if certain elements progress, such as the availability of relevant and rich data. Feature engineering and approaching the problem from another prospect such as time-series or network analysis can unlock new potential solutions. Additionally, distributed computing can be utilized to enhance algorithm’s computing capabilities.
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