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Research on the uses of navigation and positioning services is considered to be stable and such 
uses have an exponential growth in outdoor environments. The satellite-based positioning sys-
tems provide us an affordable outdoor positioning service and it becomes part of our daily lives. 
However, all the benefits from the satellite systems may be lost when we enter the indoor spaces 
or such places where satellite signals are not received due to high attenuations of walls and floor 
materials. Many users such as rescuers, mine workers, firefighters maneuver have their activities 
in satellite-denied area and need to work without past information about their surroundings. That 
is why we need some other positioning services, which can aid us in satellite denied areas. Dif-
ferent technologies can be used for indoor positioning. However, the use of indoor positioning 
systems may involve extra infrastructure and setup, making the indoor positioning system more 
complicated and costlier than the satellite-based outdoor technology. An enhanced positioning 
technology with ubiquitous coverage can address these issues that reduce infrastructure depend-
ence. In this thesis, an infrastructure-less based positioning algorithm is studied. This algorithm 
relies on the aroma fingerprints of any closed areas. Ion mobility-based electronic noses (eNoses) 
were used here to obtain aroma fingerprints from different locations. The performance of eNoses 
in the case of location estimation in an indoor environment has been shown in the research. The 
data used in this research was collected from seven different locations at Tampere University 
(TAU) campus. Data in empty and crowded spaces were collected for each location for a total of 
about 600 s. A supervised machine-learning algorithm was used to process and estimate the 
probabilistic location. The non-parametric fingerprinting techniques were applied to determine the 
location from the measurements. The non-parametric system trained with a dataset containing 
location information of known places called the offline phase. In the online phase, real-time data 
from the unknown places were recorded and matched with the existing dataset to estimate user 
location. Five different classifiers were studied in the thesis to predict the location of a user. Using 
the Scikit-Learn library of Python, a software-based model was developed to evaluate different 

parameters and outcomes of different classifiers. The popular classifier is 𝑘 -nearest neighbor 

(𝑘NN), which correctly predicted about 38 percent of the locations. The impact of different dis-

tance metrics and the number of closest neighbors in the localization accuracy were also explored 
in the thesis. In addition, dimensionality reduction techniques were also applied to reduce corre-
lations between the different electrodes as well as to reduce computational time and complexity. 
From the results, it is observed that when Principal Component Analysis (PCA) was implemented, 

the support vector machine anticipated an even more satisfying outcome from the 𝑘NN. On the 

other side, PCA selects eigenvectors that have more variances and removes those with fewer 
variances that sometimes do not fit with other classifiers. In terms of accuracy, the potential result 
was achieved from an unusual classifier called Stochastic Gradient Descent (SGD). SGD classi-
fier estimated an object's location correctly up to 53 percent times under certain conditions. Also, 
some additional experiments were conducted by training the model with different environments. 
Classifiers are noted to be able to obtain improved accuracy when the model has sufficient envi-
ronmental data. For example, when the model is well trained, the Random Forest Classifier (RFC) 
delivers more accurate results than the lightly trained model. On the other hand, RFC delivers 
poorly accurate results when the model is lightly trained. The impact of the data size on the ac-
curacy was also studied in the thesis. The final experiment demonstrates that most classifiers 
perform well when the size of the training data is large compared to the size of the test data. 

However, even with small training data, the 𝑘NN classifier with Euclidean distance performed 

better under all circumstances. 



 

 

It is hard to state which classifier is the winner from the experiments, but the highest predictive 
accuracy was achieved by the SGD classifier. SGD output, however, is not stable over time, and 
with the increase in test size, accuracy decreases. Instead, the stable performance of the 𝑘NN 
classifier with Euclidean distance makes it more reliable to use in any conditions. Also, there were 
some problems mentioned in the thesis before one could recommend using aroma fingerprints 
as a trustworthy method of localization. 
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1. INTRODUCTION 

1.1 Motivation and state-of-the-art 

Locating and directing is the elementary prerequisite to trace out once way. The infor-

mation of the present location allows us to discover the best way to move. Determining 

the own position can figure out by one of the most popular systems by using Global 

Navigation Satellite System (GNSS). Satellite-based navigation systems have been de-

veloped for outdoor use to assist in locating and tracking cars, aircraft, marine vehicles, 

humans, livestock, and assets. GNSS accuracy is very good in outdoors and especially 

in the places where satellites are directly visible i.e. having Line of Sight (LoS). There 

are methods to assist GNSS signal via the cellular networks in the urban area where tall 

buildings frequently block the LoS. But what happened where the GNSS signal is unable 

to reach, or a very weak signal? What happened in the indoor area? What happens if we 

want to locate specific particles/people/nodes in the indoors? Global navigation systems 

are not suitable for indoor use, where countless applications require precise positioning. 

Precise and quick indoor localization and tracking has numerous possible use cases 

such as safety and security, resource productivity, autonomous vehicle navigation, aug-

mented reality, virtual reality, emergency assistance. Different new navigation systems 

will be discussed in this thesis that can provide a precise position estimation for GNSS 

denied areas or users. These techniques are called infrastructure less positioning or 

semi infrastructure less. Self-localization ability is highly desirable for different wireless 

sensors networks. Detecting data or sensing something is not useful unless the position 

of the data is acknowledged at the receiving end/receiver. For instance, handling emer-

gency (in a large building, underground, caves, and subway) could be easy if the location 

of rescue teams could be obtained at any moment. For this purpose, a range of self-

positioning techniques has been documented in this thesis. Mobile robots, on the other 

hand, are gradually taking pains to inspect radioactive materials for multiple applications 

in a dangerous place (underground or some limited nuclear regions) to replace people 

and boost operational safety. Thus, indoor positioning is a complicated method. The po-

sitioning systems should be robust and accurate. There are numerous technical methods 

available for designing an indoor positioning system. Some of them provide very high 

precision (mm level accuracy) at the expense of cost and sometimes difficult to enforce 
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in some locations. Other methods are cheaper and easier to install, but sometimes their 

accuracy is questionable. Probable technology and physical characteristics that can be 

implemented for indoor positioning such as RSSI (Received Signal Strength Indicator) 

based RFID, Wi-Fi, Bluetooth, ZigBee, Ultra-wideband (UWB). Indoor positioning has 

also been developed for unusual sensor techniques such as camera and image pattern 

recognition, IR light sensors (modulating light), acoustic detection, magnetic field detec-

tion, odor/smell detection, laser, pressure sensors, proximity sensors, gyroscopes, and 

accelerometry sensors, etc. 

1.2 Objectives 

The main objectives of this thesis have been to explore methods that do not use any kind 

of existing infrastructure and only use user-driven tools (mobile phone or other measur-

ing devices) and the appropriate location scenario (such as a map, fingerprint, etc.) 

where the position and trajectory of the user can be identified. The aim has also been to 

know the prospective sensors that can be used for infrastructure-less based localization. 

Furthermore, the studies aim to explore the different sets of standards with the ability to 

acknowledge the location of the user and to support them in finding the places of their 

interest (location-based service). The goal is also to study low-cost low power systems 

with fast deployment, easily accessible and sustainable. The inertial navigation system 

(INS) uses the combination of inertial devices to the nonstop estimation of the position 

of orientation and velocity of moving objects [1], [2]. Earlier, these kinds of technology 

were only used in aircraft, submarines, and some other military applications. Modern 

smartphones and tablets are integrated with different MEMS sensors described above 

[3].  Therefore, smartphones could be the cheapest and widely available device for in-

door positioning. Not all smartphones are fully equipped with all the sensors that men-

tioned above. An electronic nose is used in the experimental part, which is small, light 

and can be carried comfortably by users and it is also commercially accessible on the 

market. 

1.3 Related Works  

There are adequate of current research on object tracking based on different types of 

sensors discovered during the literature studies. Some works that truly arise from infra-

structure-less positioning will be illustrated in this section. Among the other techniques 

for infrastructure-less positioning, an inertial navigation system is one of them. A group 

of individuals from Aalto University [3] [55] suggested a purely inertial navigation system 

using modern smartphones and tablets. The idea is called visual-inertial odometry for 
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accurate instantaneous positioning, which is based on combining measurements from 

inertial sensors with visual feature tracing from the video. For example, the idea is a 

stochastic visual-inertial odometry system that allows a durable indoor navigation system 

with an Extended Kalman Filter (EKF). This approach is fantastic; however, there are still 

some issues in a dark environment. It requires keeping the video camera open all the 

time, which is the issue of smartphones ' energy consumption (battery draining quickly). 

The same group [56] later worked on pure inertial navigation systems. They suggested 

an upgraded scheme for their prior job. The new proposed model is based on dual inte-

grating alternated accelerations. Utilizing new techniques, they were able to predict 

smartphone position, velocity and pose in real time by solving the interpretation with an 

Extended Kalman Filter (EKF). This approach does not require a video camera. Rather 

they need a zero velocity of the device after some interval to update the combination of 

the information receiving from different sensors. Estimation of velocity and position 

comes from accelerometers and gyroscopes. Therefore, to assess the ultimate location, 

data from accelerometers and gyroscopes are needed. 

Another interesting work that used aroma-based fingerprint to study localization. A team 

of researchers from Tampere University [39] approaches a model where different rooms 

can be recognized using fingerprint matching. They used electronic noses (eNoses) that 

can identify and categorize a wide range of scents. They used ion mobility spectrometry 

(IMS) in their experiment to identify and sense ionized particles. They took measure-

ments from seven rooms in a different environment and created a fingerprint of those 

rooms. Finally, they matched unknown real-world data with an existing fingerprint and 

using the 𝑘NN classifier they achieved promising results. However, they talked about 

some issues with the technique and measurement data. The same data was used in the 

simulation part of the thesis and attempts to enhance the accuracy and analyze the is-

sues addressed. 

There are plenty of studies on positioning based on reflection or multipath. Ultrasound 

and laser or optical range detectors are the most common technologies used for distance 

finding in self-directed navigation systems. Both methods are using Time of Flight (ToF) 

technology. The concept is that ultrasonic converters generate ultra-frequency sound 

waves and measure the flight time of a sound wave from the transmitter to the target 

device and back to the receiver. The ToF estimates the round-trip time between the dis-

charge of ultra-frequency sound waves and the return of the pulse-echo arising from its 

reflection from an object. The measured total time is then divided by two and then multi-

plied by the speed of light to get the real distance. The same procedure applied with 

laser radar (LiDAR) for measuring distance.       
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1.4 Author’s Contribution 

The thesis focuses primarily on studying a system capable of working without the use 

of any existing infrastructure. The author’s contribution to the thesis is given below 

• Literature review of different infrastructure less based positioning algorithms 

• Studies to identify sensors used for positioning in GNSS-denied environments 

• Studies algorithms of hybridization for an infrastructure-less positioning algorithm  

• Read-through and enhance previous studies on indoor localization using aroma 

fingerprint. 

• Implementation of Python-based machine learning model for infrastructure-free 

localization. 

• Performance analysis of different machine learning classifiers and reverse sce-

nario using the Scikit-Learn library 

This thesis is containing seven chapters, including the introduction. Chapter two dis-

cusses the theoretical background of many current methods for outdoor and indoor as 

well as infrastructure-less positioning. Chapter three discusses the different parameters 

of measurement. Chapter four illustrates the ways for computing position using different 

measurements described in Chapter three. Chapter five demonstrates research meth-

odology, contains the overall scenario of implementation part as well as the description 

of data, different tools used in the experiments and illustrations of different machine 

learning classifiers. Chapter six shows the simulation results, some observations, error 

sources and results in the summary and applications. Chapter seven is the final section 

that concludes the entire thesis and possible future work. 
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2. THEORETICAL BACKGROUND 

2.1 Outdoor Positioning 

Outdoor positioning mainly refers to satellite-based positioning. Satellite-based naviga-

tion schemes have become an essential part of such applications wherever mobility is 

required. Global Navigation Satellite System (GNSS) defines any worldwide system of 

satellites that convey signal on the ground for positioning purpose. There are mostly four 

GNSS systems includes American Global Positioning Systems (GPS), Russian 

GLONASS (Global Orbiting Navigation Satellite System), European’s Galileo and Chi-

nese BeiDou (BeiDou-3/ BDS-3). GPS and GLONASS are fully operational and both are 

under military control. Galileo and BeiDou are still developing and not fully operational 

[63] [64]. Galileo is totally under civilian control and free for use. It denotes a true public 

service that assurances the durability of service providing for specific use cases. The 

performance and accuracy of Galileo are very much competitive with GPS and some-

times better than GPS. There are some other regional satellite systems such as Indian 

NAVIC and Japanese QZSS however they are not providing worldwide coverage. Among 

all other GNSS systems, GPS is the most popular as it is the first global navigation sys-

tem in the world. GPS was designed by the U.S. Department of Defense (DoD) mainly 

for military uses. Now they are providing two types of service, one is for civilian uses 

called standard positioning service and another one is precise positioning service for 

military uses. The Russian Global Navigation System (GLONASS) provides two levels 

of service: one is standard positioning service for civilian uses with free of charge and 

another one is precise positioning service that is restricted for military and authorized 

persons. Among all GNSS, only GLONASS transmits FDMA signals [61] [62]. However 

new GLONASS-K satellites are transmitting CDMA signal along with the FDMA signal 

[63]. The working principles of any GNSS satellites are almost the same. The satellites 

broadcast a very precise timing signal and data message called navigation message that 

contains their orbital parameters such as ephemeris and almanac. GNSS receivers on 

the earth received the navigation message, process the message and estimate position 

velocity and time. Minimum four satellites are needed for estimating three-dimensional 

position and time. At first, the receiver calculates its distance from each visible satellite 

and then calculates a three-dimensional position using trilateration or multi-trilateration 

technique. Good accuracy can be obtained if visible satellites are broadly spaced in the 

sky. Receiver clocks synchronization with satellite clocks are very crucial. The satellites 

carry atomic clocks onboard and they keep very precise timing [64]. For instance, one 
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microsecond in clock error, the receiver might miss-calculate its position hundreds of 

meters away. In spite of having very good accuracy in outdoor, GNSS signals are af-

fected by some error sources. Satellite signals slow down when they pass through the 

atmosphere, an error called ionospheric and tropospheric delay. Multipath can affect sat-

ellite signals especially in the urban areas having tall buildings. Multipath generates sig-

nal replicas, which may mislead the receiver during the acquisition process. Non-Line of 

Sight (NLOS) propagation due to hindrance can decrease the power of the signals or 

sometimes make signals unavailable to track. Dilution of Precision (DOP) also plays an 

important role in GNSS accuracy. DOP value is high when visible satellites are close to 

each other and the DOP value is low when visible satellites are rationally far apart from 

each other. High DOP increases positioning error [64].  

Even though initial GNSS technology was developed for military service, GNSS having 

a variety of applications in public, industrial, scientific and some critical applications. Pub-

lic applications include personal navigation, road transport, railway, aviation, unmanned 

aerial vehicles, and maritime navigation. GNSS based positioning also use for surveying, 

mapping, geographic information system (GIS) and enables location-based services 

such as tourist information, nearby shops, etc. 

 

2.2 Indoor Positioning 

Positioning is also required in indoor environments. After the successful development of 

the GNSS technologies that can deliver acceptable outdoor positioning solutions, chal-

lenges have shifted to the zone where GNSS signals are very week or could not pass in: 

indoor environment, such as inside a tall building, shopping mall, underground tunnels, 

caves, mines, etc. Indoor positioning system (IPS) has become the hottest topic of re-

searchers and developers in navigation and positioning area [4]. Employing an indoor 

positioning system may need additional infrastructure that makes the positioning system 

more difficult than outdoor GNSS technologies [5]. Locating and detecting objects in an 

indoor environment can be done by using light signals, sound intensity, radio signals, 

aroma (ion mobility), magnetic fields and other information from sensors collected by 

mobile phone or any smart devices equipped with modern sensors (Bluetooth, WIFI, 

infrared, accelerometer, gyroscope, etc.). 
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Figure 2.1. Classification of indoor positioning techniques.  

Indoor localization has recently seen a growth in attention, because of the possible com-

prehensive services it can deliver by pulling the Internet of Things (IoT), and pervasive 

connectivity [6]. In order to provide indoor positioning services, various techniques and 

technology have been anticipated in the literature. Indoor positioning can be divided into 

two parts: infrastructure-based positioning and infrastructure-less based positioning. In 

order to implement infrastructure-based positioning, we need to rely on some preinstalled 

infrastructures or technologies that could assist to determine the position. Received sig-

nal strength (RSS) based technologies (i.e. Wi-Fi, RFID, UWB) are used widely for indoor 

localization because of easy implementation and can be used by a comprehensive of 

technologies and devices and relies on existing infrastructure. However, localization 

based on existing infrastructures does not always guarantee to be available anywhere 

at any time. There are some localization techniques, which are more flexible to deploy 

called infrastructure-less based localization. 
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2.3 Infrastructure-less based positioning 

Technologies for positioning habitually relay on wide-ranging infrastructures which con-

fines the coverage of these technologies and make a break down in the user experience 

once a user attempts to cross the unseen borders of infrastructures. Growth of position-

ing technologies with universal coverage, which reduces the necessity of infrastructure 

for positioning [7]. These autonomous systems deliver a more flexible solution than in-

frastructure-based systems. These systems use sensors such as accelerometers, gyro-

scopes, magnetometers, ion mobility spectrometers and other sensory information from 

the positioning device.  

 

With the aim of estimating a person’s current positions, continuous recording of sensor 

data follows the movement of persons. As these positioning techniques do not rely on 

an exterior infrastructure, hypothetically they can be used anywhere in any environment 

[8]. The main downsides of infrastructure-less based positioning are error accretions. 

Sensors can be deceived by environmental noise and therefore misleading of position 

estimation raises with time and velocity [8]. 

 

2.3.1 Magnetic positioning system 

There are several methods proposed in the literature to uses magnetic fields for indoor 

localization. Magnetic-fields map positioning has drawn great attention from the re-

searchers and industry due to its advantage of being functional without any prior infra-

structure setup and stable field characteristics. The magnetic-field fingerprinting method 

develops a map of the magnetic fields that allocated inside a building [9]. Indoor magnetic 

fields can be distorted by ferromagnetic substantial inside the buildings such as columns, 

metallic frames and electrical appliances [10]. The possible technique of mapping inside 

the buildings includes the determination of magnetic flux density [11]. Magnetic flux den-

sity is the number of magnetic flux’s lines that pass across the surface [12]. If the struc-

ture of a building remains constant over a period, the magnetic flux recorded inside the 

buildings will remain identical during that period [11]. This is the core advantage of the 

magnetic-field map-based positioning. One shortcoming of this process that magnetic 

data needs to be recorded in advance before they can deliver accessible positional data. 

While the magnetic map is ready and plotted on the floor plan, no additional resources 

are needed to maintain the magnetic field mapping [11]. 

In order to obtain the position of a mobile device using a magnetic field map and newly 

measured magnetic data, a probability function can be used. Many likelihood functions 
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have been suggested in the literature such as Maximum Likelihood Estimation (MLE), 

Maximum Likelihood Ratio (MLR) and Aggregate Bin Likelihood to estimate positions 

[13]. Moreover, instead of using one single magnetic map, using multiple magnetic maps 

have been studied in the literature [14]. A conventional particle system that combines 

three magnetic maps: horizontal intensity map, vertical intensity map and an orientation 

information map with an encoded system. 

The other methods include the usage of artificially created magnetic fields. In order to 

create artificial magnetic fields, current carrying coils wire are installed in the specific 

locations of the buildings. At the receiving end, a mobile sensor records the magnetic 

field strength from each coil. If the receiver able to measure the magnetic field strength 

from at least three references coils and if the precise position of these reference coils is 

known, then the position can be estimated using trilateration techniques [11] 

 

2.3.2 IMU-based positioning system 

An interesting technique of infrastructure-less-based positioning arises in the form of in-

ertial navigation [11]. The inertial navigation system (INS) is a self-directed system with 

decent camouflage that does not rely on any exterior data, nor discharges any energy 

into the outer space associated with it in the underground, ocean, and skies [15]. Inertial 

measurement unit (IMU) is the heart of an inertial navigation system (INS). IMUs consist 

of various accelerometers and gyroscopes that precisely measure linear accelerations 

and an object's angular velocity concerning a reference point to provide a navigation 

solution. In general, there are three orthogonal accelerometers and three orthogonal gy-

roscopes, and a computer required to process and compute position, orientation, veloc-

ity, altitude and other information of a moving object. INS is also referred to as “Dead 

Reckoning” positioning, where navigation starts from a known location and then position-

ing continues by utilizing the trajectory information (orientation and velocity) compared 

to a clock [16]. The position estimation accuracy is dependent on the accuracy of trajec-

tory information from the sensors and the time elapsed from the last known location. 

 

The inertial measurement units (IMUs) are divided mainly into two categories. One is a 

stable platform system and other one is a strap down system. The stable platform system 

uses a frame (gimbals) where all the inertial sensors are mounted, and the frame is me-

chanically separated from any external rotational motion [17]. These types of IMUs are 

normally used in the systems where very precise navigation data are required, for exam-
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ple, marine vehicles, underwater vehicles, etc. [18]. In strap down systems, inertial sen-

sors are screwed strictly onto the device, therefore outputs are determined in the body 

frame instead of the global frame. Strap down systems have summarized mechanical 

complications thus reducing the physical size and cost of the unit by adding some com-

putational complexity [17]. 

Inertial navigation systems are used in comprehensive applications together with the 

navigation of airplanes, tactical weapons, spaceship, submarines, and vessels. One 

main downside of inertial navigation systems is increasing positioning errors (drift) over 

time and heat production. Current development of micromachined electromechanical 

systems (MEMS) inertial sensors are equipped with magnetometers and can reduce drift 

by up to 5m in every 60 seconds [17]. 

 

2.3.3 Localization based on reflection 

Localization based on Time of Arrival (ToA) and Time of Flight (ToF) of an optical and 

wideband signal promises high accuracy indoor positioning thus making it a potential 

option for a wide range of applications. However, indirect paths (obstacles) are the ma-

jor challenges of the localization accuracy in multipath propagation. Having Line-of-

Sight (LOS) or nonexistence of indirect paths can provide better positioning accuracy. 

Using wideband signal localization can be achieved in many ways. There are many 

methods of the localization proposed in the literature. One classic use-case set-up con-

taining a network of nodes located at known places called anchor and some targets in 

an unknown place that needed to be located. A precise method of estimating the dis-

tance between anchor and target is to transmit a short pulse called a range signal from 

one point (either anchor or target) and measure the time of arrival (ToA) at other points 

using a mutual reference chronometer. Using the time differences between one point to 

another point once can easily calculate the distance between the points by multiplying 

by light velocity. After measuring distances between the points, the location of the tar-

get can be estimated using the trilateration technique. A minimum of four distances (3D 

positioning) from anchors are needed to apply trilateration. Each distance value com-

pels the target to lie on a circle which radius is equal to the distance with an equivalent 

anchor at the center [19]. By solving the intersection of four circles, the target position 

can be clearly estimated. Another range-based technique called multi-trilateration may 

also be used for localization. Alternatively, the range between two points can be ob-

tained from the ratio between transmitted and received signal power as the signal 

strength decreases exponentially with the distance. Positioning using this method is 
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called the received signal strength indicator (RSSI) based positioning and Angle of Arri-

val (AoA) required to measure along with the distances. 

Localization accuracy depends heavily on how precise the measured distance between 

the points is. There are some challenges that influence measurement accuracy such as 

time synchronization between transmitter and receiver, thermal noise existence, disrup-

tive transmissions, multipath (induced by obstacles), etc. 

From the above discussion, it is apparent that most targets have active RF circuitry that 

allows them to either transmit or receive pulsed signals. This unlocks enormous num-

bers of applications where smartphones are intended to be incorporated with multiple 

location-based services (LBS). Alternatively, there are some applications where the tar-

get has only a reflector, i.e. the target has no active RF circuit. This is referred to as 

passive localization. 

There is another indoor positioning technique based on a refection called ultra-sound 

positioning that normally uses Time of Flight (ToF) measurements. Ultrasound trans-

mits a relatively slow reference radio signal to calculate the distance between transmit-

ters and receivers [20]. Variance in ToF between the radio signal and ultrasound signal 

is measured. The ultrasonic transducer produces a high-frequency sound wave and es-

timates the sound coming back from the target. Commercial ultrasound range detectors 

are fitted with temperature sensors and a circuit that adjusts the distance estimation for 

thermal and atmospheric effects [21] [22] [23]. 
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3. MEASUREMENT TYPES 

3.1 Angle of Arrival (AoA) 

AoA estimation is the procedure that specifies the direction of arrival of the incoming 

signal by processing the intruding signal on an antenna array. AoA is also called the 

direction of arrival (DoA). The AoA estimation can be divided primarily into two parts. 

Switched beam system (SBS) and Adaptive array system (AAS). SBS uses a specific 

number of beams to search for the azimuth plane. The angle of arrival is the angle of 

beams with highest received signal strength. The SBS process is very simple and easy 

to implement, as it requires only a single receiver and no additional processing tech-

niques are required to measure AoA [24]. In SBS, the complexity of the hardware is very 

low. However, if the received signal strength is lower than the receiver sensitivity thresh-

old, then SBS will fail to estimate the AoA. 

The Adaptive array system (AAS) can direct the beam in any direction by applying 

weights to the antenna array components. AAS uses N antenna receivers to estimate 

AoA. Where N is the number of antenna arrays. AAS technique may operate at lower 

SNR than the SBS. However, more complex hardware is required than SBS. [24]. Figure 

3.1 shows that AoA technique uses two known reference points (A, B) and measured 

angles (𝜽𝑨, 𝜽𝑩) to estimate the two-dimensional (2D) position of target X. 

 

Figure 3.1. AoA estimation (Regenerated from [30]). 
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There are some benefits to using AoA techniques. The main advantage of AoA is that 

the target location can be estimated using two measuring units for 2-Dimensional posi-

tioning or requires three measuring units for 3-Dimensional positioning. Another plus 

point is that it does not require (time) synchronization between the measuring units. 

There are some drawbacks to using AoA, though. It does not work well in the non-line-

of-sight (NLoS) condition, positioning accuracy decreases with respect to multipath in-

creases. In the case of NLoS and multipath, therefore, this technique is not suitable for 

indoor use. 

3.2 Time of Arrival (ToA) 

Time of Arrival (ToA) or Time of Flight (ToF) is the simplest and most common ranging 

techniques for implementing the positioning algorithm. These techniques are based on 

precise timing information when the signal is transmitted from a transmitter, the precise 

time when the signal is received at the receiver and the velocity of the signal travels 

(usually light velocity). Once the timing information is known, the distance between 

source and destination can be calculated using the equation below [25].  

  𝑑 =  𝑐 ∗ (𝑡𝑎𝑟𝑟𝑖𝑣𝑒𝑑 − 𝑡𝑠𝑒𝑛𝑡)     (3.1) 

 

Here c is the velocity of light (3*10^8 m/s) 

The calculated distance (d) can be used to determine the position of a target from a 

reference point. Positioning can be either two-dimensional (2D) or three-dimensional 

(3D). The circle equation can be as follows in 2D.  

  

 𝒅 = √(𝒙𝒓𝒆𝒇 − 𝒙)𝟐 + (𝒚𝒓𝒆𝒇 − 𝒚)𝟐     (3.2) 

 

Where (𝑥𝑟𝑒𝑓, 𝑦𝑟𝑒𝑓) is the known position of a reference point. Once the distances are 

calculated from at least three reference points (in 2D) or four reference points (in 3D), it 

is possible to calculate the accurate position of a receiver using the circle intersection 

point [25]. 
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Figure 3.2. Time of Arrival techniques of three Radio Nodes (Regenerated from [26]). 

3.3 Time Difference of Arrival (TDoA) 

The time difference of Arrival (TDoA) is another most popular ranging method for esti-

mating positioning and sometimes more flexible than the ToA. Although the mechanism 

is different from ToA, in this case, it does not need to know the exact time when the 

signal was sent. TDoA exploits the difference in signal transmission times from different 

transmitters and is measured at the receiving end. When the signal reaches the two 

reference points, the difference in the received time can be calculated as the difference 

in the range between the targets and two reference points. Using the following equation, 

the differences can be calculated [25] 

     ∆d=c*(∆t)    (3.3) 

Here c is the light velocity and ∆𝒕 is the difference in received times at each reference 

point.In 2D scenario ,following equation can illustrate[25] 

 

∆d=√(𝑥2 − 𝑥)2 − (𝑦2 − 𝑦)2-√(𝑥1 − 𝑥)2 − (𝑦1)2  (3.4) 

 

Here (𝑥1,𝑦1)and (𝑦1,𝑦2) are the known position of reference points. For 2D TDoA, at least 

three transmitters needed to calculate the position of a receiver using the intersections 

of three or more hyperboloids. The hyperbolic equation can be solved by using a non-

linear least square method or Taylor series expansion to linearize the equation[26]. The 

accuracy of TDoA estimate depends on line-of-sight between transmitter and receiver, 

signal bandwidth and signal sampling rate at the receiver. Moreover, strict time 

synchronization between transmitter is also needed [26], unlike the ToF, the timing 

synchronization is needed between transmitter and receiver. 
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3.4 Received Signal Strength Indicator (RSSI) 

Received signal strength (RSS) based measurement method is one of the simplest and 

most extensively used positioning technique for indoor [27]. The RSS is defined as the 

genuine signal power strength received at the receiver, typically measured in (dBm) 

scale or sometimes (mW) scale. The range between a transmitter (Tx) and a receiver 

(Rx) can be determined using RSS. The high signal strength obtained means that Tx 

and Rx are close to each other and the low signal strength obtained means that Tx and 

Rx are far from each other. The actual distance between Tx and Rx can be determined 

using different path loss models where the transmission power at the reference power is 

known. Using the following equation [28] the distance 𝑑 between Tx and Rx can be esti-

mated. 

𝑃𝐿 = 𝐴 + 𝑛10 log10(𝑑)       (3.5)  

 

Here 𝐴 is the frequency dependent component and the received signal strength value is 

a reference distance from the receiver. The Parameter 𝒏 is called path-loss exponent or 

coefficient. The values of 𝑛 determined how quickly RSS falls with respect to 𝒅. The value 

of 𝑛 determined by the environment, in typical rural cases 𝑛 = 2.5 whereas in dense ur-

ban cases 𝑛 = 4.5, however, indoor cases 𝑛 =  1.6 𝑡𝑜 1.8 [29]. 

 

 

Figure 3.3. RSS based position estimation (Regenerated from [26]). 

 

In RSS-based localization, at least three distances from the reference points to the user 

devices are required to apply the trigonometric formula to estimate the device location 
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corresponding to the reference points shown in figure 3.3.RSSI based localization 

algorithms can be implemented easily and it is cost effective as well as can be used with 

many technologies. However, it is sensitive to multipath and other environmental noise 

that can degrade the localization accuracy. After all, several filtering techniques can be 

used to mitigate multipath impacts and other noises. 

 

 

 

 

 

 

 

Table 3.1. Summary of measurement techniques. 

 

Signal 

Properties 

Measure-

ment Type 

Advantage Disadvantage 

Angle of 

Arrival (AoA) 

Angle Can provide very high posi-

tioning accuracy, no finger-

print required. 

Required directional antenna and 

expensive hardware as well as line-

of-sight. 

Time of 

Arrival (ToA) 

Distance Can provide high positioning 

accuracy, no fingerprint re-

quired. 

Might require time synchronization 

between transmitters, line-of-sight 

to ensure high accuracy and possi-

ble multiple antenna required at the 

receiver. 

Time Dif-

ference of 

Arrival 

(TDoA) 

Distance Doesn’t require time syn-

chronization among the UEs 

and radio nodes, fingerprint-

ing not required, high locali-

zation accuracy.   

An expensive and complex system 

might require synchronization 

among the radio nodes as well as 

high bandwidth needed. 

Received 

Signal 

strength In-

dicator 

(RSSI) 

Signal 

strength 

Easy to implement and cost-

effective, can be used with 

various technologies.   

Sensitive to multipath effect and 

other noises from the environment, 

may require fingerprint in some 

cases. 
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4. POSITIONING ALGORITHMS 

The positioning algorithm shows how to estimate the position of an object from different 

measurements [31]. Expressly these algorithms convert different signal properties into 

either distance or angles and then estimate the real position of an object [32]. For exam-

ple, once the distance between an object and the reference point is known, the position-

ing algorithms then determine an object's true position using the estimated signal prop-

erty [32]. Positioning algorithms, in fact, handle the signal property and estimate a posi-

tion. 

 

Besides, the accuracy of different algorithms mainly depends on the precision of raw 

measurements or signal properties [31]. The algorithms have particular pros and cons, 

therefore using more than one algorithm at the same time can improve the overall posi-

tioning accuracy [33]. The most common positioning algorithms are Triangulation, Trilat-

eration, Fingerprinting, Kalman Filter. Etc. 

4.1 Triangulation  

The triangulation positioning technique uses the geometric properties of triangles to es-

timate the position of a remote node or a target object [34]. The idea is that using any 

two reference points, the distance from one reference point to a target object can be 

calculated if the distance between the reference points and the angle between the refer-

ence points and an object is known. 

 

 

Figure 4.1. Triangulation technique based on angle measurements 
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In figure 4.1 A and B are two reference points. The distance b can be calculated using 

sin rule for a triangle. The following equation[34] arranged such a way to find the distance 

b.  However, in order to calculate distance b, angle alpha, beta and distance between 

two reference points c has to be known. 

𝑏 =
𝑐 sin 𝛽

sin(180−𝛼−𝛽)
        (4.1) 

Moreover, if the coverage area is extended along with many reference points, the posi-

tion estimate may contain some errors that may reduce the accuracy. [31]. Furthermore, 

hardware necessity for extended area tends to be complex and expensive. Besides, tri-

lateration and triangulation are more often assumed to be the same term, but both terms 

are obviously described in the thesis. 

4.2 Trilateration 

Trilateration positioning technique uses geometric properties of circles and sphere in or-

der to estimate the position of a target object. This is one of the oldest and most popular 

positioning techniques widely used in GNSS as well as indoor positioning. However, this 

technique is different from the triangulation. In the trilateration technique, at least three 

distance measurements from the known reference points are used to estimate the two-

dimensional position of a target object. Besides, multi-trilateration uses four or more dis-

tance measurements in order to estimate position. Using more distance measurements 

can improved the precision of an object’s location as well as altitude [35]. The simple 

idea is that each measurement from the transmitter expresses a circle of ambiguity 

where the object can be located. The location of an object can be estimated from the 

intersection of many circles. The location of an object can be estimated using the Time 

of Arrival (ToA) measurement at received from the transmitter. Additionally, TDoA meas-

urements can be used to estimate the position. TDoA measures differences in the time 

the signal arrives from two transmitting stations and determines the hyperbolic position-

ing of an object. In that case, transmitters need to be synchronized over time. The trilat-

eration positioning technique has been widely studied in [ 36]. The equation can be de-

rived using the following Pythagorean theorem [57]. 

 

 

𝑑1
2 = (𝑥1 − 𝑥)2 + (𝑦1 − 𝑦)2       (4.2) 

𝑑2
2 = (𝑥2 − 𝑥)2 + (𝑦2 − 𝑦)2       (4.3) 

𝑑3
2 = (𝑥3 − 𝑥)2 + (𝑦3 − 𝑦)2       (4.4) 
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Figure 4.2. Trilateration technique based on timing measurements.  

 

𝑥 =
𝐴𝑌32+𝐵𝑌13+𝐶𝑌21

2(𝑥1𝑌32+𝑥2𝑌12+𝑥3𝑌21)
        (4.5) 

 

𝑦 =
𝐴𝑋32+𝐵𝑋13+𝐶𝑋21

2(𝑦1𝑋32+𝑦2𝑋12+𝑦3𝑋21)
        (4.6) 

Where  

𝐴 = 𝑥1
2 + 𝑦1

2 − 𝑑1
2        (4.7) 

 

𝐵 = 𝑥2
2 + 𝑦2

2 − 𝑑2
2        (4.8) 

 

𝐶 = 𝑥3
2 + 𝑦3

2 − 𝑑3
2        (4.9) 

 

 

4.3 Proximity 

The proximity location detection systems examine the position of an object with respect 

to a known location. However, proximity provides only location information, it does not 

provide an absolute position of an object [33]. E.g., the beacon is the proximity technol-

ogy that provides the information about a mobile device somewhere under its proximity 

but does not tell the actual position where the mobile device is truly located. The systems 
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depend upon a network of antennas and every antenna has to be in a known position 

[33]. When a mobile device is identified in motion, the nearest antenna is used to deter-

mine its position. When a mobile device is identified by more than one antenna, the an-

tenna with the highest received signal strength is considered to estimate the position 

[33]. The location of the mobile device is estimated using the received signal strength 

indicator (RSSI), which is normally used in proximity systems for the purpose of obtaining 

mobile device position information [37]. Having a mobile device’s location information is 

valuable for initiating different location-based services and applications, such as naviga-

tion and tracing [31]. The proximity technique is relatively simple and easy to install in a 

small area. It can be applied to different types of physical media. Specifically, proximity 

is frequently used in the system using Radio Frequency Identification (RFID) and Infrared 

Radiation (IR). Another example of proximity is the cell identification system of the mobile 

phone. This method depends on the fact that cellular networks can detect the probable 

position of a user element (UE) by identifying which cell id is using from which base 

station. The base station and cell location are known by the network, so the handset (UE) 

is somewhere within the coverage of the detecting cell [33]. However, in order to ensure 

reliable and wider area coverage, the large spread of readers is required [38]. This large 

span of readers would make the system complicated and expensive. 

 

4.4 Fingerprinting and Scenes Analysis 

 

Position estimation in the fingerprinting method is performed without the information 

transmitter distance, angle, and location information. Scene analysis methods indicate 

an algorithm that collects geographies of a region and then determines the location of an 

object by matching with earlier recorded fingerprints. Received signal strength (RSS) 

based fingerprinting mostly used in scene analysis. Moreover, aroma-based fingerprints 

can also be used for localization [39]. Fingerprints contain information on unique char-

acteristics that distinguishes a scene from another. Scene analysis commonly separated 

into two phases: Offline stage and online stage (real-time run). In the offline stage, a 

location survey is conducted in an environment usually within a building. The location 

grids, labels and corresponding signal strength from nearest anchors or airborne ion mo-

bility are captured. Using the collected data and with the floor plan, a fingerprinting map 

can be created. During the online stage, a software-based algorithm employs real-time 

environmental data and earlier collected data from the same location to estimate an ob-

ject's position [33]. To determine the position of an object, scene analysis commonly 
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uses some pattern recognition techniques such as k-nearest neighbor (𝑘NN), support 

vector machine (SVM), neural networks and smallest M-vertex polygon (SMP) and prob-

abilistic methods [33]. The performance and accuracy of the fingerprinting-based locali-

zation system are often better than positioning using RSSI [33], [40]. The primary chal-

lenge of this method is that the environment can alter rapidly. The received signals can 

be affected by external noises, multipath, scattering, reflection, etc. which affects the 

classification accuracy Besides, the offline stage required significant time and hard work 

to build up the fingerprint map. Therefore, the overall process is time consuming, expen-

sive and complex. Localization based on fingerprinting or scene analysis has been used 

in RF-based systems such as Wi-Fi, aroma-based systems, for example, monitoring ion 

mobility and vision-based technologies such as cameras and IR. 
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5. RESEARCH METHODOLOGY 

Different positioning methods have been addressed in the thesis and are mostly divided 

into two groups: lateration and fingerprinting analysis. Lateration approaches mostly rely 

on the different signal properties such as Received signal strength (RSS), Time of Arrival 

(ToA), Angle of Arrival (AoA), Time Difference of Arrival (TDoA) and other signal proper-

ties to estimate distance from transmitters to receivers. The received signal characteris-

tics are captured from a particular region in the fingerprinting analysis and then mapped 

the captured data in a database. In this study, the machine learning algorithm used to 

process the collected data and train the model to fit with the current environment. After 

collecting new data set from the same location, the machine learning algorithm can 

match those data with the existing trained model and predict the probabilistic location of 

a target object. Usually several classifiers are often used to study characteristics and 

predictive accuracy of each classifier. Localization using aroma-based fingerprint 

method is uncommon and that is why this method draws potential attention to the new 

researchers. Very few pieces of research have been done using electronic noses 

(eNoses) for localization, according to [39]. Since one of the main aims of this thesis was 

to study the systems capable of working without the use of any internal infrastructure, 

which will be cost-effective, sustainable and rapidly deployable. The following block dia-

gram shows a general summary of the entire thesis work. 

 

 

Figure 5.1. Research Methodology 
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5.1 Work Description  

The main implementation part of the thesis is classified into several phases. The data 

sets for the study were collected from [39]. There were two datasets, taken from the 

same location with different environmental conditions. Using the given datasets [39] two 

aroma fingerprint databases have been prepared. A machine learning algorithm was 

then used to predict an object's location. The idea was to train the ML model using the 

dataset one with a current situation. The real-world data (second dataset) was then used 

to predict an object's location. The method was also reversed in the research to analyze 

how it affects the accuracy of the localization. The reverse method implies that dataset-

two was used to train the model and dataset-one used to predict the location. Figure 5.2 

shows the work description briefly.  

 

 

    Figure 5.2. Work Scenario  

 

Overall, five classifiers were used to predict the location of an object. Each classifier 

provides a probabilistic output based on a given dataset. Besides, how the classification 

accuracy differs with the changing environment and with external noise also studied in 

the analysis part. 

 

5.2 Data Description 

Two datasets from [39] were used in this study: Data Empty and Data Crowded. As indi-

cated by [39] data was collected from seven different locations by a handheld chemical 

detector (Chempro 100i) at the Tampere University campus. Among the seven locations, 

there is a small office area (location 1), a coffee room (location 2), an open corridor 
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(location 5) and four open spaces (location 2, 4, 6, and 7). Besides, locations 6 and 7 

are near the food court that is open during the weekdays. 

The data sets of about 600 seconds with one-hertz measurement frequency were col-

lected for individual locations. The first data set (Data Empty) was collected during the 

weekend to guarantee that there were no people in those locations and no food smells. 

Another dataset (Data Crowded) was collected from the same locations during the week-

day when people walked around the locations and cooked foods were displayed and 

sniffed. 

 

Figure 5.3. Ion mobility plot over time of Room 2.  

 

    Figure 5.4. CDF plot of Room 2. 
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Figure 5.5. Mean value of electrodes 1-14 at Room 2. 

 

Figure 5.6. Variances plot of room 2 all electrodes.  

 

Figure 5.3 shows the ion mobility plot against time in room 2 with electrode 5 for both 

empty and crowded situations. It is seen that there is a rapid decrease in the measure-

ment of the electrode's currents at the beginning (about 100s). After certain periods, 

electrode values are steadily decreasing over time until the end of the readings. It is 

observed that the values of the electrode decay almost equally under both environmental 

conditions, which is a fine indication of data reliability. The ML algorithm can easily pre-

dict them entirely based on their similarities during the matching phase. An interesting 

point that can be noticed here is that at the end of the readings there is a sharp decrease 

in currents due to the operator's body effect.  

Figure 5.4 shows the Cumulative Distribution Function (CDF) of room 2 in both empty 

and crowded situations. The CDF represents the probability of a random variable that is 
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less than a certain value. The cumulative distribution function of six-sided dies, for ex-

ample, will look like a staircase. Each step upward will have an additional value of 1/6 

plus the previous probability. It will be 100 percent at the end of the graph. The cumula-

tive distribution function is one of the vital statistical instruments and is typically needed 

by the data scientist to ace the job. The CDF plot of both electrodes in both environments 

has enough similarity, according to figure 5.4, there are no significant differences ob-

served between the figures. It is also a good representation of data similarities in both 

environmental circumstances. Figure 5.5 indicates the upper, lower and average values 

of all electrodes in room 2. Compared to other electrodes, electrodes 1,2,4,5,6,7 have a 

higher mean value. Figure 5.6 demonstrates the plot of variances of all electrodes in 

room 2. From the variance figure, it is noticed that the higher variances of these elec-

trodes also result in higher mean values. From the last two figures (Figure 5.5&5.6), the 

most sensitive and less sensitive electrodes can be easily distinguished. 

5.3 Data Collection Tools  

 

A hand-held electronic nose (eNoses) was used to collect measurement data [39]. An 

eNoses is a device that includes an array of chemical sensing electrodes with a suitable 

pattern recognition system that able to distinguish and identify various volatile samples 

[41]. Ion mobility spectrometry (IMS) fitted to detect and analyze different airborne chem-

icals very quickly. The data sets used in this study were obtained by Chempro 100i 

(shown in Figure 5.7), which is a handheld chemical detector including IMS. It was orig-

inally developed to identify and investigate Chemical Warfare Agents (CWAs) and se-

lected Toxic Industrial Chemicals (TICs) [42]. In this research, the device was used for 

classifying different airborne. Chempro 100i utilizes several detection techniques that 

can examine air particles from any location. And depending on their mobility, the device 

can differentiate and separate ionized molecules [39, 42]. The IMS classifies chemicals 

using a feature known "mobility" that measures how quickly an ion travels through an 

electrical field. The mobility associated with size, mass and in order to detach and clas-

sify chemicals of interest [43]. The multi-dimensional sensors (16 electrodes) can simul-

taneously detect a wide range of chemicals. For the data collection purpose, out of 16 

electrodes, 14 of them were actively collected data at the same time. Electrodes 8 & 16 

were only used to control airflow and therefore were not used for data collection [39]. 
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Figure 5.7. Chempro 100i (source [44]). 

 

The Chempro 100i is an accurate orthogonal sensor and its core remains with the ‘Envi-

ronics’ an exclusive ion mobility spectrometry (IMS) sensor [42]. The operation of the 

device is as comfortable like a mobile phone. However, the device Chempro 100i is a 

slightly bulky and costly device. However, only its key portion (IMS) is required for local-

ization studies. The latest significant developments of ion mobility spectrometer make 

IMS chip low-priced, lightweight and widely accessible to the mass consumers. [39, 43]. 

5.4 Machine Learning Algorithm 

 

Machine Learning (ML) is a technique of data analysis that instructs computers to con-

duct what actually appears to humans, animals and learn from experiences [45].ML al-

gorithms adaptively improve their knowledge as to the number of learning samples in-

creases. One of the advanced forms of ML is called Deep Learning [45]. In the modern 

world with the acceleration of big data, ML has become more popular day to day in the 

field of image recognition, pattern detection, voice recognition, classification, credit scor-

ing, computer vision, etc. The machine learning approach is comprehensive preference 

while the problem is associated with a very high volume of data and variables and when 
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there is no convenient formula to solve these issues. ML algorithms are broadly distrib-

uted into three parts: supervised learning, unsupervised learning and reinforcement 

learning. Figure 5.8 presents the different branches of the machine learning algorithm. 

 

 

Figure 5.8. Machine Learning Algorithm. 

 

In supervised learning, the machine is trained with a known set of examples: examples 

include linked inputs and outputs. Then the algorithm indicates a technique of how to 

reach those input outputs. Once the algorithm finds out the patterns of these input and 

output data, it trains a model to create reasonable forecasts for the response of new 

unknown data [45]. A model is ready to create a prediction throughout the learning phase 

and makes the needed correction when it gives the incorrect estimation. The learning 

approach continues until the model reaches an expected level of prediction accuracy on 

training data [46]. 

 

 

 

Figure 5.9. Supervised Learning Algorithm. 
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In order to make predictions of a new dataset, supervised machine learning uses the 

classification and regression technique. In the classification technique, the model 

reaches a summary from the current observations about the categories of new observa-

tions and where they belong. For instance, an email filtering process model has to predict 

the email as either “spam or not spam”. Usually, the system looks at training data to get 

an idea and filter the emails accordingly. However, regression is one of the broadly used 

statistical approaches, evaluating interrelationship between the variables. There are 

mainly two types of regression techniques: linear and multilinear. Linear regression uti-

lizes an independent variable to estimate the product of a dependable variable. Multi-

linear regression uses more than one independent variable to estimate the outcome [58]. 

There are no predetermined or known labeled data in unsupervised learning. A mathe-

matically developed model systematically reduced redundancy among the data. Addi-

tionally, this approach categorized unknown data into several groups using their similar-

ity to each other. Clustering is the popular unsupervised machine learning technique. 

This approach is mostly applied in order to evaluate the unseen patterns, sequences and 

classes of the data. Clustering is used to analyze object recognition, market research, 

etc. [45]. 

 

 

 

Figure 5.10. Unsupervised Learning Algorithm. 

 

Reinforcement learning is an approach of Artificial intelligence (AI). In this algorithm, any 

state output depends on the current input and the following input depends on previous 

output [47]. In the modern world, it is a substantial approach to machine learning where 

an agent acquires knowledge of how to respond in a situation by conducting activities 

and observing findings. Depending on the performance, an agent can receive a reward, 
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accordingly, the agent gets a penalty for the inappropriate performance. Using dynamic 

programming, an agent decides over time to maximize the rewards and minimize the 

penalty. 

  

 

Figure 5.11. Reinforcement Learning.  

 

A supervised machine learning method applied in the thesis for the location estimation. 

The task is to label the different locations with respect to a known dataset. Therefore, it 

is a classification problem. In the research, there are several classifiers studied for local-

ization. Figure 5.12 defines the supervised machine learning algorithm used in the re-

search. There are two phases of this work: the training phase and the prediction phase. 

In the training phase, the model is trained by a dataset with the known labels. In the 

predictive phase, a new dataset without labels is provided to the model and compares 

those data with an existing dataset and finally offers the predictive labels of the new 

dataset. Different classifiers can be used to perform matching. Each classifier has differ-

ent predicted labels with different accuracies. 
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Figure 5.12. An example of Supervised Machine Learning Algorithm.  

5.5 Linear Models 

 

5.5.1 Classification 

Many machine learning problems can be presented as a classification task. Usually, 

most of the classification tasks describe as a problem of dividing a vector space into 

separate areas [48]. Classification problem involves with following factors 

 

𝑆𝑎𝑚𝑝𝑙𝑒𝑠 =  𝒙[0], 𝒙[1], . . . , 𝒙[𝑁 − 1] ∈ 𝑹𝒑      (5.1) 

𝐿𝑎𝑏𝑒𝑙𝑠 =  𝑦[0], 𝑦[1], . . . , 𝑦[𝑁 − 1]  ∈  {1,2, . . . , 𝐶}     (5.2)    

 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟 =  𝐹(𝒙) ∶ 𝑹𝒑 → {1,2, . . . , 𝐶}      (5.3) 

Here, 𝒙 represents the input, 𝑦 is the target label and 𝐶 is the constant. The main task is 

to figure out the function 𝑭, which draws the samples perfectly with respect to their labels. 

For example, study the function 𝑭 that reduces the number of inaccurate predictions, i.e. 

the cases 𝐹(𝑥[𝑘]) ≠ 𝑦[𝑘] 
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Figure 5.13. Classification Process (Regenerated from [49]) 

 

The main goal of classification is to classify samples into particular groups. From figure 

5.13, to classify dots based on the training data, the ML algorithm draws a decision 

boundary that most powerfully categorizes the two classes. A strong decision boundary 

assigns most of the samples on one side of the boundary that goes to the same class 

and then most of the samples on the other side that goes to another class. 

5.5.2 Regression 

Regression is another popular approach to solving problems of supervised machine 

learning. The output is slightly different from classification tasks; here the output is a real 

value rather than a category or group [48]. These problems consist of the following ele-

ments: 

 

𝐼𝑛𝑝𝑢𝑡 =  𝑥[0], 𝑥[1], . . . , 𝑥[𝑁 − 1]  ∈ 𝑹𝑷      (5.3) 

𝑇𝑎𝑟𝑔𝑒𝑡𝑠 =  𝑦[0], 𝑦[1], . . . , 𝑦[𝑁 − 1]  ∈ 𝑹𝑷      (5.4) 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟 =  𝑭(𝒙) ∶  𝑹𝑷  → 𝑹       (5.5) 
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Figure 5.14. Regression Process (Regenerated from [49]) 

 

The objective is to get the function 𝑭 that maps inputs most precisely to their equivalent 

targets. For example, figure out the function  𝑭 that reduces the square sum of distances 

concerning targets and predictors [48]. 

 

𝜀 = ∑ (𝑦[𝑘] − 𝐹(𝑥[𝑘]))2𝑁−1
𝑘=0        (5.6) 

 

 

 

5.6 Software Overview  

Most of the simulation part of this research was performed on the Python platform. Py-

thon becomes a popular platform for applied machine learning. It is becoming a funda-

mental tool for data science. It was designed with a very concise and readable code for 

the user. Its straightforwardness allows developers to write trustworthy systems. Be-

sides, python attracts many developers as it is simple to comprehend. Furthermore, 

MATLAB has also used occasionally to generate some figures. 

It is complex and time-consuming to apply Artificial Intelligence (AI) and Machine Learn-

ing (ML) algorithms. A well-defined structure (frameworks) is necessary to provide the 

best coding solution. The Python libraries and frameworks are well enriched in order to 

ensure less complexity and fast programming. Libraries include huge pre-written codes 

or solutions frequently used in AI and ML. In this research Scikit-learn, Keras, Tensor-

Flow -backend, Pandas, Numpy, etc. are used. Among them, Scikit-learn (Sklearn) is 
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most commonly used in ML for supervised and unsupervised learning. Different stages 

of Sklearn API is given below  

 

Initialization: Every model has its individual constructor initiator, for example  

  𝑟𝑒𝑔 =  𝑙𝑖𝑛𝑒𝑎𝑟_𝑚𝑜𝑑𝑒𝑙. 𝐿𝑖𝑛𝑒𝑎𝑟𝑅𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛()  

Training: Each model implements a . 𝑓𝑖𝑡() function that trains the model, for example  

  𝑚𝑜𝑑𝑒𝑙 =  𝑟𝑒𝑔. 𝑓𝑖𝑡(𝑋_𝑡𝑟𝑎𝑖𝑛, 𝑦_𝑡𝑟𝑎𝑖𝑛) 

Prediction: There is a prediction stage where model use . 𝑝𝑟𝑒𝑑𝑖𝑐𝑡 () function, which 

estimates probabilistic outputs for new inputs, such as  

  𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 =  𝑟𝑒𝑔. 𝑝𝑟𝑒𝑑𝑖𝑐𝑡(𝑋_𝑡𝑒𝑠𝑡)  

Probabilities: Some models also use a . 𝑝𝑟𝑒𝑑𝑖𝑐𝑡_𝑝𝑟𝑜𝑏𝑎 () function, which provides a 

class probability for the new input, e.g.  

  𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =  𝑟𝑒𝑔. 𝑝𝑟𝑒𝑑𝑖𝑐𝑡_𝑝𝑟𝑜𝑏𝑎(𝑋_𝑡𝑒𝑠𝑡) 

 

5.6.1 Cross Validation (CV) 

Performance evaluation of an ML model is very difficult. A dataset is typically split into 

two sets: a training set and a test set. The training set is used to train the model and the 

test set is used for testing the model. Evaluating a model with only one dataset is not 

enough, besides, it remains some drawbacks. The data set splits into the different folds 

in the cross-validation technique and each fold is used in the test at some point. To 

perform a CV, In Sklearn library there is a function called . 𝑘𝐹𝑜𝑙𝑑() 
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Figure 5.15. Cross-Validation (CV). 

 

 

In 𝒌𝑭𝒐𝒍𝒅 cross-validation (CV), the dataset is divided into 𝒌 parts where every piece of 

data is used as a testing set in rotationally at some point. In figure 5.15, the dataset was 

divided into five pieces to assess cross-validation. In the first cycle, fold-1 is used as the 

testing set to evaluate the model and the rest of the data is used to train the model. 

Similarly, in the next cycle, fold-2 is applied as a testing set while the rest of the data is 

used as the training set. This process is lasting until k times. 

 

5.7 Classifiers 

 

5.7.1 𝒌-Nearest Neighbours   

 

𝑘NN is one of the famous and widely used machine learning and classification algorithm. 

It is a simple algorithm that caches all possible instances and classifies new instances 
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based on the measurement of resemblance such as distance [59]. In 𝑘NN, the model is 

structured based on the dataset, therefore, it does not rely on any presumption. 

In the real world, the majority of cases data do not follow the traditional hypothesis. 

Thus, 𝑘NN is the best choice for classification tasks when less information available 

about the distribution of data. In 𝑘NN algorithm decision is made based on feature simi-

larity. For each data point, the value of 𝑘 is the number of nearest neighbors. Usually, 𝑘 

draws the odd integers. For example, when the value of 𝑘 = 1 the algorithm mapped 

unknown samples based on its nearest neighbors. An object is categorized in 𝑘NN algo-

rithm by the majority votes of its neighbors  

 

 

Figure 5.16. 𝑘NN algorithm [50]. 

 

Figure 5.16 illustrates simplified 𝑘NN algorithm. The red circle is the unknown sample, 

that is to be classified. If the value of 𝑘 = 1, then the new sample is assigned to class B 

since it is close to a class B sample. If 𝑘 = 3, then the new sample is assigned to class 

A. Since two orange triangles and one green hexagon are neighbors of a new sample. 

Therefore, the majority vote goes to class A. 𝑘NN algorithm works in the following way 

[50] 

1: Load the data for both training and test  

2: Initialized the value of K (Typically k=3, 5) 

3: For every point of data 

-Calculate Euclidean distance between the new sample and exiting sample 

 -Sort and store all distances from smallest to highest  

 -Chose the foremost k points from the stored collection  

 -Labels the k points based on the majority of classes present in the picked points 

 -Return the mean value for regression and mode value for classification  
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The main advantage of this model is that it is very simple and easy to implement. More-

over, the algorithm is adaptable in a different environment, for example, it can be used 

to solve classification and regression problems. The accuracy is relatively excel-

lent and new data can be added or deleted without retraining the model. The value of 𝑘 

is closely related to prediction accuracy. If the value is too small, the algorithm may pre-

dict or classify incorrectly, and if the value is too high, then the systems may get slow to 

iterate so many calculations. Additionally, this algorithm becomes expressively slower as 

the number of data increases, so it is not the ideal choice for large datasets. However, 

with enough computer resources 𝑘NN can be still convenient to handle issues related to 

classifying similar objects. 

 

 

5.7.2 Linear Discriminant Analysis (LDA) 

Linear Discriminant Analysis (LDA) is a dimension reduction technique mainly applied 

for the pre-processing steps of machine learning and pattern recognition applications. 

The basic feature of LDA is to reduce dimension by eliminating unnecessary character-

istics by transforming them from higher-dimensional space into lower-dimensional 

space. Besides, LDA discovers the projection that maximized class isolation as far from 

each other as possible to reduce overfitting and computational expenses [48]. The fol-

lowing figures (5.17) shows the linear classification of Fisher data. Fisher data is an ex-

ample dataset from MATLAB commonly referred to describe different classifiers. 
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Figure 5.17. Linear classification with Fisher data. 

 

In LDA, the aim is to project the features in upper dimensional space into lower dimen-

sional space. Hence, the job is to be determining a perfect liner projection. It can be 

achieved in several steps. The first task is to find the distance between the mean of dif-

ferent class i.e. Inter-class variance 

𝑆𝑏 = ∑ 𝑁𝑗(𝑥𝑗 − 𝑥)(𝑥𝑗 − 𝑥)𝑇𝑔
𝑗=1        (5.7) 

Next step is to calculate intra-class variance 

𝑆𝑤 = ∑ (𝑁𝑗 − 1)𝑆𝑗 = ∑ ∑ (𝑥𝑗,𝑘 − 𝑥)(𝑥𝑗,𝑘 − 𝑥)𝑇𝑔
𝑘=1

𝑔
𝑗=1

𝑔
𝑗=1     (5.8) 

 

Then the final step is to determine the projection, which maximizes the inter-class vari-

ance and minimizes the intra-class variance. If 𝑾 be the projection or Fisher’s criterion 

𝑾𝑙𝑑𝑎 =
𝐼𝑛𝑡𝑒𝑟𝑐𝑙𝑎𝑠𝑠 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒

𝐼𝑛𝑡𝑟𝑎𝑐𝑙𝑎𝑠𝑠 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒
       (5.9) 

𝑾𝑙𝑑𝑎 = 𝑎𝑟𝑔𝑚𝑎𝑥 
𝑾𝑇𝑆𝑏𝑾

𝑾𝑇𝑆𝑊𝑾
        (5.10) 

Using generalized eigenvalue problem solution can be achieved  

𝑆𝑏𝑾 = 𝜆𝑆𝒘𝑾         (5.11) 

Finally, 𝑾𝑙𝑑𝑎 is maximized by choosing 𝜆 as the largest eigenvalue. 
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5.7.3 Support Vector Machine (SVM) 

SVM is another supervised machine learning algorithm that is defined by its maximum 

margin property. In other words, SVM tries to maximize the boundary between the clas-

ses. SVM can be used for both regression and classification problems. However, this is 

most frequently used in the classification task. In high-dimensional spaces, SVM is very 

efficient. The objective of SVM is to construct a hyperplane in n-dimensional space that 

clearly categorizes the data point. The vectors that defining the hyperplane are called 

support vectors. 

 

 

 

Figure 5.18. Support Vector Machine (SVM) classification techniques [51].   

 

In order to separate two classes of samples, there are many possible hyperplanes. A 

decision boundary is considered to be a weak boundary if it is passed very close to the 

samples. Thus, the aim is to find a plane with a maximum margin between the classes. 

Figure 5.18 (right) shows a clear trend towards the maximum margin. SVM has maxim-

ized the margin between two classes with some reinforcement so that future samples 

are categorized with more confidence. Hyperplanes are the decision margins that help 

to distinguish the samples. Data samples can be assigned to different classes on each 

side of the hyperplane. The number of input features determines the dimension of the 

hyperplane. When the number of input characteristics is three, the hyperplane turns into 

a two-dimensional plane and the hyperplane resembles a straight line for two input char-

acteristics [51]. 

The support vector machine becomes a powerful tool when coupled with kernels. The 

kernel is the useful trick when dealing with multidimensional data. The SVM can be ex-

tended to nonlinear margins using the kernel trick. Kernel trick essentially received lower 

dimension data and converts the data into a higher dimension as well as designs linear 

SVM there. In Scikit-Learn library, there are many kernels that exist. The RBF kernel is 
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outstanding among them in the sense that it corresponds to mapping into an infinite-

dimensional vector space [48]. Besides, the RBF kernel is generally the best performing 

one in the mathematical context. 

 

5.7.4 Random Forest Algorithm 

 

Random Forest (RF) is a supervised machine learning algorithm for classification that 

uses ensemble technique. However, it is also used in the regression problem. RF is a 

tree-based algorithm that randomly generates several decision trees and supports to fix 

the problem of overfitting in the decision tree. Decision trees are created randomly using 

arbitrary features of the given samples. The decision trees are simple to use the if-else 

statement and make a decision. Random Forest (RF) makes decisions based on the 

highest number of votes obtained from decision trees. 

 

 

 

Figure 5.19. Random Forest classifier.   

 

Ensemble technique defines simply a group of decision trees, called together as Random 

Forest. The accuracy of the ensemble model is better than individual models because it 

accumulates the results from the individual model and provides a final output. Feature 

selection is one of the important parts in order to construct decision trees. A technique 

called bootstrap aggregating (bagging) can be used to randomly pick features from data 

points. Form the available features in the dataset, a forest of trees is created where nu-

merous training sets are produced with replacement. That implies that at the same time 
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one feature can be used constantly in separate training sets. The bagging techniques 

contribute to overcome the problem of overfitting. In the classification problem, RF pre-

dicts a class that receives maximum votes from the decision trees. Besides, the average 

output from the decision trees is considered as the final output in the regression problem. 

 

Random forest algorithm for classification works in the following steps [52] 

 

1. From a given dataset select the random samples 

2. For each sample build a decision tree and received predicted output from 

each tree 

3. Accomplish a poll for each prediction  

4. Estimate the final prediction based on the majority votes from the trees 

 

 

Figure 5.20. Radom Forest Decision trees [52]. 

Random Forest (RF) algorithm is considered a robust and reliable method for machine 

learning problems because many decision trees are involved in the whole process. 

Evaluating the relative status of each feature from the prediction is very simple. For 

instance, this can be done by a strong Scikit-Learn library. However, dealing with huge 

random trees makes RF a slow algorithm. In addition, whenever a prediction is made, 

all trees in the forest must predict the same input and then vote on it and it requires 

time to finish the entire process. 
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5.7.5 Stochastic Gradient Descent (SGD) 

 

Stochastic Gradient Descent (SGD) is the perfect selection when dealing with huge da-

taset. In SGD, a small number of samples are chosen arbitrarily rather than the whole 

dataset for each iteration. It is helpful to use the entire dataset to ensure better accuracy. 

However, the problem arises when dealing with the huge dataset. 

A stochastic form of the algorithm is therefore very frequently used. While training the 

deep learning model, it is very often considered that the objective function becomes the 

summation of a finite number of functions [53] 

 

𝑓(𝑥) =
1

𝑛
∑ 𝑓𝑖(𝑥)𝑛

𝑖=1          (5.12)   

 

Here 𝑓𝑖(𝑥) is the loss function ranked by 𝒊, based on training data example. In gradient 

descent, the computational cost per-iteration rises linearly with the size of the training 

data set (𝑛). Therefore, when training data size is enormous, the computing cost of gra-

dient descent per iteration is very high. 

To decrease computing costs, stochastic gradient descent offers a lighter solution. At 

each iteration, SGD randomly samples 𝑖 at consistently and computes ∇𝑓𝑖(𝑥) rather than 

computing gradient descent ∇𝑓(𝑥). The idea is that, stochastic gradient descent utilizes 

∇𝑓𝑖(𝑥) as an independent estimator of ∇𝑓(𝑥) [53]. 

 

 

𝐸𝑖𝛁𝑓𝑖(𝑋) =
1

𝑛
∑ 𝛁𝑓𝑖(𝑋)𝑛

𝑖=1 = 𝛁𝑓(𝑋)       (5.13) 

In generalized cases, the SGD algorithm is also called mini-batch SGD. At each iteration, 

the mini batch 𝜷 which consists of indexes for training data, can be sampled uniformly 

with substitute. Likewise, we can use 

 

𝛁𝑓𝜷(𝑿) =
𝟏

|𝜷|
∑ 𝛁𝑓𝒊(𝑿)𝒊∈𝜷         (5.14) 

Updating x as 

𝑿: = 𝑿 − 𝜼𝛁𝑓𝜷(𝑿)         (5.15) 

Where |𝜷| represents the eigenvalues of mini batch and the 𝜼 represents the step size. 

Similarly, mini-batch SGD uses 𝛁𝑓𝜷(𝑿) as an impartial estimator for the incline 𝛁𝑓(𝑋) 
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𝐸𝛽∇𝑓𝛽(𝑥) = 𝛁𝑓(𝑋)         (5.16) 

 

Some other motivations make stochastic gradient descent more attractive than gradient 

descent. If the training dataset has numerous unnecessary data samples, SGDs can be 

so close to the real gradient 𝛁𝑓(𝑋)that a certain number of iterations will be determined 

appropriate solution to improve the problem [53]. In reality, when the training dataset is 

huge, SGD only needs a certain number of iterations to determine the relevant solutions 

while the total computational cost is more economical even for one iteration than that of 

gradient descent. 
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6. RESULTS AND ANALYSIS 

In this chapter, the performance of the aroma fingerprinting-based localization method 

and different test results are presented in detail. Additionally, different error sources and 

limitations of the data and testing methods are exposed. The remaining of this chapter 

presents a summary of all experiment results. 

6.1 Observation  

 

In the simulation part eight experiments have been performed with different parameters. 

All of the experiments were performed under Python (Python 3.6) platform, using the 

Scikit-Learn machine learning library. The performance assessment of different classifi-

ers was carried out using the Scikit-Learn toolbox. Different test/training sizes and per-

formance of different distance metrics were also checked within the same classifier. Each 

classifier is trained and tested with the same training and test data in the same experi-

ment. 

Experiment 1 

Status: Trained as Crowded, tested as Empty  

In the first experiment, the model was trained with Data Crowded and tested with Data 

Empty. Precisely, the model was trained with crowded data and tested with empty data. 

The size of the training data is 75 percent of the testing data. In actual instances, less 

training data is expected. This is, therefore, a good way of studying each other with less 

training and testing data. Table 6.1 shows the results from experiment 1. 

Table 6.1. Results of experiment 1 

Classifier Distance Classification 

Accuracy 

Value of 

𝑘 

𝑘NN Euclidean 37.56% 5 

𝑘NN Euclidean 37.33% 3 

𝑘NN Minkowski 37.53% 5 

𝑘NN Minkowski 37.21% 3 

𝑘NN Manhattan 36.89% 5 

𝑘NN Cityblock 36.94% 5 

𝑘NN Canberra 29.83% 5 

𝑘NN Cosine 29.97% 5 

LDA -- 35.42% -- 

SVM -- 34.05% -- 

RFC -- 29.55% -- 
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The 𝑘NN classifier with Euclidean distance predicted around 38% location accurately 

when the value of k is 5. Moreover, in the case of the 𝑘NN classifier is it exposed that 

different values of 𝑘 have no significant impact on the accuracy of the classifier. However, 

different distance metrics have some impact on the accuracy of the classifier.  Here, the  

𝑘NN with Cosine and Canberra performed poorly, compared to other distance metrics. 

Other classifiers like Liner Discriminator Analysis (LDA) and Support Vector Machine 

(SVM) were well anticipated around 35 percent times. However, Random Forest Classi-

fier (RFC) performance is insufficient compared with other classifiers. 

 

Experiment 2 

Status: Trained as Empty, tested as Crowded  

Another experiment was conducted by merely reversing the method that attempted to 

study the results. In this experiment, the model was trained by Data Empty tested by 

Data Crowded. Similarly, in the second experiment, the size of the training data is 75 

percent of the test data. Table 6.2 shows the results of experiment 2. 

 

Table 6.2. Results of experiment 2 

 

Classifier Distance Classification 

Accuracy 

Value of 𝑘 

𝑘NN Euclidean 29.96% 5 

𝑘NN Euclidean 30.21% 3 

𝑘NN Minkowski 29.57% 5 

𝑘NN Minkowski 29.89% 3 

𝑘NN Manhattan 25.95% 5 

𝑘NN Cityblock 25.94% 5 

𝑘NN Canberra 29.66% 5 

𝑘NN Cosine 34.12% 5 

LDA -- 31.47% -- 

SVM -- 31.31% -- 

RFC -- 22.97% -- 

 

In the second experiment, the accuracy of the predicted locations has degraded com-

pared to the first experiment. Similarly, in the second experiment, it is noticed that differ-

ent values of nearest neighbors (𝑘) have no significant impact on the accuracy of the 

classifier. However, different distance metrics have some impact on the accuracy of the 

classifier. In this experiment, maximum accuracy (34%) was achieved by the 𝑘NN clas-

sifier with Cosine distance when the value of 𝑘 is 5. Here, Cosine performs much better 

than in experiment 1 while other distances perform worse. The possible reason for the 
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overall degradation of performance in the second experiment is that Data Crowded in-

cludes more data about the environment than Data Empty. Therefore, greater accuracy 

would be provided by the model trained with more environmental data. 

 

Experiment 3 

PCA Applied  

Status: Trained as Crowded, tested as Empty  

Principal Component Analysis (PCA) method was used in the third experiment. PCA is 

a dimensionality-reduction technique most frequently used to reduce the dimensionality 

of a bulky dataset. It is done by transforming a large set of variables into a shorter one 

that still holds most of the information in the large set [54]. PCA transformation was 

used to convert uncorrelated channels from IMS channels. This process reduces the 

number of channels for classification hence significantly reduces computational time 

and complexity [39]. The findings of experiment 3 are shown in Table 6.3 

Table 6.3. Results of experiment 3 

Classifier Training Size Classification Accuracy 

𝑘NN 75% 29.16% 

𝑘NN 25% 32.05% 

LDA 75% 28.68% 

LDA 25% 28.18% 

SVM 75% 40.83% 

SVM 25% 37.28% 

RFC 75% 33.86% 

RFC 25% 27.05% 

 

In the third experiment, the results achieved by Support Vector Machine (SVM) were 

comparatively improved. When the training size is 75 percent, SVM estimates around 

41 percent times accurate locations. In addition, the Random Forest Classifier (RFC) 

also provides a satisfactory accuracy of around 34 percent. It is noticed that there is a 

clear relationship between training/test size and accuracy. Apart from 𝑘NN, with less 

training data, all the classifiers used in experiment 3 provided less accurate results. On 

the other hand, it is observed that with less training data, the 𝑘NN classifier performed 

well. 
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Experiment 4 

PCA Applied  

Status: Trained as Empty, tested as Crowded 

The fourth experiment was carried out simply by reversing the process of the previous 

experiment. Reducing the number of variables in the dataset sometimes returns at the 

expense of accuracy. Table 6.4 illustrates the results of experiment 4. 

Table 6.4. Results of experiment 4 

Classifier Training Size Classification Accuracy 

𝑘NN 75% 7.9% 

𝑘NN 25% 12.06% 

LDA 75% 16.04% 

LDA 25% 10.83% 

SVM 75% 8.16% 

SVM 25% 12.70% 

RFC 75% 9.53% 

RFC 25% 13.23% 

 

In the fourth experiment, inadequate outcomes were obtained by all the classifiers 

used. The possible reason for the outbreak can be explained using the observation 

form experiment 2. The model was trained in this experiment with Data Empty, which 

may have less information about the environment than the Data Crowded. The Princi-

pal Component Analysis decreased the number of variables from Data Empty and 

making them lighter. Consequently, the reverse process (Trained as Empty, tested as 

Crowded) does not fit well in the fourth experiment for the particular dataset. Although 

this test also observed the relationship between the training/testing size and accuracy. 
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Experiment 5 

Stochastic Gradient Descent (SGD) Applied  

Status: Trained as Crowded, tested as Empty 

An outstanding classifier called Stochastic Gradient Descent (SGD) was used in the 

fifth experiment. It can be achieved directly from the Scikit-Learn library. Data Crowded 

was used for better accuracy based on prior experiences. Table 6.5 demonstrates the 

outcomes of experiment 5. 

Table 6.5. Results of experiment 5 

Classifier Training 

Size 

Classification 

Accuracy 

Status Remarks 

SGD 75 % 53% Trained as 

crowded and test 

as empty 

loss=squared_hinge 

SGD 25 % 47%  

 

Localization accuracy increased to 53 percent in the fifth experiment, which is the highest 

accuracy obtained from the entire studies. In addition, it is observed that even with small 

training data, the SGD classifier operates quite well. Besides, several loss functions were 

accessible in the Scikit-learn library to train the SGD classifier. The square hinge loss 

function was used in experiment 5 with the SGD classifier. Finally, the SGD classifier 

with hinge loss, given a maximum probabilistic accuracy of 53 percent. The experimental 

process is similar to experiment 1 instead of multiple classifiers, only a unique classifier 

used to focus more on the findings of several experiments. 

Experiment 6 

Test Size 1-99 

Status: Trained as Crowded, tested as Empty 

The relationship between training/testing size and predictive accuracy was observed 

from previous experiments. The final experiment was conducted in order to study more 

intensely by plotting all the classifiers together with variable testing size from 1% -99%. 

Figure 6.1 demonstrates the results of experiment 6. 
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Figure 6.1. Accuracy plot with testing and training size 

 

From the final experiment, it can be seen that with some ripples, the SGD classifier is 

doing quite well. However, when test size is very high (>90%) and training size is very 

low (<10%) SGD classifier’s accuracy falls drastically. On the other side, when the train-

ing size is very small, the 𝑘NN classifier with Euclidean distance (when 𝑘 = 5) output has 

been nearly stable all the time, even more, improved in performance. It is very important 

that in real cases, typically very few training data are available. In that case, the  𝑘NN 

classifier would be performed consistently. 

 

Additional Experiment (i) 

Inspection of transient periods of channels   

Status: Trained as Multiple combinations, tested as multiple combinations  

 

Additional experiment (i) was conducted to verify whether or not there are any clear tran-

sient phases in the channels. To do this, the data set (Data Crowded) is divided into 

several parts: transient and stable. It was thought that at the beginning of each channel, 

there could be some transient periods for all the electrodes in all the rooms. The total 

dataset is around 600 seconds long. In room 2 with electrode 5 for both empty and 

crowded situations, transient data consists of about the first 100 seconds of whole data 

(see Figure 5.3) and stable data contains the rest of the data (i.e. 101s to 600s approxi-

mately). The table 6.6 indicates the outcomes of the additional experiment (i). 
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Table 6.6. Results of additional experiment (i) 

 

Classifiers Training Size Classification Accuracy Status 

𝑘NN 

75% 

80.14% 
Trained as stable test as 

transient 
LDA 86.42% 
SVM 78.57% 
RFC 76.42% 

𝑘NN 

75% 

89.95% 
Trained as transient test as 

stable 
LDA 88.46% 
SVM 85.96% 
RFC 81.50% 

 

In this experiment, all the classifiers provided more than 80% prediction accuracy. As 

the accuracy is quite high, therefore it is proved that there were no significant transient 

periods among the channels. 

 

Additional Experiment (ii) 

Combined both dataset (Data Empty and Crowded) 

Status: Trained as both, tested as Crowded 

Another additional experiment carried out during the research. Training and testing data 

were collected from the same locations at different environmental conditions. The exper-

iment was performed by combining both datasets (Data Empty and Crowded) and train-

ing the model by combining the dataset and testing with Data Crowded. Table 6.7 shows 

the results of an additional experiment (ii). 

 

Table 6.7. Results of additional experiment (ii) 

 

Classifiers Training Size 
Classification Accu-

racy 
Status 

𝑘NN 80% 99.97% 

Trained as combined dataset 
/Tested as Crowded 

𝑘NN 20% 96.86% 

LDA 80% 92.70% 

LDA 20% 86.17% 

SVM 80% 96.41% 

SVM 20% 90.35% 

RFC 80% 99.90% 

RFC 20% 88.78% 

SGD 80% 99,86%  

SGD 20% 95.12%  
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It is clearly seen that, if a model is trained with both environments (Empty and Crowded), 

it can more accurately predict locations. This result invites for an additional semi-crowded 

environment dataset. If the third dataset (semi-crowded) was available, how the model 

reacts with a new dataset could be checked. From the experience of this experiment, the 

third dataset could be expected to be more accurately predicted locations (> 53 percent) 

than the outcome of experiment 5. 

 

6.2 Error Sources and Limitations   

 

Despite having very good accuracy over several experiments, there may still be some 

problems in the process as a whole. Importantly, IMS reading is not stable in time, i.e. 

changes during measurements and different times of the day. Some of the IMS channels 

are linked, i.e. channels from different locations show the same values that mislead the 

classifiers. In the open spaces, airflow is not restricted therefore, measurement results 

changed in between the two measurements. There are also several error sources in the 

computational stage. It is very important for the machine learning algorithm to label the 

training data. If any unlabeled data is provided in the training stage, it will not be smooth 

over time. In the matching phase, there could be overfitting and underfitting issues. Fur-

thermore, techniques of reducing dimensionality may not fit for all datasets. 

In addition, training data and testing data are split randomly; therefore, classification out-

puts in each execution are not stable. Furthermore, the prediction accuracy varies from 

the classifier to the classifier. 

Some limitations may be highlighted. The variation of IMS reading over time (e.g. day, 

months, year, and various seasons) could not be checked. This information could be 

essential for carrying out reliable aroma fingerprint-based localization. Furthermore, in-

formation about IMS reading variability might help to determine the condition when train-

ing data should be captured [39]. Furthermore, where airflow is restricted (e.g. caves, 

mines, tunnels), aroma-based localization is presumed to be more viable. Implementing 

this system in such locations where airborne is continuously circulating and altering is 

very difficult. It is, therefore, necessary to frequently update the training data. 
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6.3 Summary of Results  

 

Eight experimental outcomes are all presented in the observation section together. Po-

tential outcomes are obtained from Experiments 1, 2, 3 and 5. 𝑘NN classifier with Eu-

clidean distance (𝑘 = 5) provides better results at the start (i.e. 38 percent). Furthermore, 

it appears that Data Crowded is more potential than Data Empty. Training with crowded 

data has accomplished better outcomes in all instances than empty data. Predictive ac-

curacy is strongly linked to the size of training/testing data. The Dimensionality Reduction 

Technique (PCA) works well with the SVM classifier, where accuracy reached up to 41 

percent. Finally, using the more advanced method, at certain conditions, SGD accom-

plished a predictive accuracy of up to 53 percent. While SGD offers maximum accuracy 

among all classifiers, but the stable output of 𝑘NN with Euclidean distance makes it more 

convenient to use in any situation. 

 

6.4 Applications  

 

The author is very hopeful about the outcomes of the studies that aroma fingerprinting-

based localization which can be achieved in different areas. Localization based on aroma 

fingerprinting can be the possible method of locating any objects within caves, mines, 

tunnels, etc. In addition, it can be used to monitor and locate major faults in industrial 

equipment [60]. (e.g. Gas leakage). 
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7. CONCLUSIONS 

This section includes closing remarks on the ideas and findings of the thesis. Further-

more, relevant future work is also discussed. 

 

7.1 Conclusion 

This thesis presented a study on the GNSS denied indoor localization scheme. The pri-

mary goal of this thesis was to study the systems that could operate without any external 

infrastructure being used. Furthermore, the aim was to study various sensors and algo-

rithms necessary for implementing such a system. Different signal properties (e.g. RSSI, 

ToA, TDoA, AoA) and positioning algorithms (e.g. trilateration, proximity, fingerprinting) 

are discussed in this thesis. Locating and identifying an object in the indoor environment 

can be done by using light signals, sound intensity, radio signals, aroma (ion mobility), 

magnetic fields and other information from sensors collected by mobile phone or any 

smart devices equipped with modern sensors (Bluetooth, WIFI, infrared, accelerometer, 

gyroscope, etc.) .In order to introduce an infrastructure-less based positioning algorithm, 

an alternative method based on aroma fingerprinting has been chosen, which was earlier 

studied in [ 39]. Only a few research works were carried out in this selected area. Con-

sidering the main thoughts and suggestions from [ 39], it is possible to improve localiza-

tion accuracy by using advanced machine learning algorithms. A software-based model 

was created based on the given datasets from [39]. Python language was used as the 

implementation platform. A supervised machine learning algorithm was used in the im-

plementation part. Different classifiers have been screened to find one that is best in 

terms of stability and accuracy. In normal condition, the 𝑘NN classifier with Euclidean 

distance correctly predicted locations about 38 percent of times. Moreover, it is noticed 

that training and testing size has an important effect on the accuracy of a model. It is 

observed that from the results of various experiments, Data Crowded has more infor-

mation about the environment than Data Empty. The further experiment was conducted 

by training the model with Data Crowded and testing the model with Data Empty. Fur-

thermore, Principal Component Analysis (PCA) is used for removing correlations be-

tween variables and transforming them into uncorrelated variables. The first principle 

component accounts for as much data variation as possible, and as much of the remain-

ing variation as possible is accounted for by each successor element Using PCA, Sup-

port Vector Machine (SVM) correctly predicted location around 41 percent of the time.  
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In the final portion of the thesis, the Stochastic Gradient Descent (SGD) classifier was 

implemented, and the remarkable outcome was achieved. SGD requires only a certain 

number of iterations to determine the appropriate response to reduce computing costs 

and time. The final test was very straightforward, only the model trained with Data 

Crowded, and then normalized it using "StandardScaler" and lastly used SGD classifier, 

no PCA and other methods implemented with the SGD experiment. The maximum ac-

curacy attained by stochastic gradient descent is 53 percent, which is the highest score 

in this research from any classifier. 

 

Infrastructure-less-based positioning techniques will play a vital role in indoor positioning, 

autonomous vehicular positioning, virtual reality, and emergency rescue mission. Local-

ization using aroma fingerprinting can add a new dimension for positioning in GNSS de-

nied areas. Furthermore, the suggested techniques can support a satisfactory prediction 

with an affordable set-up for instances of general use. However, some problems still 

need to be resolved before using aroma fingerprinting as a trustworthy technique of lo-

calization. Moreover, no single algorithm wins all the time in classification problems. Dif-

ferent classifiers respond individually with different datasets. The suggested model in the 

thesis may provide separate outputs with a distinct dataset. In conclusion, the IMS base 

electronic noses (eNoses) system may have enormous potential in localization applica-

tions once the limitations concerning the composition and processing errors are elimi-

nated.  

 

7.2 Future Work 

The results shown in the studies are based on two particular datasets and five classifiers. 

However, this study can be further expanded by conducting additional experiments on 

data collection and processing. Data collection was conducted under only two environ-

mental circumstances: Crowded and Empty environment. Aroma fingerprints from vari-

ous environmental conditions such as semi-crowded, different times of the day, months 

and seasons can be collected. This assessment will assist to get an idea of how the 

fingerprint has changed over time as well as revealing the best times for collecting train-

ing data. Several eNoses IMS measurements can be evaluated and compared from the 

same locations to investigate the diversity of the device. In addition, to improve the iden-

tification efficiency of the measuring tool, it is necessary to replace fewer sensitive elec-

trodes. The AdaBoost algorithm can be tested together with other classifiers. In data 

science, the AdaBoost algorithm has gained enormous popularity. AdaBoost classifier 
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combines a set of classifiers that are weak or poorly conducted and then create a pow-

erful one. The accuracy of the new classifier will be higher than the individual classifier. 

AdaBoost attributes weight to each training data during the training phase. Greater 

weight is allocated to a misclassified item so that it comes up with greater probability in 

the next classifier's training subset. The weight is allocated to the classifier on the basis 

of accuracy after each classifier is trained. Higher weight is allocated to a more precise 

classifier in order to have more effects on the final results. 
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