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A fundamental design principle of the Internet is best effort packet delivery. The term “best effort” means that the network will do its best to deliver packets, but without any guarantees. In other words, if a problem occurs, the data are discarded. As long as most Internet applications and services require error-free data delivery and proper sequencing, providing reliable transmission of data from source to destination has become an important issue in the Internet. It is worthwhile to note that error control mechanisms, implemented at the lower layers of the protocol stack, cannot fully replace end-to-end error control, since the end-to-end functionality cannot be achieved in a hop-by-hop manner. The Transmission Control Protocol (TCP), a transport layer protocol, provides transparent transfer of data between application layer entities and releases them from any concern with the detailed way in which reliable delivery of data is achieved. To provide reliability, TCP detects errors or lost data and triggers retransmission until the data are correctly and completely received. TCP is also responsible for ensuring that the sending rate is appropriate for the capabilities of the receiving host (flow control), as well as avoiding introducing too much data into the network, which could cause buffers in some bottleneck routers to overflow and start dropping packets (congestion control). This is done by regulating the rate at which the sending host transmits data. It should be emphasized that the current stability of the Internet mainly depends on TCP congestion control mechanisms, while various queue management algorithms, implemented in routers, are helpful but play a less crucial role in practice. Due to such benefits as end-to-end error control and rate adaptation, TCP is heavily used throughout the Internet: about 90% of today’s Internet traffic is carried by TCP.

Since TCP controls the vast majority of bytes and packets transmitted over the Internet, predicting TCP behavior and optimizing its performance is extremely important for satisfying user needs and providing quality of service in the Internet. In protocol analysis and design, analytical modeling has proven to be a powerful and cost-effective tool for studying the behavior of a communication protocol across the entire parameter space of different operating conditions and protocol parameter settings. Therefore, the research presented in this thesis is concentrated on improving the existing analytical models and developing new ones. The first part of the thesis is focused on analytical modeling of TCP performance in wired networks, capturing various aspects of TCP behavior in different scenarios. The second part is dedicated to TCP performance modeling in wired-cum-wireless networks. The developed models provide a general framework for TCP performance evaluation in a wide range of environments and conditions.
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1. INTRODUCTION

This chapter provides an introduction to the subject matter of the dissertation. The motivation of the research, the objective and outline of the thesis are also discussed in this chapter.

1.1 Background and Motivation

The Transmission Control Protocol (TCP) – one of the core protocols of the Internet Protocol Suite – has a long history. TCP first started to take shape in 1974, when Vinton Cerf and Robert Kahn published the basic principles of an internetwork protocol [1], which was called the Transmission Control Program. The challenge of constructing such a protocol was to accommodate different networks that might vary in terms of addressing, maximum packet size, delay, throughput, and reliability. The proposed protocol supported global addressing, fragmentation and reassembly, flow control, end-to-end error control and loss recovery. One of the primary goals was to provide reliable data transmission between remote hosts communicating over heterogeneous networks. It should be noted that communication networks do not inherently guarantee error-free data delivery. Therefore, there is a risk that some packets will be corrupted, dropped, delayed, misrouted, duplicated, or delivered out of order. In order to resolve all these problems, the new protocol was responsible for sequencing, issuing acknowledgements (ACKs), retransmitting unacknowledged packets, and detecting duplicates. A consequence of this error detection/retransmission scheme was that in order delivery could be maintained. Moreover, the protocol was also responsible for regulating the flow of packets to and from the processes it serves as a way of preventing the communicating hosts from becoming overloaded with traffic. To perform these functions, the Transmission Control Program opened and closed logical connections between processes. The first demonstration of the new protocol came in July 1977 [2].

Over the next four years, the protocol went through several modifications [3] [4] [5] [6]. The most significant change was that the monolithic Transmission Control Program has been split into two separate protocols: the Transmission Control Protocol (TCP) and the Internet Protocol (IP), which became the foundation for the Internet Protocol Suite (also known as the TCP/IP suite) we use today. According to [6], TCP maps to the host-to-host layer of the DoD (Department of Defense) model just above IP [7], which provides connectionless and best-effort delivery of TCP segments encapsulated in IP packets. The IP packet header mainly contains addressing and control information to enable routers to forward packets to their proper destinations. IP is also in charge of fragmentation and reassembly of packets that exceed the
Maximum Transmission Unit (MTU) size. Above IP, TCP provides end-to-end flow and error control for applications that need reliable and sequential data delivery. Thus, TCP corresponds to the transport layer (layer 4) of the OSI (Open Systems Interconnection) reference model [8]. In 1982, the US DoD adopted TCP as its primary protocol for reliable data delivery over the ARPANET (Advanced Research Project Agency Network) [2]. Eventually, TCP has become a standard protocol for the Internet and spread throughout the world. Acceptance of TCP was also catalyzed by its implementation in the 4.2BSD Unix operating system (OS) in 1983 [2].

During the next few years, computer networks experienced an explosive growth, and with that growth came serious performance problems: the Internet suffered a series of congestion collapses [9]. In fact, these performance problems were mainly caused by the very TCP mechanisms that provide reliability. That is, congestion collapse begins with a steady increase in the load on the network. As hosts send more packets, more packets are queued in the buffers of the routers. Increased delays and lost data induced by congestion lead to timeouts, which trigger retransmissions, but a large number of retransmissions overload the network even further to a point where the network throughput drops to a small fraction of its normal capacity. The rationale of congestion collapse was the absence of end-to-end congestion control and rate adaptation in the early Internet. The only end-to-end rate control that existed at that time was flow control in TCP [6]. But TCP flow control was intended to prevent the sending process from overwhelming the destination process, not preventing congestion somewhere in the network. At that point, it became clear that there is a need for a mechanism to control congestion in the network and, thereby, to control the amount of data injected into the network.

To avoid congestion collapse from occurring, congestion control algorithms were added to TCP [10] [11]. These algorithms are based on the “conservation of packets” principle. The idea is that a new packet is not put into the network until the previous packet leaves. In other words, the TCP sender uses the reception of an ACK as an indication that one of the packets sent earlier has left the network and initiates the next packet transmission without adding to the level of congestion (for this reason TCP is said to be ACK-clocked). As a rule, packets get lost for two reasons: they are damaged in transit and, therefore, must be rejected, or the network is congested and they were dropped due to buffer overflow somewhere on the path. TCP congestion control is based on the assumption that the packet loss rate due to data corruption is very small (much less than 1%), so the loss of a packet is a strong indication of congestion somewhere in the network between source and destination [11]. Upon detection of a packet loss at the TCP sender, the congestion control algorithms are triggered, which reduces the sending rate multiplicatively and/or increases the TCP retransmission timer exponentially. It is primarily these TCP
congestion control algorithms that prevent congestion collapse in today’s Internet and establish some degree of fairness with concurrent traffic, providing the possibility to share the available bandwidth approximately evenly among all data flows.

Nowadays, TCP is the de facto standard transport protocol for providing reliable data delivery over best-effort IP networks. Most widely used applications and services in the Internet are TCP-based [12]. As a result, about 90% of today’s Internet traffic is carried by TCP [13] [14]. As long as TCP controls the vast majority of bytes and packets transmitted over the Internet, predicting TCP behavior in various environments and optimizing its performance is extremely important for satisfying user needs and providing quality of service (QoS) in modern networks.

Since TCP rate control has a significant impact on user-perceived QoS and the efficiency of the overall Internet, it is no wonder that different TCP-related issues have been extensively studied over the last decade. The massive deployment of wireless networks has attracted a lot of attention of researchers and practitioners to TCP performance in wireless and wired-cum-wireless environments (e.g., see [15] [16] [17] and references therein), both because the widespread use of TCP on the Internet and because wireless networks used to transport TCP traffic present very different characteristics from those TCP was tuned to. While wireless channels exhibit a higher bit error rate (BER) than typical wired channels, TCP assumes that all packet losses are caused by network congestion and decreases the sending rate in an attempt to alleviate the congestion. Thus, packets dropped due to data corruption force TCP to slow down the transmission of new data, even though these packet drops do not signal congestion in the network. Hence, TCP performs poorly over lossy wireless channels.

TCP performance evaluation studies can be split into two broad classes: empirical studies and analytical modeling. Although simulations and measurements are extremely useful tools in performance evaluation, it is a difficult task to simulate and explore TCP behavior across the range of all possible operating conditions and different protocol settings. In this case, analytical modeling is extremely beneficial because it allows to study the performance of TCP over the entire parameter space and very easily apply a “what if” test to different scenarios. Moreover, once a model is obtained, it can be used for a number of purposes. Firstly, it can help researchers and engineers to evaluate the existing TCP implementations and to make design decisions about novel TCP algorithms. Secondly, the obtained results can be applied to dimension network resources [18] and/or to develop new queuing policies and scheduling algorithms [19]. Thirdly, an expression of TCP throughput can serve as the basis for a TCP-friendly rate control protocol (also known as equation-based congestion control) [20] [21], a cross-layer performance control
system [22] [23], or a technique to speed up large scale network simulations [24]. Indeed, this list is not exhaustive and can be updated as new ideas and proposals are developed.

1.2 Objective and Outline of the Thesis

Based on the above considerations, we can state that studying TCP behavior in different environments is an important task for improving the service provided to users and the efficiency of network resource utilization, while analytical modeling is indispensable for this purpose because the generality of the conclusions is not possible with experimental investigations alone.

There are a number of ways to classify TCP analytical models. For instance, they are often distinguished by:

- the length of the TCP transfer: short-lived, long-lived, and TCP transfers of arbitrary length (see [25] and references therein);
- the approach used to model TCP performance: renewal theory models, fluid models, processor sharing models, control theoretic models, and fixed-point models (see [26] and references therein);
- the number of TCP flows under consideration: single source models and models of multiple TCP sources;
- the type of the underlying network: pure wired, pure wireless (single-hop and multihop), and wired-cum-wireless, where the term “wired-cum-wireless” refers to the scenario in which mobile/wireless users access information stored somewhere on the Internet;
- whether flow-level dynamics is accounted or not: flow-level models take into account the dynamics related to the arrival and departure of TCP flows, while packet-level models assume a fixed number of long-lived TCP flows (usually just one) and consider the underlying network from the perspective of packet-level parameters such as the packet loss probability and the average delay (see [27] and references therein).

The research presented in this thesis is concentrated on improving the existing analytical models and developing new ones. Specifically, the objective of the study is to develop models for:

- short-lived and long-lived TCP flows;
All of the models are single source packet-level models and, except the one for short-lived TCP flows, are based on the renewal theory approach. The developed models provide a general framework for TCP performance evaluation and can be used for different purposes as outlined in the previous section.

This dissertation consists of six chapters, one appendix, and six publications referred in the text as [P1], [P2], …, [P6]. In Chapter 1, the motivation of the research and the objective of the thesis are introduced. In Chapter 2, an overview of the TCP functions and the TCP congestion control algorithms is given. The developed models for TCP performance evaluation in wired networks are presented in Chapter 3. A cross-layer model for a TCP connection running over a wired-cum-wireless network is proposed and discussed in Chapter 4. Chapter 5 provides a summary of the publications and the author’s contribution to them. Finally, conclusions are drawn in Chapter 6. Since the model for short-lived TCP flows [P1] involves solving a transcendental equation based on a new approach developed by M.A. Eremin and available in Russian only, Appendix A gives a brief introduction to this method.
2. TCP OPERATION

This chapter outlines the details of TCP operation relevant for the research described in the dissertation. In the first place, a short overview of the TCP functions is presented. Then, a thorough description of the TCP congestion control algorithms is given.

2.1 TCP Functions

TCP is a complex and feature-rich protocol. The specification for TCP is defined in a number of RFCs (Request For Comments) published by the Internet Engineering Task Force (IETF). While the core specification consists of just a few RFCs [6] [28] [29], the total number of TCP-related RFCs is really huge: entering “TCP” in the RFC index search engine [30] gives more than 100 results. In [31], a good summary of the TCP specification documents is provided. However, it dates back to 2006 and does not include the latest updates (e.g., [32] [33]).

TCP fulfills the following functions:

- ordered data transfer and data segmentation;
- multiplexing/demultiplexing;
- flow control;
- error control;
- congestion control.

The basic operation of TCP in each of these areas is described in the next sections.

2.1.1 Data Transfer

TCP is a byte-oriented protocol meaning that it transmits application layer data as an unstructured, but ordered, stream of bytes. TCP transfers a series of bytes, known as a segment, from one host to another. In order to do so, the TCP sender passes segments to the IP layer for placement in IP packets, which will be later routed to the destination host. In turn, the TCP receiver accepts incoming segments from the IP layer and delivers the data bytes to the appropriate application layer process in the same order in which the data were sent.

Both TCP sender and receiver need to agree on the maximum segment size (MSS) they can handle on that connection in each direction (note that TCP connections are full-duplex, so traffic can go in both directions). The MSS option is used to indicate the maximum size of segments
that the host can accept. This option is only used at the time a TCP connection is established (in segments where the SYN flag is set on). In accordance with [34], the MSS value advertised in the MSS option field is equal to the sender’s MTU minus the IP header size (without options) and the TCP header size (without options). Thus, the MSS is 40 bytes less than the MTU. However, some OSs can send only segments with lengths that are multiples of 512 bytes. For instance, even if the MTU of 1500 bytes is supported, the segments sent will be only 1024 bytes long (instead of 1460 bytes, as allowed by the MSS).

2.1.2 Multiplexing/Demultiplexing

TCP employs a multiplexing/demultiplexing mechanism to allow multiple application layer processes within a host to simultaneously access the network via a single interface. This mechanism assigns 16-bit identifiers, called port numbers, to every instance of every application that is using TCP. The combination of source and destination IP addresses, plus source and destination port numbers uniquely identifies a TCP connection. Using port numbers, the sending TCP can multiplex segments from different processes onto a single link, while the receiving TCP can demultiplex incoming segments to the correct destination processes.

2.1.3 Flow Control

In order to prevent inefficient use of the network bandwidth and other resources, TCP is responsible for flow and congestion control: it ensures that data are transmitted at the rate consistent with the capacities of both TCP receiver and intermediate links in the end-to-end path. TCP flow control is a host-oriented feature trying to prevent a fast sender overloading a slow receiver. To control the amount of data that can be sent at a time, data transfer between TCP peers is performed using the so called sliding window algorithm. The window is the amount of data in the stream of bytes to be transmitted that the TCP receiver allows the TCP sender to send. The TCP sender can transmit only those bytes of the stream that lie inside this window. New data can be sent only with the receiver’s permission. In other words, the TCP sender can only transmit a window of segments before receiving any feedback from the TCP receiver. The window moves (“slides”) along the byte stream as the TCP receiver acknowledges new data.

TCP flow control can be divided into two types: receiver-side and sender-side flow control. The primary objective of receiver-side flow control is to provide information about the available space in the receive buffer, while the main goal of sender-side flow control is to limit the data flow in response to this feedback information. The window field in the TCP header is used to
represent the available space in the receive buffer (also referred to as the receive advertised window or the receive window, rwnd, for short) and provides a flow control mechanism for the TCP connection. The TCP receiver uses the window field to define a window of sequence numbers beyond the last acknowledged sequence number that the TCP sender is allowed to transmit. Because the amount of free space in the receive buffer may change over time, the window size may vary dynamically during lifetime of the TCP connection.

The silly window syndrome (SWS) refers to the situation when much smaller segments are exchanged across the TCP connection than allowed by the MSS [35]. It can be caused by either of the two involved parties. Firstly, this phenomenon arises when the TCP receiver advances the right window edge whenever it has any new buffer space available to receive data, which in turn causes the TCP sender to transmit small segments. Secondly, the TCP sender can transmit small segments when the data to be sent increase in small increments (instead of waiting for additional data to send a larger segment). As a result, transferring small segments consumes extra network bandwidth due to a large protocol header overhead and introduces unnecessary computational overhead at each node along the end-to-end network path. To increase the efficiency of data transmission, TCP avoids sending and receiving small segments by using the Nagle algorithm (named after its inventor, John Nagle) and the SWS avoidance algorithm. To prevent the sending of small segments, the Nagle algorithm [9] [28] allows for small amounts of data to accumulate in the send buffer and not be sent until an ACK is received for the data previously sent. The SWS avoidance algorithm [28] prevents small window advertisements in the case where a receiving process reads data from the receive buffer slowly. Then, the TCP receiver waits until the available space reaches either 50% of the total buffer size or one MSS, whichever is smaller.

The window field in the TCP header consists of 16 bits, so the maximum rwnd size is $2^{16} - 1 = 65,535$ bytes. Consequently, the TCP sender can have only 65,535 bytes of data in transit at a time, which places a limit on the maximum achievable throughput as rwnd/RTT, where the RTT (round-trip time) is the time needed for a segment to travel from source to destination and back. To increase performance over long-distance and high-speed networks, often referred to as long fat networks (LFNs), the TCP window scale option has been defined in [36], allowing the TCP receiver to advertise a larger window size than 65,535 bytes. The window scale factor is simply a two’s power multiplier to be applied to the 16-bit advertised window and is between 0 (no scaling performed) and 14. Hence, the biggest possible window is now equal to $65,535 \times 2^{14} = 1,073,725,440$ bytes. Like the MSS option, the window scale option should only appear in the SYN and SYN/ACK segments during the connection setup. Thus, the scale factor is fixed in each direction after the TCP connection is established.
2.1.4 Error Control

IP provides best-effort packet transmission in which packets may be corrupted, dropped, delayed, misrouted, duplicated, or delivered out of order. The end-to-end data integrity depends on TCP error control, which is based on the TCP checksum calculation and the use of sequence numbers and ACKs. The 16-bit TCP checksum field provides a means for detecting errors in the received data and covers the whole TCP segment plus some parts of the IP header (referred to as a pseudo header). The TCP pseudo header contains the source and destination IP addresses, the code of the transport layer protocol (6 in this case), and the length (in bytes) of the segment.

Each TCP segment is identified by a 32-bit sequence number, which specifies the position of the first data byte of this segment in the sender’s byte stream. Upon receiving a segment successfully, the TCP receiver sends an ACK back that contains the value of the next sequence number the TCP receiver is expecting to obtain. If the ACK is not received within a specific time interval, called the TCP retransmission timeout (RTO), the TCP sender assumes that the segment has been lost and will retransmit it.

Since the amount of sequence numbers is finite and wraps around when the limit is reached, extremely high-speed networks present a real risk of multiple different segments bearing the same sequence number. The protection against wrapped sequences (PAWS) is an algorithm that makes use of the TCP timestamps option [36]. These timestamps create a clear distinction between new segments and old duplicates with wrapped sequence numbers without having to increase the sequence number field length.

TCP is a connection-oriented protocol. Hence, connections must be established when needed and terminated when their purpose is completed. The initial sequence number that each host selects for the transmission is communicated to the other end in the SYN and SYN/ACK segments during the connection establishment phase. Moreover, during the connection setup both TCP peers agree on the MSS, window scale, timestamps, and other TCP options.

2.1.5 Congestion Control

Standard TCP congestion control is reactive congestion control in the sense that it uses either packet losses or excessively delayed packets to trigger congestion alleviation actions. In steady state, TCP congestion control is based on the following strategy. The TCP sender increases the window size linearly until a packet loss occurs. Once a packet loss is detected, the TCP sender halves the window size and, consequently, its sending rate. Therefore, this rate control strategy is commonly called additive increase/multiplicative decrease (AIMD). The TCP congestion control
algorithms are described in detail in the next sections. It should be emphasized that TCP flow control and congestion control are used in combination, so TCP must limit the sending rate to the minimum of what the receive buffer can accept and what the network can effectively carry.

Table 2.1 summarizes the TCP functions.

**Table 2.1 Summary of the TCP functions**

<table>
<thead>
<tr>
<th>TCP function</th>
<th>Implementation</th>
<th>Basic standards track RFCs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordered data transfer and data</td>
<td>Connection establishment and termination</td>
<td>793, 1122</td>
</tr>
<tr>
<td>segmentation</td>
<td>MSS option</td>
<td>879</td>
</tr>
<tr>
<td></td>
<td>Path MTU discovery</td>
<td>1191 [37]</td>
</tr>
<tr>
<td>Multiplexing/demultiplexing</td>
<td>Port numbers</td>
<td>793, 1122, 1700 [38]</td>
</tr>
<tr>
<td>Flow control</td>
<td>Receive window</td>
<td>793, 1122</td>
</tr>
<tr>
<td></td>
<td>Silly window syndrome avoidance</td>
<td>813, 1122</td>
</tr>
<tr>
<td></td>
<td>Nagle algorithm</td>
<td>896, 1122</td>
</tr>
<tr>
<td></td>
<td>Window scale option</td>
<td>1323</td>
</tr>
<tr>
<td>Error control</td>
<td>Checksum computation</td>
<td>793, 1071 [39]</td>
</tr>
<tr>
<td></td>
<td>Sequence numbers</td>
<td>793</td>
</tr>
<tr>
<td></td>
<td>Protection against wrapped sequences</td>
<td>1323</td>
</tr>
<tr>
<td></td>
<td>Cumulative and selective ACKs</td>
<td>1122, 2018, 2883</td>
</tr>
<tr>
<td></td>
<td>Retransmission timer and retransmissions</td>
<td>1122, 2988</td>
</tr>
<tr>
<td>Congestion control</td>
<td>Karn’s algorithm</td>
<td>2988</td>
</tr>
<tr>
<td></td>
<td>Initial window</td>
<td>3390</td>
</tr>
<tr>
<td></td>
<td>Slow start</td>
<td>2581</td>
</tr>
<tr>
<td></td>
<td>Congestion avoidance</td>
<td>2581</td>
</tr>
<tr>
<td></td>
<td>Fast retransmit and fast recovery</td>
<td>2581, 3782, 3517</td>
</tr>
<tr>
<td></td>
<td>ECN-support</td>
<td>3168</td>
</tr>
</tbody>
</table>
2.2 TCP Congestion Control Mechanisms

The rate at which segments are injected into the network is governed jointly by TCP flow control and congestion control mechanisms. However, while over the last two decades TCP congestion control continues to be a hot topic in academic research as well as in engineering practice, TCP flow control has not gained so much attention in terms of performance evaluation, analysis, and optimization. This can be explained as follows:

- In TCP flow control, by advertising the rwnd size with each ACK, the TCP receiver tells the TCP sender how much data can be sent and successfully stored, thus providing explicit information about the available space in the receive buffer. Armed with this knowledge, the TCP sender can fine-tune its sending rate to avoid overflow and, if possible, underflow of this buffer. As a result, assuming no bandwidth limitations and restrictions imposed by the TCP congestion control algorithms, the sending rate will be mainly limited by application and hardware constraints, rather than TCP performance. Moreover, using window scaling, the TCP sender can transmit up to 1 GB of data per RTT, which is much larger than most networks can now handle. And even if the TCP window scale option is not enabled by default, there are a lot of utilities for adjusting and tweaking TCP settings (e.g., [40] [41]). Hence, TCP flow control, in its current form, is not a performance bottleneck by itself.

- On the other hand, since no explicit information about the available bandwidth on the end-to-end path is provided, the TCP sender infers the state of the network by detecting various signs of congestion such as lack of ACKs at the expected time (implicit indication) or receipt of packets with a special congestion indicator (explicit notification). Without having a clear picture of what is going on in the underlying network, the TCP sender is forced to rely on the AIMD strategy and some other heuristics to effectively mitigate network congestion and efficiently utilize network resources. However, this saw-tooth behavior of the window size leads to a large (and sometimes unnecessary) variation in the sending rate and, therefore, sub-optimal performance. Since TCP congestion control, being responsible for rate adaptation, plays an important role in maintaining QoS for end users, it deserves special attention and careful investigation.

2.2.1 Acknowledgements

TCP uses a feedback mechanism in the form of positive ACKs of the transmitted segments (there are no negative ACKs in TCP) to achieve rate control and provide reliable delivery. Thus, TCP
congestion control is based on the flow of ACKs transmitted by the TCP receiver to inform the TCP sender what data have been successfully delivered, so the TCP sender deduces information about network congestion and lost data by examining these ACKs.

When TCP receives a segment from the other end of the TCP connection, it sends an ACK back to the source. However, most TCP implementations use the delayed ACK algorithm as specified in [28]. This causes the receiving TCP to delay ACKs under certain circumstances, which allows to transmit an ACK and data (if any) in a single segment. According to [28], the receiving TCP should send an ACK if one of the following conditions is met:

- a new segment arrives and no ACK was sent for the previously received segment;
- a segment is received, but no other segment arrives within 500 ms (typically, 200 ms);
- an incoming segment fills in all or part of a gap in the sequence space of the receiver’s byte stream.

Moreover, the receiving TCP should generate an immediate ACK when an out-of-order segment is received (also known as a “duplicate” ACK). The purpose of this duplicate ACK is to inform the source that a segment was received out of order and which sequence number is expected.

TCP ACKs are cumulative, so they acknowledge that the TCP receiver has correctly received all bytes up through the acknowledged sequence number minus one. Early TCP implementations relied only on this cumulative ACK scheme in which received segments that are not at the left edge of the receive window are not acknowledged. Later it was found that TCP performs poorly when multiple segments are lost from a window of data, since bursty losses generally cause TCP to lose its ACK-based clock, reducing the overall throughput. In order to improve TCP performance during loss recovery in the face of multiple dropped segments, the selective acknowledgement (SACK) option, the use of the SACK option for acknowledging duplicate segments (the D-SACK extension), and the SACK-based loss recovery algorithm have been specified in [42] [43] [44], respectively. Using selective ACKs, the TCP receiver can inform the TCP sender about all segments that have arrived successfully (including non-contiguous and duplicate blocks of data), so the TCP sender needs to retransmit only the segments that have actually been lost.

2.2.2 Retransmission Timer

TCP uses a retransmission timer to ensure data delivery in the absence of any feedback from the other end of the TCP connection. When TCP sends a segment containing data, it retains a copy
of the data in the retransmission queue and starts the retransmission timer. If the data are not acknowledged before the retransmission timer expires (i.e., a timeout event occurs), the data are retransmitted. When the segment is acknowledged, TCP removes the data from the retransmission queue. Thus, the TCP retransmission timer indicates when a segment should be retransmitted if no ACK is received. Because of the changing network conditions, the retransmission timeout value must be adjusted dynamically. The algorithm used to compute and manage the retransmission timer is described in [45]. It is based on taking RTT samples (at least one RTT measurement per RTT). Until the first RTT measurement has been made, the initial retransmission timeout value is set to 3 seconds.

One problem that arises with the dynamic estimation of the RTT value is what to do when a timeout event occurs and a segment is retransmitted. When the ACK arrives, it is unclear whether this ACK refers to the original transmission or the latter one. The solution to this retransmission ambiguity problem is known as Karn’s algorithm [46] [45] (named after its inventor, Phil Karn). This algorithm dictates that RTT measurements should be ignored for any segment that has been retransmitted. Instead, the retransmission timeout value is multiplied by a factor of two every time a retransmission is repeated, up to some maximum timeout value. Thus, when the sender’s retransmission timer reaches zero and the first unacknowledged segment in the send window is resent, the retransmission timer is set to twice the initial value.

2.2.3 Initial Window

With old TCP implementations, the TCP sender started a data transfer by sending multiple segments, up to the window size advertised by the TCP receiver. This is highly efficient when both hosts (source and destination) reside on the same local area network (LAN), but when they are separated by a number of intermediate links with unknown conditions (bandwidth, traffic load, etc.), this can lead to immediate congestion. To prevent an inappropriate amount of traffic being injected into the network, a TCP data flow begins with a small initial window (IW) and then increments it. In the early standards [11] [29], the IW was limited to one or two full-sized segments (i.e., containing the maximum number of data bytes permitted by the MSS). The current standard [47] specifies the upper bound for the IW as

\[
IW = \min(4\text{MSS}, \max(2\text{MSS}, 4380 \text{ bytes})).
\]  

(2.1)

Note that (2.1) allows TCP to transmit up to three segments initially in the common case when using 1500-byte packets. As was demonstrated in [48], the majority of Web servers use an IW of one or two segments, and the rest use an IW of three or four segments.
2.2.4 Slow Start

In addition to the rwnd (i.e., the available buffer space advertised in ACKs), TCP maintains one more window called the congestion window (cwnd), which is similar in concept to the rwnd in that it can be increased or reduced, although these actions are taken according to the ability of the underlying network to handle the amount of data being sent, rather than the capacity of the TCP receiver. Since these two windows represent the amount of data (in bytes) that the TCP sender is allowed to have in transit, the maximum amount of data that can be sent unacknowledged at a time is given by \( \min(rwnd, cwnd) \).

To probe the network path and to determine how much bandwidth is available, TCP uses an algorithm called slow start [29]. When a new TCP connection is established, the cwnd is set to the IW size and the TCP sender starts transmitting data. For every ACK received that acknowledges new data, the cwnd is incremented by the number of bytes in the sender’s MSS (i.e., by one full-sized segment). This results in an exponential growth in the number of segments that can be sent per RTT.

During slow start, the cwnd increases exponentially over time until a packet loss occurs or the cwnd reaches the slow start threshold (ssthresh). When the cwnd exceeds the value of the ssthresh, TCP enters the congestion avoidance mode. As a rule, the initial value of the ssthresh is set to 65,535 bytes [11]. In case of a packet loss, TCP interprets it as the evidence that the network is experiencing congestion and reduces the size of the cwnd, which in turn slows down the sending rate and helps to alleviate the congestion problem.

2.2.5 Congestion Avoidance

After the ssthresh is reached, the TCP connection moves into the congestion avoidance phase [29]. In this phase, the cwnd is incremented by \( \text{MSS} \times \text{MSS}/\text{cwnd} \) bytes for every non-duplicate ACK. Therefore, when the TCP receiver acknowledges every received segment, the cwnd effectively increases by one full-sized segment for each successfully transmitted window. By using the delayed ACK algorithm, the TCP receiver refrains from acknowledging every incoming segment and sends one ACK for every second segment. Since the TCP sender increases the size of the cwnd based on the number of arriving ACKs, reducing the number of ACKs slows the cwnd growth rate. However, the increase in the cwnd should be at most one segment each RTT, regardless how many ACKs are received in that RTT [11]. Congestion avoidance continues until congestion is detected.
2.2.6 Fast Retransmit and Fast Recovery

TCP detects a segment loss in two different ways. The first way is by a timeout event. The TCP sender starts the retransmission timer when it sends a window of segments and assumes that the data were lost if no ACK has been received within the specified period. Then the TCP sender sets the ssthresh to be one-half the amount of data in flight (also known as the flight size) or two full-sized segments, whichever is larger:

$$\text{ssthresh} = \max (\text{FlightSize}/2, 2\text{MSS}).$$  \hspace{1cm} (2.2)

It also sets the cwnd to the size of one full-sized segment and enters slow start. Thus, after retransmitting the lost segment, the TCP sender uses the slow start algorithm to increase the cwnd from one full-sized segment to the new value of the ssthresh. When the ssthresh is exceeded, the TCP sender enters the congestion avoidance phase.

The other way TCP can detect a segment loss is by the arrival of duplicate ACKs, which is known as fast retransmit [29]. When a duplicate ACK is received, the TCP sender does not know if this is because a data segment was lost or because it was delayed and received out of order at the TCP receiver. Then the TCP sender waits for a small number of duplicate ACKs to be received. In order to provide timely detection of lost data, the fast retransmit algorithm is triggered when the TCP sender receives three duplicate ACKs (i.e., four identical ACKs in a row). Thus, after receiving the third duplicate ACK, TCP performs a retransmission of what appears to be the missing segment, without waiting for the retransmission timer to expire.

To speed up the recovery of the sending rate after congestion in the network has been detected and eliminated, a new algorithm, called fast recovery, has been specified in [11]. The fast retransmit and fast recovery algorithms are usually implemented together as follows. When the third duplicate ACK is received, the ssthresh is set to the value given in (2.2). The lost segment is retransmitted and the cwnd is set to the ssthresh plus three full-sized segments. For each additional duplicate ACK received, the cwnd is incremented by one full-sized segment. A new segment is transmitted, if allowed by the updated value of the cwnd and the value of the rwnd advertised in the duplicate ACKs. When the next ACK arrives that acknowledges new data, the cwnd is set to the ssthresh and the TCP sender enters the congestion avoidance phase. The reason for not performing slow start is that the receipt of duplicate ACKs not only indicates that a packet has been lost, but also that other packets have left the network and, therefore, there are still data flowing between the two hosts. The fast retransmit algorithm first appeared in TCP Tahoe and was followed by slow start. The fast recovery algorithm appeared in TCP Reno. Later, a number of new features for improving TCP loss detection and recovery have been
proposed. Among the most known and widely adopted are the NewReno modification to the fast recovery algorithm [49] and the SACK-based loss recovery algorithm [44].

### 2.2.7 Explicit Congestion Notification

Routers drop packets for a variety of reasons, but the most common is loss due to buffer overflow or when the queue size exceeds a certain threshold [50]. TCP detects congestion through the occurrence of losses and reduces the sending rate. However, detecting and recovering lost data can be a lengthy process, especially if multiple packets are lost from one window of data and/or there are not enough duplicate ACKs arriving at the TCP sender to trigger fast retransmit/fast recovery. To avoid performance problems associated with dropped packets due to congested routers, a new mechanism, called Explicit Congestion Notification (ECN), has been developed [51]. It provides a means for intermediate routers to set a congestion signaling flag in packets from ECN-capable TCP connections and, thus, to notify the hosts of impending network congestion explicitly, instead of signaling congestion by dropping packets.

ECN support in TCP uses two flags of the reserved field in the TCP header: the ECN-Echo (ECE) flag and the Congestion Window Reduced (CWR) flag. In turn, ECN support in IP uses two flags in the IP header: the ECN-Capable Transport (ECT) flag and the Congestion Experienced (CE) flag. Let us consider basic ECN operation.

- **During the connection setup**, both TCP peers exchange information about their willingness to use ECN: the host that performs an active open sets the ECE and CWR flags in the TCP header of the SYN segment, while the host that does a passive open sends the SYN/ACK segment but only with the ECE flag. Then, ECN-capable hosts send TCP segments with the ECT and CE flags in the IP header set to either 10 or 01.

- **If ECN is not in use and congestion is detected** at an intermediate router, packets are dropped as usual. If congestion is detected at ECN-capable routers, then packets are not dropped unless the congestion is very severe. Instead, a router that has congestion imminent sets the ECT and CE flags in the IP header to 11.

- **When the receiving host receives this packet**, it sets the ECE flag in the TCP header and continues setting this flag in subsequent ACKs.

- **When the sending host receives the ACK with the ECE flag**, it acts as if a single packet has been dropped: it triggers the congestion avoidance algorithm and halves the cwnd size. Then the sending host sets the CWR flag in the TCP header of the next segment in order to acknowledge the reception of the congestion notification.
On receipt of the segment with the CWR flag set on, the receiving host stops setting the ECE flag in subsequent ACKs.

It is worthwhile to note that ECN is a dual-layer mechanism, which involves interaction between routers and hosts, thus the potential improvement in TCP performance can only be achieved when both source and destination hosts support ECN and ECN-capable routers are deployed along the path.

2.3 TCP Implementations

The conventional TCP implementations include TCP Tahoe [10], TCP Reno [29], TCP NewReno [49], and TCP SACK [44]. During the last decade, a large variety of TCP modifications have been proposed, ranging from minor changes to the present implementations to completely new design approaches. As a rule, these modifications include algorithms specifically developed to improve TCP performance in different scenarios and networking environments (such as startup behavior, loss recovery, wireless environments, etc.). However, such modifications are usually non-standard and should be used with care, understanding their consequences, especially those concerned with Internet stability and fairness.

The massive deployment of high-speed networks has attracted a lot of attention to TCP performance in LFNs. This is because the standard congestion control algorithms, developed more than a decade ago, fail to utilize the available bandwidth effectively and provide suboptimal performance in networks with extremely large bandwidth and long delay. The main problems limiting TCP performance in LFNs are as follows. The first problem is the AIMD strategy itself: in congestion avoidance, the cwnd increases linearly by at most one MSS per RTT, while even a single packet loss cuts the cwnd size and, therefore, the sending rate in half. Since the number of RTTs required to restore the previous value of the sending rate depends on the end-to-end path capacity (which is quite large in LFNs), this leads to long periods of underutilization where the sending rate is less than the available bandwidth. The second problem comes from the fact that standard TCP congestion control uses mainly packet drops to infer the state of the network and to estimate the available bandwidth which provides only a rough estimate and does not allow fine-tuning. To overcome these shortcomings, a number of new TCP implementations have been developed, among the most known are TCP Westwood+ [52], HighSpeed TCP [53] and Scalable TCP [54], BIC [55] and CUBIC [56], TCP Vegas [57] and FAST TCP [58]. However, these promising implementations are beyond the scope of the thesis which only aims at analytical modeling of the conventional TCP implementations.
2.3.1 Comparison of TCP Implementations

The conventional TCP implementations are summarized in Table 2.2. It is easy to see that they are based on the same congestion control algorithms and differ mainly in fast recovery.

<table>
<thead>
<tr>
<th>Congestion control algorithms</th>
<th>TCP Tahoe</th>
<th>TCP Reno</th>
<th>TCP NewReno</th>
<th>TCP SACK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acknowledgement scheme</td>
<td>Cumulative only</td>
<td>Cumulative only</td>
<td>Cumulative only</td>
<td>Cumulative and selective</td>
</tr>
<tr>
<td>Karn’s algorithm</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Slow start</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Congestion avoidance</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Fast retransmit</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Fast recovery</td>
<td>No</td>
<td>Yes</td>
<td>Yes*</td>
<td>Yes**</td>
</tr>
<tr>
<td>* NewReno modification</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>** SACK-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2.1 illustrates the TCP window evolution obtained using ns-2 [59]. In the ns-2 simulations, the initial value of the ssthresh and the rwnd size were set to be much larger than the maximum number of packets that can be accommodated in the network. During the initial slow start phase, the cwnd grows exponentially from the IW to the ssthresh, so the number of packets injected into the network doubles every RTT (the delayed ACK algorithm is disabled). Eventually, the bottleneck router gets overloaded, resulting in multiple packet drops due to buffer overflow. Every time a segment loss is encountered (regardless of the way it is detected), TCP Tahoe drops the cwnd to one full-sized segment and enters the slow start phase. The fast recovery algorithm, implemented in TCP Reno, NewReno, and SACK, allows the invocation of congestion avoidance instead of slow start after retransmission of a missing segment using the fast retransmit algorithm. This leads to the saw-tooth pattern of AIMD: the cwnd slowly increases (additive increase) and then abruptly is cut in half (multiplicative decrease). As it
follows from Fig. 2.1, TCP Reno, NewReno, and SACK provide similar performance in the presence of uncorrelated packet losses (i.e., when losses are predominantly single packet losses). Everything changes when packet losses occur in bursts (see the initial slow start phase in Fig. 2.1). In particular, TCP Tahoe, NewReno, and SACK significantly outperform TCP Reno under correlated packet losses. This is due to the fact that TCP Reno can recover only one lost segment per invocation of fast retransmit/fast recovery. Three or more losses in the same window usually result in a lengthy timeout [60]. Note that in the ns-2 simulations, the minimum value of the RTO was set to 1 second, since the current standard [45] dictates that whenever the retransmission timeout value is computed, if it is less than 1 second then it should be rounded up to 1 second (which is much larger than the RTT of an average TCP flow).

![Graphs showing TCP window evolution](image)

**Fig. 2.1** TCP window evolution versus the maximum number of packets that can be accommodated in the network, $RTO_{\text{min}} = 1$ s
2.3.2 Deployment of TCP implementations and TCP options

Nowadays, TCP is an integral part of any OS, from desktop to server editions. In [61] [48], the authors explored the prevalence of TCP implementations on Web servers. The measurement results reported in [48] indicate that the fraction of SACK-capable Web servers and the deployment of TCP NewReno have increased significantly in the last few years, while the deployment of TCP Tahoe and TCP Reno has decreased and is limited now to just a few percent.

In this chapter, we investigate the default TCP settings used by modern OSs. According to [62], as for October 2009, the Microsoft Windows family counts for about 90% of all client OSs (out of which Windows XP and Windows Vista are the most popular), whereas the Mac OS X and Linux families constitute approximately 6% and 4%, respectively. The statistics presented in [63], as for October 2009, show that Ubuntu, openSUSE, Fedora, and Mint are the most popular Linux distributions (out of more than 300 distributions listed there). However, since Mint is an Ubuntu-based Linux distribution, we did not consider it separately. Thus, for our study, we used the following OSs:

- Microsoft Windows 2000 Professional SP 4 Build 2195;
- Microsoft Windows XP Professional SP 3 Build 2600;
- Microsoft Windows Server 2003 Standard SP 2 Build 3790;
- Microsoft Windows Vista Home Basic SP 2 Build 6002;
- Microsoft Windows Server 2008 Standard SP 2 Build 6002;
- Microsoft Windows 7 Ultimate Build 7600.16385.090713-1255;
- Ubuntu 9.04 Desktop Edition Kernel 2.6.28-11-generic;
- openSUSE 11.1 Kernel 2.6.27.7-9-pae;
- Fedora 11 Desktop Edition Kernel 2.6.29.4-167.fc11.i686.pae;
- Mac OS X Leopard 10.5.8 Darwin Kernel 9.8.0.

Note that the MSS, window scale, SACK, ECN and other TCP options are sent only in SYN and SYN/ACK segments (i.e., segments with the SYN flag set on). We used Wireshark [64] to capture the packets of interest. The connection establishment segments are shown in Fig. 2.2.

The default TCP settings are summarized in Table 2.3. As it follows from the results obtained, the most popular OSs are SACK-capable. At the same time, while most of them have ECN support, it is not enabled. This is confirmed by recent measurements [48] [13], which show that the fraction of ECN-capable TCP connections is limited to a few percent.
a) Microsoft Windows 2000 Professional SP 4 Build 2195

b) Microsoft Windows XP Professional SP 3 Build 2600
c) Microsoft Windows Server 2003 Standard SP 2 Build 3790
d) Microsoft Windows Vista Home Basic SP 2 Build 6002
e) Microsoft Windows Server 2008 Standard SP 2 Build 6002

f) Microsoft Windows 7 Ultimate Build 7600.16385.090713-1255

g) Ubuntu 9.04 Desktop Edition Kernel 2.6.28-11-generic

h) openSUSE 11.1 Kernel 2.6.27.7-9-pae
2.4 Conclusions

In this chapter, we considered the TCP congestion control algorithms and explored the default TCP settings used by modern OSs. The results of the study allow us to draw the following conclusions:

- The difference between Reno-based TCP implementations lies mostly in loss detection and recovery and becomes especially clear in the presence of correlated losses. Therefore, special attention should be paid on the fast retransmit and fast recovery algorithms when packet losses occur in bursts.

- According to recent statistics, TCP NewReno and TCP SACK are the most widely used TCP implementations.

- In modern OSs, the SACK and window scale options are enabled by default.

- Modern Windows, Linux, and Mac OSs support ECN but it is disabled by default.
Table 2.3 Default TCP settings (MTU = 1500 bytes)

<table>
<thead>
<tr>
<th>Operating system</th>
<th>IW size (bytes)</th>
<th>Delayed ACKs enabled</th>
<th>Maximum rwnd (bytes)</th>
<th>SACK option enabled</th>
<th>Time-stamps enabled</th>
<th>ECN support enabled</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft Windows 2000 Professional SP 4 Build 2195</td>
<td>1460</td>
<td>Yes</td>
<td>65,535</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Microsoft Windows XP Professional SP 3 Build 2600</td>
<td>1460</td>
<td>Yes</td>
<td>65,535</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Microsoft Windows Server 2003 Standard SP 2 Build 3790</td>
<td>4380</td>
<td>Yes</td>
<td>65,535</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Microsoft Windows Vista Home Basic SP 2 Build 6002</td>
<td>2920</td>
<td>Yes</td>
<td>$65,535 \times 2^2 = 262,140$</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Microsoft Windows Server 2008 Standard SP 2 Build 6002</td>
<td>2920</td>
<td>Yes</td>
<td>$65,535 \times 2^2 = 262,140$</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Microsoft Windows 7 Ultimate Build 7600.16385.090713-1255</td>
<td>2920</td>
<td>Yes</td>
<td>$65,535 \times 2^5 = 2,097,120$</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Ubuntu 9.04 Desktop Edition Kernel 2.6.28-11-generic</td>
<td>1460</td>
<td>Yes</td>
<td>$65,535 \times 2^4 = 1,048,560$</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>openSUSE 11.1 Kernel 2.6.27.7-9-pae</td>
<td>1460</td>
<td>Yes</td>
<td>$65,535 \times 2^4 = 1,048,560$</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Fedora 11 Desktop Edition Kernel 2.6.29.4-167.fc11.i686.pae</td>
<td>1460</td>
<td>Yes</td>
<td>$65,535 \times 2^4 = 1,048,560$</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Mac OS X Leopard 10.5.8 Darwin Kernel 9.8.0</td>
<td>1460</td>
<td>Yes</td>
<td>$65,535 \times 2^3 = 524,280$</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>
3. TCP PERFORMANCE IN WIRED NETWORKS

In this chapter, the developed analytical models for TCP performance evaluation in wired networks are introduced. The chapter also describes the motivation of the research and the main results obtained.

3.1 Short-Lived TCP Flows

Since TCP plays an important role in the Internet, a wide variety of analytical models have been developed for predicting TCP performance under different scenarios. Among the most known and widely referenced are the models presented in [65] [66] [67] [68] [69]. One way to classify TCP analytical models is by the size of the data transfer under consideration [25]. According to numerous measurement studies [70] [71] [72] [13], TCP traffic is dominated by short data transfers. This is also known as the “mice and elephants” phenomenon: much of the traffic on the Internet is carried by a small number of large flows (“elephants”), while most of the flows are short in duration and carry small amounts of data (“mice”) [73]. This phenomenon can be considered as invariant, where the term “invariant” refers to an Internet property that has been empirically shown to hold in a very wide range of environments [74]. Since the vast majority of TCP connections are short enough to experience any losses and spend the most part of their lifetime in the initial slow start phase, their performance heavily depends on TCP startup mechanisms: the three-way handshake connection establishment, the IW size, the slow start and delayed ACK algorithms. Consequently, performance modeling and evaluation of short-lived TCP flows has received a lot of attention in the literature (e.g., see [26] and references therein). Moreover, there have been a number of different proposals on improving the startup and/or restart performance of TCP connections [73]. Unfortunately, only one proposal [75], concerning the increase in the permitted upper bound for the IW from one segment to 4380 bytes, has been standardized by the IETF [47] and widely deployed [48].

3.1.1 Motivation and Related Work

The research presented in [P1] was motivated by the fact that different analytical models assume different cwnd increase patterns during the initial slow start phase. Fig. 3.1 presents two examples taken from [76] [77] (Fig. 3.1a and Fig 3.1b, correspondingly). Visual analysis shows that Fig. 3.1a describes the case when the RTT is smaller than the delayed ACK timeout ($T_{\text{delACK}}$), while Fig. 3.1b assumes that the RTT is much bigger than this timeout value, which is
usually set to 200 ms [68]. Obviously, the case when the RTT is larger than 200 ms and, hence, \( RTT > T_{\text{delACK}} \) is more typical for mobile or satellite networks, which are widely deployed today. Therefore, a proper model should capture both cases.

A TCP connection starts with a three-way handshake in which the endpoints exchange their initial sequence numbers. Once the TCP connection has been established, the initial slow start phase begins. In this phase, the TCP sender increases the cwnd by one full-sized segment for every new ACK it receives. Although the TCP receiver can acknowledge every successfully received segment \((b = 1)\), as specified in [28], most TCP implementations use the delayed ACK algorithm: the TCP receiver sends one ACK for every two segments that it gets \((b = 2)\) or if the delayed ACK timer expires. The slow start phase ends when either the cwnd exceeds the ssthresh or when congestion is observed.

![Diagram of the initial slow start phase](image)

Fig. 3. 1 Examples of the initial slow start phase, IW = 1 full-sized segment
In order to evaluate how the RTT and $T_{\text{de}}$ ratio affects the cwnd increase pattern, the latency of the initial slow start phase, and the total number of segments sent, we used ns-2 simulations. The rwnd and the sssthresh were set to be high enough not to limit cwnd growth during the initial slow start phase. Our analysis shows that different cwnd increase patterns take place in the following cases:

a) $\text{RTT} \leq T_{\text{de}}$;

b) $\text{RTT} \in (T_{\text{de}}, 2T_{\text{de}})$;

c) $\text{RTT} = 2T_{\text{de}}$;

d) $\text{RTT} \in (2T_{\text{de}}, 3T_{\text{de}})$;

e) $\text{RTT} \in (3T_{\text{de}}, 4T_{\text{de}})$;

f) $\text{RTT} \in (4T_{\text{de}}, 5T_{\text{de}})$;

g) $\text{RTT} \in (5T_{\text{de}}, 6T_{\text{de}})$;

h) etc.

It should be emphasized that the cwnd increase pattern strongly depends on the observed interarrival times and processing delays (i.e., whether the delayed ACK timer expires or not). In this context, case c) can be considered as intermediate. However, we mention it here for the sake of completeness. The obtained results for the first twelve rounds are summarized in Table 3.1 and Table 3.2. It is easy to see that the difference in the cwnd size and in the total number of segments sent rapidly increases with the number of rounds.

As noted in [68], since the TCP receiver sends one ACK for every $b$-th segment that it receives, the TCP sender will get approximately $\text{cwnd}/b$ ACKs every RTT. According to the slow start algorithm, for every new ACK the TCP sender receives, it increases the cwnd by one full-sized segment. Thus, from [68] we have:

\[
\text{cwnd}_{i+1} = \text{cwnd}_i + \text{cwnd}_i/b = \gamma \text{cwnd}_i, \quad i = 1, 2, \ldots, \tag{3.1}
\]

where $\gamma$, $\gamma = 1 + 1/b$, is the rate of exponential growth of the cwnd.

We found that cases a), b), and c) (i.e., when $\text{RTT} \leq 2T_{\text{de}}$) can be closely approximated by (3.1). But if the delayed ACK timer expires before a new segment arrives (as in the cases when $\text{RTT} > 2T_{\text{de}}$), we get the following cwnd increase pattern:
\[ \text{cwnd}_{i+1} = \text{cwnd}_i + \left\lceil \frac{\text{cwnd}_i}{b} \right\rceil = \left\lceil \gamma \text{cwnd}_i \right\rceil, \quad i = 1, 2, \ldots, \]  

(3.2)

where \( \left\lceil \cdot \right\rceil \) is the ceiling function (i.e., \( \left\lceil x \right\rceil \) is the smallest integer bigger than or equal to \( x \)).

Thus, the examples of the cwnd increase pattern in Fig. 3.1a and Fig. 3.1b can be approximated by (3.1) and (3.2), respectively. Consequently, the comprehensive model can be expressed as

\[
\text{cwnd}_{i+1} = \begin{cases} 
\gamma \text{cwnd}_i, & \text{RTT} \leq 2T_{\text{delACK}}, \\
\left\lceil \gamma \text{cwnd}_i \right\rceil, & \text{RTT} > 2T_{\text{delACK}}. 
\end{cases}
\]  

(3.3)

It should be emphasized that when the TCP receiver does not use the delayed ACK algorithm (see Fig. 3.1c), \( \gamma = 2 \) and the cwnd increase pattern can be modeled just as (3.1).

### Table 3.1 cwnd increase patterns

<table>
<thead>
<tr>
<th>Round, ( i )</th>
<th>Size of the cwnd (in full-sized segments) at the end of round ( i ), ( \text{cwnd}_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>7</td>
<td>13</td>
</tr>
<tr>
<td>8</td>
<td>19</td>
</tr>
<tr>
<td>9</td>
<td>28</td>
</tr>
<tr>
<td>10</td>
<td>42</td>
</tr>
<tr>
<td>11</td>
<td>63</td>
</tr>
<tr>
<td>12</td>
<td>94</td>
</tr>
</tbody>
</table>
A number of models have been developed for the analysis of TCP startup behavior. In [68], Cardwell et al. proposed to approximate the cwnd increase pattern as (3.1) and to compute the total number of segments sent during the slow start phase as the sum of a geometric series. Sikdar et al. noted that the cwnd increase pattern varies in practice and can make significant differences for short-lived flows. In order to account such complex behavior, the model presented in [69] uses an averaged pattern from (3.3). Finally, Zheng et al. proposed to model (3.2) as the Fibonacci sequence [78]. Table 3.3 summarizes the resultant expressions.
### Table 3. 3 Analytical models for short-lived TCP flows

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of the cwnd at the end of round ( n ), ( \text{cwnd}_n )</td>
<td>( \gamma \text{cwnd}_{n-1} ), ( \gamma = 1 + \frac{1}{b} ), ( \text{cwnd}_1 = \text{IW} )</td>
<td>( c_{n-1}^{\frac{\gamma}{\gamma+1}} \left[ \frac{\gamma+1}{2} + \frac{\gamma+1}{2^\gamma} \right] ), [ is the floor function ( c_{n+1}^{\frac{\gamma}{\gamma+1}} = C_1 X_i^n + C_2 X_i^{n-1} ), ( X_i^n = \frac{1+\sqrt{5}}{2} ), ( C_1 + C_2 = 1 )</td>
<td></td>
</tr>
<tr>
<td>Number of segments sent by the end of round ( n ), ( \text{ssdata}<em>n = \sum</em>{k=1}^{n} \text{cwnd}_k )</td>
<td>( \text{cwnd}_n^{\frac{\gamma-1}{\gamma-1}} ), ( \text{cwnd}_1 = \text{IW} )</td>
<td>( c_{n+2}^{\frac{\gamma}{\gamma+1}} = C_1 X_i^{n+2} + C_2 X_i^{n+1} - 2 \approx C_1 X_i^{n+1} - 2 )</td>
<td></td>
</tr>
<tr>
<td>Number of rounds to transfer ( \text{ssdata}_n ) segments</td>
<td>( \log_{\gamma}\left( \frac{\text{ssdata}_n^{\gamma-1}}{\text{cwnd}_n} + 1 \right) ), ( \text{cwnd}_1 = \text{IW} )</td>
<td>( 2 \log_{\gamma}\left( \frac{2 \text{ssdata}<em>n + 4 + 3\sqrt{2}}{2\sqrt{2} + 3\left( \frac{1}{2^\gamma} \right)} \right) ), ( \log</em>{C_1}\left( \frac{\text{ssdata}_n + 2}{C_1} \right) - 2 )</td>
<td></td>
</tr>
</tbody>
</table>

#### 3.1.2 Model Building

The model developed in [P1] uses exactly the same assumptions about the hosts and the underlying network as the models presented in [68] [69] [78]. Namely, we model TCP behavior in terms of “rounds”, where a round begins when the TCP sender starts transmitting a window of segments and ends when it receives the first ACK for one or more of these segments. It is assumed that the TCP receiver uses the delayed ACK algorithm as specified in [28]. Similarly to [68] [69] [78], we do not take into account the effects of the Nagle and SWS avoidance algorithms. Instead, we assume that the TCP sender transmits full-sized segments whenever the cwnd size allows, while the rwnd size is assumed to be large enough not to limit the sending rate (i.e., at any moment in time, \( \text{cwnd} \leq \text{rwnd} \)). We also assume that the time needed to send a window of segments is smaller than the RTT, which is supposed to be independent of the transmission window size.

Since the model proposed in [68] approximates well the initial slow start phase when \( \text{RTT} \leq 2 T_{\text{delayACK}} \), the idea behind this study is to extend it for the case when \( \text{RTT} > 2 T_{\text{delayACK}} \). Note that the ceiling function can be represented as

\[
\left\lceil x \right\rceil = x + r, \quad 0 \leq r < 1.
\]  

(3.4)
Thus, we can define the cwnd increase pattern from (3.2) as

\[
\begin{align*}
\text{cwnd}_1 &= IW, \\
\text{cwnd}_2 &= IW + \left\lceil \frac{IW}{b} \right\rceil = IW + r_1, \\
\text{cwnd}_3 &= \left\lceil \gamma (IW + r_1) \right\rceil = IW \gamma + r_1 + r_2, \\
\end{align*}
\]

(3.5)

\[
\begin{align*}
\text{cwnd}_n &= IW \gamma^{n-1} + r_1 \gamma^{n-2} + \ldots + r_{n-2} \gamma^{n-1} + r_{n-1}.
\end{align*}
\]

Since \( b = 2 \) and \( \gamma = 1.5 \), we have that the variable \( r_j, \; j = 1,2,\ldots,n-1 \), is a discrete variable, which takes on a value of 0 or 0.5. As it follows from Table 3.4, \( r_j \) is almost uniformly distributed between these values. Then we use the following approximations:

\[
E[r] = \frac{0 + 0.5}{2} = \frac{1}{4}
\]

(3.6)

and

\[
\text{cwnd}_{i+1} = \left\lceil \gamma \text{cwnd}_i \right\rceil \approx \gamma \text{cwnd}_i + E[r].
\]

(3.7)

**Table 3.4** cwnd increase pattern from (3.2), \( IW = 1 \) full-sized segment

<table>
<thead>
<tr>
<th>Round, ( i )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>cwnd, ( n )</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>8</td>
<td>12</td>
<td>18</td>
<td>27</td>
<td>41</td>
<td>62</td>
<td>93</td>
<td>140</td>
</tr>
<tr>
<td>( r_j )</td>
<td>No</td>
<td>0.5</td>
<td>0</td>
<td>0.5</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
<td>0.5</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
</tr>
</tbody>
</table>

Hence, the number of segments sent by the end of round \( n \) can be found as

\[
\text{ssdata}_n = IW + \left( IW \gamma + E[r] \right) + \left( IW \gamma^2 + E[r] \gamma + E[r] \right) + \ldots + \left( IW \gamma^{n-1} + E[r] \gamma^{n-2} + \ldots + E[r] \gamma + E[r] \right) = IW \sum_{k=1}^{n} \gamma^{k-1} + E[r] \sum_{k=1}^{n} (n-k) \gamma^{k-1}.
\]

(3.8)

To find the number of rounds required to transfer \( \text{ssdata}_n \) segments (i.e., the value of \( n \)), we transform expression (3.8) to the canonical form:

\[
n - \left( \frac{\left( \gamma - 1 + E[r] \right)}{E[r] (\gamma - 1)} \right) \gamma^n + \frac{\text{ssdata}_n (\gamma - 1)^2 + IW (\gamma - 1) + E[r]}{E[r] (\gamma - 1)} = 0.
\]

(3.9)
The obtained equation is a transcendental equation, which usually cannot be solved by an exact method, only by a numerical approach. In [P1], we used a new method of finding solutions to transcendental equations proposed in [79]. Appendix A provides a brief introduction to this method. Particularly, let (3.10) be a transcendental equation:

\[ x^n + a_1x^{n-1} + a_2x^{n-2} + \ldots + a_{n-q}x^d + a_{n-q}x^q + f(x) + a_n = 0, \]  

(3.10)

where \( f(x) \) is a transcendental function.

According to [79], the equation determinant is given by

\[ p = \frac{m^d}{m^q + a_n + f(m)} = \frac{-a_{n-q}}{m^{n-d} + a_1m^{n-(d+1)} + a_2m^{n-(d+2)} + \ldots + a_{n-d}}. \]  

(3.11)

The range of values of \( m \) and, consequently, the approximate real roots of the equation can be found from the set of inequalities for \( p > 0 \) and for \( p < 0 \). Taking into account that \( n \) is positive by definition and, hence, \( m > 0 \), we arrive at:

\[ p < 0 \]

\[ m > \log_\gamma \left( \frac{\text{ssdata}_n (\gamma - 1)^2 + \text{IW} (\gamma - 1) + E[r]}{E[r] (\gamma - 1)} \right), \]

(3.12)

Thus, we have:

\[ m > \log_\gamma \left( \frac{\text{ssdata}_n (\gamma - 1)^2 + \text{IW} (\gamma - 1) + E[r]}{\text{ssdata}_n (\gamma - 1)^2 + \text{IW} (\gamma - 1) + E[r]} + 1 \right). \]

(3.13)

As it follows from Table 3.5, expression (3.14) is a fairly good approximation of the number of rounds required to transfer ssdata \( n \) segments:

\[ n \approx \log_\gamma \left( \frac{\text{ssdata}_n (\gamma - 1)^2 + \text{IW} (\gamma - 1) + E[r]}{\text{ssdata}_n (\gamma - 1)^2 + \text{IW} (\gamma - 1) + E[r]} + 1 \right). \]

(3.14)

Finally, from (3.5) and (3.6) we obtain the cwnd size at the end of round \( n \):

\[ \text{cwnd}_n = \text{IW} \gamma^{x-1} + E[r] \sum_{k=1}^{n-1} \gamma^{k-1} = \text{IW} \gamma^{x-1} + E[r] \frac{\gamma^{n-1} - 1}{\gamma - 1}. \]

(3.15)
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Table 3.5 Approximate analytical solution for the number slow start rounds

<table>
<thead>
<tr>
<th>Round, $i$</th>
<th>$IW = 1$</th>
<th>$IW = 2$</th>
<th>$IW = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cwnd, = $\lceil \gamma cwnd_{i-1} \rceil$</td>
<td>ssdata, = $\sum_{k=i}^{n} cwnd_k$</td>
<td>$n$ as in (3.14)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.71</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1.71</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>6</td>
<td>2.71</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>11</td>
<td>3.8</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>19</td>
<td>4.91</td>
</tr>
<tr>
<td>6</td>
<td>12</td>
<td>31</td>
<td>5.99</td>
</tr>
<tr>
<td>7</td>
<td>18</td>
<td>49</td>
<td>7.04</td>
</tr>
<tr>
<td>8</td>
<td>27</td>
<td>76</td>
<td>8.07</td>
</tr>
<tr>
<td>9</td>
<td>41</td>
<td>117</td>
<td>9.1</td>
</tr>
<tr>
<td>10</td>
<td>62</td>
<td>179</td>
<td>10.13</td>
</tr>
<tr>
<td>11</td>
<td>93</td>
<td>272</td>
<td>11.14</td>
</tr>
<tr>
<td>12</td>
<td>140</td>
<td>412</td>
<td>12.16</td>
</tr>
<tr>
<td>13</td>
<td>210</td>
<td>622</td>
<td>13.17</td>
</tr>
<tr>
<td>14</td>
<td>315</td>
<td>937</td>
<td>14.17</td>
</tr>
<tr>
<td>15</td>
<td>473</td>
<td>1410</td>
<td>15.18</td>
</tr>
<tr>
<td>16</td>
<td>710</td>
<td>2120</td>
<td>16.18</td>
</tr>
<tr>
<td>17</td>
<td>1065</td>
<td>3185</td>
<td>17.19</td>
</tr>
<tr>
<td>18</td>
<td>1598</td>
<td>4783</td>
<td>18.19</td>
</tr>
</tbody>
</table>
3.1.3 Model Validation and Conclusions

In order to validate the proposed model and compare it with the models presented in [68] [69] [78], we compare the results obtained from the analytical models against the simulation results obtained using ns-2. The ns-2 trials consisted of the cross-product of $IW = \{1, 2, 3\}$ full-sized segments, $T_{\text{delACK}} = \{100, 150, 200\}$ ms, and $\text{RTT} \leq NT_{\text{delACK}}$, $N = 1, 2, \ldots, 6$. To estimate the accuracy in prediction of the cwnd increase pattern and the number of segments sent during the initial slow start phase, we computed the relative error at round $i$ using the following expression:

$$\varepsilon(i) = \left(\frac{X(i)_{\text{predicted}} - X(i)_{\text{observed}}}{X(i)_{\text{observed}}}\right) \times 100\%, \quad i = 1, 2, \ldots, 6 \quad (3.16)$$

Hence, a model overestimates an actual value when $\varepsilon > 0$ and underestimates it when $\varepsilon < 0$.

![Fig. 3.2 Initial slow start phase, RTT $\leq T_{\text{delACK}}$](image)

- a) The cwnd increase pattern
- b) The number of segments sent

![Fig. 3.3 Initial slow start phase, RTT $\in (T_{\text{delACK}}, 2T_{\text{delACK}})$](image)

- a) The cwnd increase pattern
- b) The number of segments sent
a) The cwnd increase pattern  

b) The number of segments sent

**Fig. 3.4** Initial slow start phase, RTT = 2T_{\text{delACK}}

For the sake of briefness, we present the results only for IW = 1 full-sized segment and cases a), b), c), d) (Fig. 3.2, Fig. 3.3, Fig. 3.4, Fig. 3.5, correspondingly). The results for the other two values of the IW and cases e), f), g) are qualitatively similar (see [P1] for details).

The obtained results lead to the following conclusions.

- All the examined models fail to predict the whole range of cases with different RTT and T_{\text{delACK}} ratios. For instance, the model proposed by Zheng _et al._ [78] is more suitable for the cases when RTT > T_{\text{delACK}}. Within the first rounds, this model captures the cwnd increase pattern and the total number of transmitted segments without any error. Unfortunately, with the increase in the number of rounds, it greatly overestimates these parameters and introduces a significant error. This is due to the fact that the cwnd increase pattern can be represented by the Fibonacci sequence only in the first rounds...
(i.e., cwnd = 1, 2, 3, 5, 8). After that, the approximation error grows exponentially. Although the model developed by Sikdar et al. [69] is intended to capture all possible cases with and without delayed ACK timeout expirations, it gives the best results only for the case when RTT ≤ T_{\text{delACK}} and IW = 1 (see [P1] for details). Since the proposed model was derived for the case when RTT > 2T_{\text{delACK}}, it leads to a significant overestimation for the opposite case, but when RTT > 2T_{\text{delACK}}, it outperforms all the examined models.

- As the developed model performs well for the case when RTT > 2T_{\text{delACK}}, to obtain a comprehensive model, we only need to select an appropriate model for the case when RTT ≤ 2T_{\text{delACK}}. In addition to acceptable accuracy over a wide range of rounds and different values of the IW size (see [P1] for details), the model proposed by Cardwell et al. [68] has a solid theoretical background and can be easily extended to capture the case when the TCP receiver does not use the delayed ACK algorithm. Thus, combining the results from [68] with the developed model, we get the comprehensive analytical model for short-lived TCP flows, which takes into account the impact of different RTT and T_{\text{delACK}} ratios on the initial slow start phase.

### 3.2 TCP Reno Performance and the PFTK-model

There are various metrics used to characterize the performance of TCP implementations: bandwidth utilization, fairness, responsiveness, aggressiveness, etc. Data throughput, as an assessment of the amount of data that can be transmitted per unit of time, is an important metric for quantifying TCP performance. Since TCP throughput is a mean (rather than instantaneous) parameter, this value is averaged over a long time (sometimes considered infinity). Therefore, this performance metric is closely coupled with long-lived TCP flows.

One of the best known analytical models for evaluating the throughput of a TCP connection is the model proposed by Padhye et al. in [67], also known as the PFTK-model (named after the authors’ surnames: Padhye, Firoiu, Towsley, Kurose). This model is widely referenced: entering the paper title in the Scientific Literature Digital Library search engine gives several hundred citations [80]. The PFTK-model defines the steady-state throughput of a long-lived TCP Reno bulk data transfer as a function of the loss event rate, the mean RTT, the expected duration of a timeout, and the maximum size of the rwnd. It assumes a correlated (bursty) loss model that is better suited for First-In, First-Out (FIFO) Drop-Tail queue management, which is still widely used [81] [82, p.51]. Unfortunately, this model uses an oversimplified representation of fast
retransmit/fast recovery dynamics as having (supposedly) negligible effect on TCP Reno throughput. As it will be shown later, this simplification results in overestimation of TCP Reno throughput in the presence of correlated losses. Since new analytical models are often compared with the PFTK-model and use its resultant formula, such inaccuracy in throughput estimation can lead to erroneous results and/or incorrect conclusions. In [P2], the PFTK-model was revised to make it more consistent with actual TCP Reno behavior when segment losses occur in bursts.

### 3.2.1 Motivation and Model Building

The refined model we develop is based on the same assumptions about the hosts and the underlying network as the PFTK-model. We assume that the sending host uses the TCP Reno implementation [29] and always has data to send. Since we are focusing on TCP performance, we do not consider sender-side or receiver-side delays and limitations due to scheduling or buffering. Therefore, we assume that the TCP sender sends full-sized segments whenever the cwnd allows, while the rwnd is assumed to be always constant. We model TCP behavior in terms of “rounds” as it was done in [67] and in the previous section. Considering the data transfer, we assume that segment losses happen only in the direction from the TCP sender to the TCP receiver. Moreover, we assume that a segment is lost in a round independently of any segments lost in other rounds, while segment losses are correlated within a round (i.e., if a segment is lost, all the remaining segments in that round are also lost). This bursty loss model is a simplified representation of the packet loss process in FIFO Drop-Tail routers. We assume that the time needed to send a window of segments is smaller than the duration of a round. It is also assumed that the probability of a segment loss and the duration of a round are independent of the window size. The latter assumption is justified in case of a high level of statistical multiplexing.

According to [29], a segment loss can be detected in one of the two ways: either by reception of three duplicate ACKs or via retransmission timer expiration. Similarly to [67], let us denote the first event as a TD (Triple-Duplicate) loss indication and the second as a TO (TimeOut) loss indication. As in [67], we develop our model in three steps:

- when the first loss indication in a cycle is exclusively TD and the cwnd is always smaller than the rwnd;
- when the first loss indication in a cycle is either TD or TO and the cwnd is always smaller than the rwnd;
- when the first loss indication in a cycle is either TD or TO and the sending rate is limited by the rwnd.
First of all, let us investigate the case when the first loss in a cycle is detected exclusively via a TD loss indication, while the sending rate is not limited by the rwnd (see Fig. 3.6). Considering the cyclic evolution of the cwnd size over time, let $Y_i$ be the number of segments sent during the $i$-th cycle, $A_i$ be the duration of the cycle in rounds, and $W_i$ be the window size at the end of the cycle. Let $\{W'_i\}, \ i > 0$, be a regenerative process with a renewal reward process $\{Y_i\}$, and the moments of time when a segment loss is detected be regenerative points. Then we can define the TCP long-term steady-state throughput as

$$B = \lim_{t \to \infty} B_t = \lim_{t \to \infty} \frac{N_t}{A_t} = \frac{E[Y]}{E[A]},$$

(3.17)

where $B_t$ is the sending rate in the interval $[0, t]; N_t$ is the number of segments sent in this interval; $E[Y]$ is the expected number of segments sent during a cycle; $E[A]$ is the expected duration of a cycle in rounds.

Note that in [67] a cycle is defined as a period of time between two TD loss indications and is denoted as a TD Period (TDP). Fig. 3.7 shows the $i$-th TDP according to [67]. The TDP starts immediately after the TD loss indication, so the current value of the cwnd (expressed in full-sized segments) is set to $W_{i-1}/2$. The TCP receiver sends one ACK for every $b$-th segment that it receives (in Fig. 3.7 and Fig. 3.8, $b = 2$), so the cwnd increases linearly with a slope of $1/b$ segments per round until the first segment loss occurs. Let us denote by $\alpha_i$ the first lost segment in the $i$-th cycle and by $X_i$ the round where this loss occurs (see Fig. 3.7). According to the sliding window algorithm, after the segment $\alpha_i$, $W_i - 1$ more segments are sent before the loss is detected at the TCP sender and the current TDP ends.

---

**Fig. 3.6** TCP Reno window evolution in the absence of timeouts (as assumed in [67])
Fig. 3. 7 TDP (as assumed in [67])

Fig. 3. 8 Transmission of segments in the last rounds of the $i$-th TDP
Let us consider the evolution of the cwnd size in the \( i \)-th cycle after the detection of the first loss (see Fig. 3.8). Taking into account the assumption about correlated losses within a round (i.e., if a segment is lost, so are all the following segments till the end of the round), all segments following \( \alpha_i \) in the round \( X_i \) are lost as well. Let us define \( \delta_i \) to be the number of segments lost in the round \( X_i \) and \( \beta_i \) to be the number of segments sent in the next round \( X_i + 1 \) of the \( i \)-th cycle. In [67], it is assumed that the random variable \( \beta_i \) is uniformly distributed from zero to \( W_i - 1 \) segments. Thus, taking into account that \( \beta_i = W_i - \delta_i \) (see Fig. 3.8), we can use the following approximation:

\[
E[\beta] = \frac{E[W] - 1}{2} \approx \frac{E[W]}{2}, \quad E[\delta] = \frac{E[W] + 1}{2} \approx \frac{E[W]}{2}.
\]

(3.18)

After a TD loss indication, the TCP sender enters the fast retransmit/fast recovery phase and performs a retransmission of what appears to be the missing segment. The ssthresh and the current value of the cwnd are updated according to [29] as

\[
\text{ssthresh} = \max(\text{FlightSize}/2, 2), \quad W' = \text{ssthresh} + N_{\text{DupACK}},
\]

(3.19)

where FlightSize is the number of segments that have been sent, but not yet acknowledged; \( W' \) is the value of the cwnd during the fast recovery phase; \( N_{\text{DupACK}} \) is the number of received duplicate ACKs.

Since we assume (as was done in [67]) that the number of lost segments per loss event is approximately equal to half of the segments within the transmitted window, then \( E[N_{\text{DupACK}}] = E[\beta] \) and \( E[\text{FlightSize}] = E[W] \). Hence, we can determine \( E[W'] \) as follows:

\[
E[W'] = E[\text{ssthresh}] + E[N_{\text{DupACK}}] = \frac{E[W]}{2} + \frac{E[W]}{2} = E[W].
\]

(3.20)

As \( E[W'] = E[\text{FlightSize}] \), it is expected that the TCP sender will not send new segments in the fast recovery phase. After the successful retransmission of the segment \( \alpha_i \), the TCP sender will receive a new ACK, indicating that the TCP receiver is waiting for the segment \( \alpha_i + 1 \). As a consequence of receiving this new ACK, the fast retransmit/fast recovery phase ends and according to [29] the new value of the cwnd is set as \( W = \text{ssthresh} \), where the ssthresh is from (3.19). Since the number of segments that are still unacknowledged is larger than the new value of the cwnd, the TCP sender cannot transmit new segments. Therefore, this ACK will be the last one. As the TCP sender will not be able to invoke the fast retransmit algorithm again, then it will wait for expiration of the retransmission timer, which was restarted after the successful
retransmission of the segment \( \alpha_i \) in accordance to step 5.3 in [45] (denoted by the grey diamond in Fig. 3.8). After TCP retransmission timer expiration, the values of the cwnd and the ssthresh are set as cwnd = 1 and ssthresh = \( \max(\text{FlightSize}/2, 2) \), and the slow start phase begins. Consequently, the expected number of segments sent during the fast retransmit/fast recovery (FR) phase and the expected number of rounds in this phase can be defined as
\[
E[Y^{FR}] = 1, \quad E[A^{FR}] = 1.
\] (3.21)

Thus, in the presence of correlated losses and when the first loss in a cycle is detected via a TD loss indication, the following sequence of steps is expected:

- triggering the fast retransmit and fast recovery algorithms, retransmission of the first lost segment;
- waiting for TCP retransmission timer expiration, which was restarted after the successful retransmission of the first lost segment;
- triggering the slow start algorithm.

Our observations well agree with the results from [60] [83], showing that TCP Reno has serious performance problems when multiple segments are dropped from a window of data and that these problems result from the need to wait for TCP retransmission timer expiration before reinitiating data flow. Moreover, the empirical measurements from [67] (Table 2, columns “Loss Indic.” and “T0”) show that the significant part of loss indications (at the average, about 70%) is due to timeouts, rather than TD loss indications.

The inability of TCP Reno to recover from multiple losses without waiting for the retransmission timer to expire and performing slow start is illustrated in Fig. 3.9. The ns-2 scenario is similar to that in Chapter 2. During the unconstrained slow start phase, the number of packets injected into the network doubles every RTT (the delayed ACK algorithm is disabled). Ultimately, the bottleneck router gets overloaded, resulting in multiple packet drops due to buffer overflow. As it was noted in [60] and is shown in Fig. 3.9a, TCP Reno is optimized for the case when a single packet is dropped from a window of data (see the congestion avoidance phase with the saw-tooth oscillations caused by AIMD). But when multiple packets are dropped from the same window (see the initial slow start phase), TCP Reno has performance problems. This is caused by the fact that only one of the lost segments can be recovered by a single invocation of the fast retransmit algorithm, so the rest are usually recovered using slow start after TCP retransmission timer expiration. Obviously, lengthy idle periods result in a much smaller TCP throughput compared to an almost perfect saw-tooth pattern as assumed in [67] (see Fig. 3.6).
In order to include the fast retransmit/fast recovery phase and the slow start phase, we define a cycle to be a period between two TO loss indications (except for periods between two consecutive timeouts). Therefore, a cycle consists of the slow start phase, the congestion avoidance phase, the fast retransmit/fast recovery phase, and one timeout. An example of the evolution of the cwnd size during the $i$-th cycle is shown in Fig. 3.10, where the congestion avoidance phase (TDP in [67]) is supplemented with the slow start phase at the beginning and the fast retransmit/fast recovery phase with one timeout at the end.

**Fig. 3.9** TCP Reno behavior, $\text{RTO}_{\text{min}} = 1$ s

**Fig. 3.10** Example of a cycle (by the new definition)
Further modeling is generally the same as in [67] and is described in detail in [P2]. Finally, the steady-state throughput of a long-lived TCP Reno bulk data transfer can be expressed as

\[
B = \begin{cases} 
\frac{1}{p} + E[W] + \hat{Q}(E[W]) \frac{p}{1-p} & W_{\text{max}} > E[W], \\
\frac{1}{p} + W_{\text{max}} + \hat{Q}(W_{\text{max}}) \frac{p}{1-p} & W_{\text{max}} \leq E[W],
\end{cases}
\]

(3.22)

where \(W_{\text{max}}\) is the maximum possible value of the rwnd (expressed in full-sized segments); \(\hat{Q}\) is the probability that a loss indication is TO for the expected window size at the end of a cycle, \(\hat{Q}(E[W]) \approx \min(1, 3/E[W])\); \(f(p) = 2p + 2p^2 + 4p^3 + 8p^4 + 16p^5 + 32p^6\); \(\overline{\text{RTT}}\) is the mean RTT; \(\overline{\text{RTO}}\) is the expected duration of a timeout; \(E[W]\) is the expected window size at the end of a cycle and is given as

\[
E[W] = -\left(\frac{2+3b}{3b}\right) + \sqrt{\frac{8}{3bp} + \left(\frac{2+3b}{3b}\right)^2}.
\]

(3.23)

As in the previous section, \(b\) refers to the delayed ACK algorithm: when the TCP receiver acknowledges every successfully received segment, \(b = 1\); when the delayed ACK algorithm is enabled, \(b = 2\).

It should be noted that the definition of \(f(p)\) is different from the one used in [67]. This is because the duration of the first timeout from a sequence of consecutive timeouts has been incorporated in the duration of a cycle (see Fig. 3.10).

### 3.2.2 Model Validation and Conclusions

In order to validate the proposed model and compare it with the original one [67], we compare the results obtained from the analytical models against the simulation results obtained using ns-2. In our experiments, we used a “dumbbell” topology with a single bottleneck (see Fig. 3.11). To model a TCP Reno connection, we used Agent/TCP/Reno as the TCP sender, Agent/TCPSink/DelAck as the TCP receiver (so the delayed ACK algorithm was enabled), and Application/FTP as the greedy application process which always has data to send. We set the MSS to be 1460 bytes and \(W_{\text{max}}\) to be 10 full-sized segments.
As it was noted in [84], Web traffic tends to be self-similar in nature, while a superposition of many ON/OFF sources, whose ON/OFF times are independently drawn from heavy-tailed distributions such as the Pareto distribution, can produce asymptotically self-similar traffic [85]. Thus, we modeled the effects of competing Web-like traffic, sharing the bottleneck with the considered TCP Reno connection, as a superposition of a large number of ON/OFF UDP sources. The number of ON/OFF UDP sources was varied between 220 and 420 with a step of 10 sources. In our experiments, we used the shape parameter of the Pareto distribution of 1.2, the mean ON time of 1 second, and the mean OFF time of 2 seconds. During ON times the UDP sources sent data at 12 kbit/s.

To quantify the accuracy of the analytical models, we computed the average error using the following expression:

$$\text{Average error} = \frac{\sum_{\text{observations}} B(p)_{\text{predicted}} - B(p)_{\text{observed}}}{B(p)_{\text{observed}}} \times 100\%.$$  (3.24)

Fig. 3.12a shows the average TCP Reno throughput (calculated and measured) as a function of the loss event rate $p$. The average errors of the proposed model and the PFTK-model are presented in Fig. 3.12b. As it follows from the results depicted in Fig. 3.12b, the refined model has the average error smaller than 5% over a wide range of loss rates with the mean of 3%, while the original PFTK-model performs well only when the loss rate is quite small and significantly overestimates TCP Reno throughput in the middle-to-high loss rate range (up to 50% and above).

Notice that by varying the number of ON/OFF UDP sources and, therefore, the volume of background traffic, we obtain the following two extreme cases (see Fig. 3.13a).

- When the volume of background traffic is very low, almost all packet losses are caused by the considered TCP connection itself. In this case, the transmission window size
shows a perfect saw-tooth behavior: when the last segment in a window gets lost, the current value of the cwnd is halved, the TCP sender performs a retransmission of what appears to be the missing segment and returns to the congestion avoidance mode with a linear increase of the cwnd size until the next loss. Thus, segment losses are independent and the loss process tends to be periodic. Since the proposed model assumes that packet losses are correlated within a round, the throughput prediction error of the revised model increases. Meanwhile, since almost all the time the TCP connection operates in the congestion avoidance mode and, hence, loss recovery dynamics does not seriously affect the performance, the throughput prediction error of the PFTK-model decreases (see Fig. 3.12b). Fig. 3.13b presents the average number of lost segments per loss event according to the ns-2 simulations and (3.18). While constructing the model, we assumed (similar to [67]) that in case of congestion along the path about half of the transmitted window of segments will be lost. It is easy to see that in our simulations this assumption holds only when the number of ON/OFF UDP sources is equal to 380. In this case, the average error of the proposed model is less than 1%.

• On the other hand, when the volume of background traffic is quite high, the timeout probability increases, so the TCP connection spends the most part of its lifetime in the slow start phase or waiting for TCP retransmission timer expiration. Under such conditions, both models fail to accurately predict the steady-state throughput (Fig. 3.12b).
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a) The steady-state throughput  
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b) The average error

**Fig. 3.12** ns-2 simulation results versus predicted values for the TCP Reno steady-state throughput

Finally, it is worthwhile to note that it is a non-trivial task to simulate large bursts of packet loss (as assumed by the bursty loss model in [67] and, thus, in [P2]), since a typical ns-2 loss
event consists of just a few packet drops per TCP flow (Fig. 3.13b). A similar observation was also made in [86]. This is caused by statistical multiplexing and interleaving of packets from different flows, which expands the inter-packet distance of each flow and, hence, decreases the number of dropped packets belonging to the same flow in case of congestion. Moreover, the empirical measurements from [82, p.51] show the majority of losses are single packet losses. Nevertheless, we believe that even if the bursty loss model is not very typical in today’s Internet, TCP performance in the face of such losses deserves to be addressed and carefully studied.

![Graph showing the effect of the volume of background traffic on the models’ accuracy](image)

a) On the accuracy of the models  

![Graph showing the number of dropped segments per loss event](image)

b) On the average loss burst length

**Fig. 3.13** Effect of the volume of background traffic on the models’ accuracy

### 3.3 TCP NewReno Performance

For a long time, the reference TCP implementation has been TCP Reno first deployed in the 4.3BSD-Reno and specified in [29]. This document defines the four intertwined congestion control algorithms: slow start, congestion avoidance, fast retransmit, and fast recovery. TCP NewReno is a subsequent modification of the basic TCP Reno implementation and incorporates slow start, congestion avoidance, and fast retransmit from [29] with a modified fast recovery algorithm [49]. This modification concerns the sender’s behavior during fast recovery when a partial ACK is received that acknowledges some but not all of the segments sent before entering the fast recovery phase. While in TCP Reno the reception of a partial ACK takes the TCP sender out of the fast recovery mode, in TCP NewReno the TCP sender stays in fast recovery until either a full ACK arrives that acknowledges all of the segments outstanding by the time the fast recovery phase was entered (see Fig. 3.14), or the TCP retransmission timer expires (see Fig. 3.15). As a result, TCP NewReno provides more stable performance in the face of multiple dropped segments and, therefore, avoids multiple reductions of the cwnd and reduces the frequency of timeout-based loss recovery, which are typical for TCP Reno [60].
The current standard [49] specifies two variants of TCP NewReno: Slow-but-Steady and Impatient. The only difference between them lies in the TCP retransmission timer resetting scheme in response to partial ACKs. In the Slow-but-Steady variant, the TCP sender resets the retransmission timer after each partial ACK. Consequently, when \( N \) segments have been lost from a window of data, the Slow-but-Steady variant can remain in the fast recovery phase for \( N \) RTTs, retransmitting by one lost segment every RTT (Fig. 3.14a). In the Impatient variant, the TCP sender performs resetting only after the first partial ACK. Therefore, if a large number of segments were lost from a window of data, the TCP retransmission timer ultimately expires and the TCP sender will enter the slow start phase (Fig. 3.15a). Depending on the given operating conditions (the number of lost segments, delay variation, etc.) either one or the other variant may provide better performance.

**Fig. 3.14** The Slow-but-Steady variant of TCP NewReno, \( RTO_{\text{min}} = 200 \) ms

**Fig. 3.15** The Impatient variant of TCP NewReno, \( RTO_{\text{min}} = 200 \) ms
3.3.1 Motivation and Model Building

While TCP performance modeling has received a lot of attention during the last years, the majority of the proposed models were developed for the TCP Reno implementation (e.g., see [26] and references therein). In the absence of sufficient analytical background, the current standard [49] recommends the Impatient variant of TCP NewReno based only on simulation results. Although network simulation is a powerful tool in protocol analysis and design, it is a difficult task to simulate TCP NewReno behavior across the range of all possible operating conditions and protocol parameter settings. In this case, an analytical model would be extremely useful because it not only allows to apply a “what if” test to different scenarios, but also to explore TCP NewReno performance over the entire parameter space. Thus, the objective of the study in [P4] is two-fold. Firstly, we develop an analytical model of the steady-state throughput of the Impatient variant of TCP NewReno, which together with the previously obtained model of the Slow-but-Steady variant in [P3] gives us a comprehensive model of TCP NewReno throughput. We then evaluate the TCP NewReno variants and define the most preferable one. Since the difference between them only appears when multiple segments are lost from the same window of data, we focus our analysis on the case of bursty losses inherent to a Drop-Tail environment. While constructing our model, we use exactly the same assumptions about the hosts and the network as in section 3.2.1 (of course, with the exception of the TCP implementation in use, which is TCP NewReno in this case).

According to [49], a segment loss (if the TCP sender is not already in the fast recovery phase) can be detected in one of the two ways: either by reception of three duplicate ACKs or via TCP retransmission timer expiration. In the latter case, the TCP sender enters slow start and recovers what appears to be the lost segment(s) using the Go-Back-N strategy, but no fast recovery is performed. Since the fast recovery algorithm is the distinctive feature of TCP NewReno, we focus on the “pure” TCP NewReno behavior, where all loss detections are due to “triple-duplicate” ACKs. However, the model can be easily extended to capture loss detections via timeouts by following the approach proposed in [67].

Similar to [67], let us consider steady-state TCP NewReno behavior as a sequence of renewal cycles, where a cycle is a period between two consecutive loss events detected by reception of three duplicate ACKs. Then we can define the TCP steady-state throughput as the ratio between the expected number of segments sent during a cycle and the expected duration of a cycle. Let $\delta_{i-1}$ denotes the number of segments lost in cycle $i-1$. In contrast to the Slow-but-Steady variant, where the TCP sender recovers one lost segment per round and the number of rounds in the fast retransmit/fast recovery phase of the $i$-th cycle can be defined as $A_{i}^{RE} = \delta_{i-1}$, in
the Impatient variant the TCP sender resets the retransmission timer only after the first partial ACK, so the number of rounds in the fast retransmit/fast recovery phase of the $i$-th cycle can be expressed as $A_{i}^{FR} = \min(\delta_{i-1}, 1 + RTO/RTT)$. Let us define $\bar{\delta}$ to be the average number of segments lost in a row per loss event (also known as the average loss burst length) and $\tau$ to be the ratio between the expected duration of a timeout ($RTO$) and the mean RTT ($RTT$), $\tau = RTO/RTT$, $\tau > 1$. For simplicity, we suppose that $\tau$ is integer. We assume that when $\bar{\delta} < \tau + 1$, the resetting scheme of the TCP retransmission timer has a negligible effect on the fast recovery phase and the steady-state throughput of the Impatient variant is identical to that of the Slow-but-Steady one. On the other hand, if $\bar{\delta} \geq \tau + 1$, it is expected that the TCP sender cannot recover all lost segments during the fast recovery phase and after TCP retransmission timer expiration it will invoke the slow start algorithm. Thus, a Slow-but-Steady cycle consists of the fast retransmit/fast recovery (FR) phase followed by the congestion avoidance (CA) phase, while an Impatient cycle includes, in addition, the slow start (SS) phase after fast recovery. Fig. 3.16 and Fig. 3.17 present examples of transmission of segments during the $i$-th cycle for the Slow-but-Steady and Impatient variants, respectively.

![Fig. 3.16 Transmission of segments during the $i$-th cycle, the Slow-but-Steady variant](image)

After reception of the third duplicate ACK, the TCP sender enters the fast retransmit/fast recovery phase and sets the ssthresh as (3.19). Note that duplicate ACKs are triggered by out-of-order segment arrivals at the TCP receiver, while the fast retransmit algorithm resends a segment...
only when three duplicate ACKs arrive in a row at the TCP sender. This implies that to trigger
the fast retransmit algorithm, the TCP sender must have at least four outstanding segments, out
of which three segments must be successfully delivered. Then \( W_{i-1} \geq 4 \) and we get:

\[
\text{sthresh}_i = \max \left( \frac{W_{i-1}}{2}, 2 \right) = \frac{W_{i-1}}{2}.
\]  

(3.25)

**Fig. 3.17** Transmission of segments during the \( i \)-th cycle, the Impatient variant

As shown in [87] [88], the number of new segments sent in the \( k \)-th round of the fast
retransmit/fast recovery phase of the \( i \)-th cycle can be found as

\[
P(k) = \max \left( 0, \text{sthresh}_i - \delta_{i-1} + k - 1 \right), \quad 1 \leq k \leq \delta_{i-1},
\]  

(3.26)

where \( \text{sthresh}_i \) is given by (3.25).

Using (3.26) and taking into account the number of retransmitted segments, we can
determine the total number of segments sent during the fast retransmit/fast recovery phase of the
\( i \)-th cycle. In case of the Slow-but-Steady variant, we obtain:

\[
Y^{FR}_i = \delta_{i-1} + \sum_{k=1}^{\delta_{i-1}} P(k).
\]  

(3.27)

Then the expected number of segments sent during the fast retransmit/fast recovery phase can be
defined from (3.27) as
\[ E[Y_{FR}] = \begin{cases} 
\bar{\delta} + \frac{\bar{\delta}}{2}(E[W] - \bar{\delta} - 1), & \bar{\delta} \leq \frac{E[W]}{2}, \\
\bar{\delta} + \frac{E[W]}{4} \left( E[W] - 1 \right), & \bar{\delta} > \frac{E[W]}{2}. 
\end{cases} \]  
(3.28)

For the Impatient variant, we get:

\[ Y_{i}^{FR} = \tau + 1 + \sum_{k=1}^{\tau+1} P(k), \]  
(3.29)

and

\[ E[Y_{FR}] = \begin{cases} 
\tau + 1 + (\tau + 1) \left( \frac{E[W] + \tau - 2\bar{\delta}}{2} \right), & \bar{\delta} \leq \frac{E[W]}{2}, \\
\tau + 1 + \frac{E[W]}{4} \left( E[W] - 1 \right) + (\tau + 1 - \bar{\delta}) \left( \frac{E[W] + \tau - \bar{\delta}}{2} \right), & \bar{\delta} > \frac{E[W]}{2}. 
\end{cases} \]  
(3.30)

Further modeling is generally the same as in [67] and is described in detail in [P3] [P4].

Finally, the steady-state throughput of a long-lived TCP NewReno bulk data transfer can be expressed as follows. In case of the Slow-but-Steady (SBS) variant, we have:

\[ B_{SBS} = \begin{cases} 
\frac{1/p + E[W_{SBS}^{SBS}] - 1}{RTT \left( \bar{\delta} + b \left( \frac{E[W_{SBS}^{SBS}]}{2} + 1 \right) + 1 \right)}, & E[W_{SBS}] < W_{\text{max}}, \\
\frac{1/p + W_{\text{max}} - 1}{RTT \left( \bar{\delta} + \frac{bW_{\text{max}}}{2} + E[V_{SBS}^{SBS}] + 1 \right)}, & E[W_{SBS}] \geq W_{\text{max}}, 
\end{cases} \]  
(3.31)

where \( p \) is the loss event rate; \( E[W_{SBS}] \) is the expected window size at the end of a cycle; \( E[V] \) is the expected number of rounds when the transmission window size is limited by the TCP receiver, so it remains constant and equal to the maximum size of the rwnd (denoted as \( W_{\text{max}} \)).

\[ E[W_{SBS}^{SBS}] = \begin{cases} 
\left( \frac{3b + 2\bar{\delta}}{3b} \right) + \sqrt{\frac{8}{3bp}} + \frac{4(\bar{\delta}^2 + \bar{\delta} - 2)}{3b} + \left( \frac{3b + 2\bar{\delta}}{3b} \right)^2, & \bar{\delta} \leq \frac{E[W_{SBS}^{SBS}]}{2}, \\
\left( \frac{3b - 1}{3b + 1} \right) + \sqrt{\frac{8(1 - p)}{p(3b + 1)}} + \left( \frac{3b - 1}{3b + 1} \right)^2, & \bar{\delta} > \frac{E[W_{SBS}^{SBS}]}{2}, 
\end{cases} \]  
(3.32)

and
\[
E\left[V^{SBS}\right] = \begin{cases} 
\frac{1 - p}{pW_{\text{max}}} + \frac{\delta^2 - \bar{\delta}W_{\text{max}}}{2W_{\text{max}}} + \frac{b}{4} - \frac{3bW_{\text{max}}}{8}, & \bar{\delta} \leq \frac{W_{\text{max}}}{2}, \\
\frac{1 - p}{pW_{\text{max}}} + \frac{2b - W_{\text{max}}}{8} + \frac{1}{4} - \frac{3bW_{\text{max}}}{8}, & \bar{\delta} > \frac{W_{\text{max}}}{2}.
\end{cases}
\] (3.33)

In case of the Impatient (IMP) variant, we have:

\[
B^{\text{IMP}} = \begin{cases} 
B^{\text{SBS}}, & 
\frac{1}{p} + E\left[W^{\text{IMP}}\right] - 1 \geq \tau + 1, \\
\frac{\bar{\delta} - \tau + 1}{\bar{\delta} - \tau + 1}, & 
\bar{\delta} \geq \tau + 1, E\left[W^{\text{IMP}}\right] < W_{\text{max}}, \\
\frac{1}{p} + \frac{W_{\text{max}} - 1}{\text{RTT}} \geq \tau + 1, E\left[W^{\text{IMP}}\right] \geq W_{\text{max}}, \\
\bar{\delta} \geq \tau + 1, E\left[W^{\text{IMP}}\right] \geq W_{\text{max}},
\end{cases}
\] (3.34)

where

\[
E\left[W^{\text{IMP}}\right] = \begin{cases} 
\left(3b + 2\tau + 4\right) + \frac{8}{3b} + \left(3b + 2\tau + 4\right)^2 + \frac{4\left(3\bar{\delta} + 2\bar{\delta}\tau - \tau^2 - 3\tau - 2\right)}{3b}, & \bar{\delta} \leq \frac{E\left[W^{\text{IMP}}\right]}{2}, \\
\left(3b + 2\tau + 3 - 2\bar{\delta}\right) + \frac{8}{p(3b + 1)} + \left(3b + 2\tau + 3 - 2\bar{\delta}\right)^2 + \frac{4\left(3\bar{\delta} + 2\bar{\delta}\tau - \tau^2 - 3\tau - 2\right)}{3b + 1}, & \bar{\delta} > \frac{E\left[W^{\text{IMP}}\right]}{2},
\end{cases}
\] (3.35)

and

\[
E\left[V^{\text{IMP}}\right] = \begin{cases} 
\frac{1 - p}{2pW_{\text{max}}} + \frac{\tau^2p + 2\bar{\delta}\tau p + 4\bar{\delta}p}{2} - \frac{\tau}{2} - 1 - \frac{3bW_{\text{max}}}{8} + \frac{b}{4}, & \bar{\delta} \leq \frac{W_{\text{max}}}{2}, \\
\frac{1 - p}{2pW_{\text{max}}} + \frac{3\bar{\delta}p + 3\bar{\delta}p - \tau^2 p}{2} - \tau + \frac{3}{4} - \frac{3bW_{\text{max}}}{8} + \frac{b}{4} - \frac{W_{\text{max}}}{8} + \frac{\bar{\delta}}{2}, & \bar{\delta} > \frac{W_{\text{max}}}{2}.
\end{cases}
\] (3.36)

To the best of our knowledge, the only analytical study that explicitly addresses a comparison of the TCP NewReno variants was recently presented by Parvez et al. in [86]. The authors studied the TCP NewReno variants both analytically and using simulations and argued that the Slow-but-Steady variant is superior to the Impatient one in all but the most extreme network conditions and recommended it as the preferred variant of TCP NewReno, contrary to [49]. Unfortunately, whereas decision-making in protocol design requires very careful consideration and detailed analysis, there are several inaccuracies in the model developed in [86], which lead to wrong results and conclusions. These inaccuracies are as follows.
• Firstly, the authors assumed that within the fast recovery phase the Slow-but-Steady variant transmits segments at a constant rate of $W/4$ segments per round (see Fig. 3.18). However, the assumption about the constant sending rate contradicts the actual TCP behavior as described in (3.26) (see [87] for details).

• Secondly, the authors did not count new segment transmissions during the fast recovery phase of the Impatient variant (see Fig. 3.19). As it will be shown later, when the number of lost segments is large enough and $\overline{RTO} \gg \overline{RTT}$, such simplification results in underestimation of the performance of the Impatient variant.

• Thirdly, the authors supposed that upon occurrence of a loss event, the TCP sender enters the fast recovery phase and reduces the cwnd from $W$ to $W/2$. Moreover, it sets the ssthresh to $2W$. Assuming that the number of lost segments is greater than that can be recovered before a timeout event ($\delta \geq \tau + 1$), the TCP retransmission timer eventually expires, so the TCP sender enters the slow start phase and sets the ssthresh to half of the current cwnd size (i.e., $ssthresh = W/4$). However, the assumption about the latter halving is incorrect because TCP computes the ssthresh only once upon entering the fast recovery phase. In fact, the value of the ssthresh is given by (3.19) (see [49] for details).

![Fig. 3.18 Cycles of the Slow-but-Steady variant (as assumed in [86])](image1)

![Fig. 3.19 Cycles of the Impatient variant (as assumed in [86])](image2)
In order to compare the accuracy of the proposed model and the model developed in [86], we use the values listed in Table 3.6. Note that $\tau = 10$ can be considered as the case where $\text{RTO} = 1$ s (as specified in [45]) and $\text{RTT} = 100$ ms. As it follows from the results depicted in Fig. 3.20, the proposed model captures fast retransmit/fast recovery dynamics without any error, while the model presented in [86] significantly underestimates TCP NewReno performance during this phase, especially in case of multiple packet drops.

**Table 3.6** Input parameters for comparing the accuracy of the models from [86] [P3] [P4]

<table>
<thead>
<tr>
<th>Input parameter</th>
<th>Slow-but-Steady</th>
<th>Impatient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Window size at the end of a cycle ($W$)</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>Average loss burst length ($\delta$)</td>
<td>1, …, 10; step 1</td>
<td>16</td>
</tr>
<tr>
<td>RTO granularity ($\tau$)</td>
<td>16</td>
<td>2, …, 10; step 1</td>
</tr>
</tbody>
</table>

![Graph 1](image1.png)  
(a) The Slow-but-Steady variant  

![Graph 2](image2.png)  
(b) The Impatient variant  

**Fig. 3.20** Total number of segments sent during the fast retransmit/fast recovery phase  

### 3.3.2 Numerical Analysis and Conclusions

Armed with the expressions of the steady-state throughput of the Impatient and Slow-but-Steady variants, we can perform an analytical comparison of these variants over different values of $\delta$,  
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Note that the latter parameter not only captures the impact of the receive buffer size on TCP NewReno performance, but also allows us to place an upper bound on the maximum value of \( \delta \): since the number of full-sized segments transmitted in any RTT must be no more than \( W_{\text{max}} \) and we assume that all loss indications are exclusively due to “triple-duplicate” ACKs, then \( \delta \leq W_{\text{max}} - 3 \) and \( W_{\text{max}} \geq 4 \). Moreover, the fact that \( E[W] \geq 4 \) allows us to obtain an upper bound of the loss event rate \( p \). As it follows from (3.32) and (3.35), \( p \leq 0.015 \) (above this value it may not be possible to generate the required number of duplicate ACKs to trigger the fast retransmit algorithm when a loss occurs). Values of the default input parameters used in the numerical analysis are listed in Table 3.7. Here we assume that \( \text{rwnd} = 65,535 \) bytes (used by default in Microsoft Windows XP, the most popular OS [62]) and \( \text{MSS}=1460 \) bytes. In practice, instead of using a hard-coded rwnd size, TCP adjusts it to even increments of the MSS announced during the connection establishment phase [89]. Then we get that \( W_{\text{max}} = 44 \) full-sized segments and the maximum value of \( \overline{\delta} \) is 41 segments. Fig. 3.21 shows the steady-state throughputs of the Slow-but-Steady and Impatient variants as a function of \( \overline{\delta} \) and \( p \).

Table 3.7 Default parameters for estimating TCP NewReno throughput

<table>
<thead>
<tr>
<th>Input parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum segment size (MSS)</td>
<td>1460 bytes</td>
</tr>
<tr>
<td>Maximum size of the rwnd ( W_{\text{max}} )</td>
<td>44 full-sized segments</td>
</tr>
<tr>
<td>Average loss burst length (( \overline{\delta} ))</td>
<td>1, ..., 41; step 1</td>
</tr>
<tr>
<td>Loss event rate (( p ))</td>
<td>0.0001, ..., 0.0150; step 0.0001</td>
</tr>
<tr>
<td>Number of segments acknowledged by one ACK (( b ))</td>
<td>2</td>
</tr>
<tr>
<td>RTO granularity (( \tau ))</td>
<td>4</td>
</tr>
</tbody>
</table>

As it follows from Fig. 3.21, the TCP NewReno throughput exhibits quite complex behavior. First of all, we note that there is a set of input parameter values for which the TCP NewReno throughput is undefined and set to zero. This is either due to our assumption that all
losses are detected via the receipt of three duplicate ACKs (this imposes an effective constraint on the parameter space), or due to the fact that such parameter combination is invalid (e.g., a large number of packets dropped from a single window of data implies a large size of the cwnd, which is impossible at high packet loss rates). Observing Fig. 3.21, we also notice that when the loss event rate is very small ($p \to 0$) and losses are predominantly single packet losses ($\delta \to 1$), the TCP NewReno steady-state throughput tends to $\frac{W_{\max}}{RTT}$. Note that for convenience of representation all subsequent plots showing the difference between the TCP NewReno variants are rotated by 180 degrees from the position in Fig. 3.21.

![Graph showing TCP NewReno steady-state throughput](image)

**Fig. 3.21** TCP NewReno steady-state throughput (in segm./RTT)

![Graph showing effect of delayed ACK algorithm](image)

**Fig. 3.22** Effect of the delayed ACK algorithm on the difference (in segm./RTT) between the steady-state throughputs of the Impatient and Slow-but-Steady variants
Now let us consider how the delayed ACK algorithm impacts the steady-state throughputs of the TCP NewReno variants. Fig. 3.22 shows the difference between the Impatient and Slow-but-Steady variants when the delayed ACK algorithm is enabled (Fig. 3.22a) or disabled (Fig. 3.22b). In the first place, it should be emphasized that when the average loss burst length is less than five packets, the steady-state throughputs of both variants are identical. This is because the TCP sender can recover all lost segments before TCP retransmission timer expiration ($\tau = 4$), which was reset after the first partial ACK. But when the average number of lost segments per congestion event is greater than five (i.e., $\tau + 1$), the difference between the variants takes place. As it was noted in [49], neither of the two variants is optimal. When the number of lost segments is small, the performance would have been better without invocation of the slow start algorithm. However, when the number of lost segments is sufficiently large, the Impatient variant provides a faster recovery and better performance, while the gain increases with the average loss burst length.

Secondly, the results show that when the TCP receiver does not use the delayed ACK algorithm and acknowledges every successfully received segment ($b = 1$), the Impatient variant provides better performance over a wider range of network conditions. This is due to the fact that the TCP receiver generates more ACKs, so the cwnd size grows faster, and more packets are injected into the network. As a result, TCP encounters segment loss more frequently, while the Impatient variant outperforms the Slow-but-Steady one when many segments are lost at once.

To quantify the impact of using the TCP window scale option on the steady-state throughputs of the Impatient and Slow-but-Steady variants, we consider two cases taken from Fig. 2.2h and Fig. 2.2g: $rwnd = 5840 \times 16 = 93,440$ bytes and $rwnd = 5840 \times 32 = 186,880$ bytes (the window scale factor is equal to 4 and 5, respectively). As it follows from Fig. 3.23, under given conditions the maximum gain of the Slow-but-Steady variant is almost constant and varies from 2.8 to 3.6 segm./RTT, while the maximum gain of the Impatient variant increases with the maximum size of the rwnd (up to 16.6 segm./RTT for $rwnd = 93,440$ bytes and 34.7 segm./RTT for $rwnd = 186,880$ bytes), since a larger rwnd means more segments in transit, which can be potentially dropped in case of congestion along the end-to-end network path. However, the Impatient variant outperforms the Slow-but-Steady one only when the average loss burst length is more then 10 segments. As was pointed out in [82], while the right tail of the loss burst length distribution can be fairly long (up to 100 packets and more), most losses are single packet losses. Then we can expect that in the majority of cases the Impatient variant will behave like the Slow-but-Steady one (since all lost segments can be recovered within several rounds before TCP retransmission timer expiration).
Finally, let us consider the impact of the TCP timer granularity on the steady-state throughputs of the Impatient and Slow-but-Steady variants. Commonly, TCP implementations use a coarse-grained retransmission timer, having granularity of 500 ms. Moreover, the current standard [45] specifies the lower bound of the timeout value as 1 second. However, some TCP implementations use a fine-grained retransmission timer and do not follow the requirements of
by allowing, for example, the minimum limit of 200 ms [90]. Thus, for the same network conditions the value of $\tau$ can vary greatly from one TCP implementation to another. Fig. 3.24 illustrates the difference between the steady-state throughputs of the Impatient and Slow-but-Steady variants for fine-grained (Fig. 3.24a) and coarse-grained (Fig. 3.24b) timers.

Fig. 3.24 shows that using a fine-grained retransmission timer, the Impatient variant provides a higher steady-state throughput in case of large transmission windows and multiple losses, while the gain of the Impatient variant with a coarse-grained retransmission timer in that case will be substantially smaller due to a very lengthy fast recovery phase. Taking into account the prevalence of single packet losses, we believe that in most cases the Impatient variant with a coarse-grained retransmission timer will behave in exactly the same way as the Slow-but-Steady one.

The results of the study allow us to draw the following conclusions.

- The Impatient variant provides approximately the same steady-state throughput as the Slow-but-Steady one in a wide range of network conditions and significantly outperforms the latter one in case of large windows and bursty losses.

- We can expect that under normal operating conditions there will be no difference between the Impatient and Slow-but-Steady variants, since in most cases all lost segments can be recovered in the Slow-but-Steady mode. Nevertheless, our recommendation is for the Impatient variant as a backup mechanism for extreme scenarios with multiple packet drops.
4. TCP PERFORMANCE IN WIRED-CUM-WIRELESS NETWORKS

This chapter introduces a performance evaluation model for a TCP connection running over a wired-cum-wireless network. The background and related work, as well as the obtained results, are also presented and discussed.

4.1 Background and Related Work

The basic cause of the degradation of TCP performance in wireless and wired-cum-wireless networks is that TCP does not distinguish between packet losses induced by network congestion and packet losses due to incorrect reception of channel symbols [16]. In fact, the latter case does not imply that the given path cannot support the current rate at which packets are injected into the network. Nevertheless, in both cases packet losses trigger the TCP congestion control algorithms and TCP reduces its sending rate in an attempt to alleviate the congestion.

Two basic trends exist to improve TCP performance over lossy wireless channels (e.g., see [15] [17] and references therein). The first approach is to make TCP aware of non-congestion losses in such a way that it would be able to differentiate between packet losses due to network congestion along the path of the TCP flow and packet losses due to data corruption. In other words, the goal is to decouple congestion control and error control in TCP, thus the TCP sender can then avoid invoking the congestion control procedures when non-congestion losses occur. The second approach is to hide non-congestion losses from TCP and recover them locally. Techniques that use this approach, such as Automatic Repeat reQuest (ARQ) and Forward Error Correction (FEC), attempt to decrease the packet loss rate seen by TCP, avoiding unnecessary execution of the TCP congestion control algorithms and subsequent reduction in the sending rate. As long as it allows TCP to operate efficiently (to some extent) over wireless channels without any modification of the TCP/IP protocol stack and without requiring proxies between source and destination, this second approach is now widely adopted.

In ARQ, the ARQ receiver uses an error-detecting code to check if a received frame is in error or not. If the received frame is error-free, the ARQ sender is notified by sending a positive acknowledgment. If an error is detected, the ARQ receiver drops the received frame and notifies the ARQ sender via the feedback channel by sending a negative acknowledgment (NAK) or by the lack of a positive acknowledgment. In response to the NAK or if the ARQ sender does not receive the positive acknowledgment before the timeout, the ARQ sender retransmits the
corresponding frame. There are three types of ARQ in use [91]: Stop-and-Wait (SW), Go-Back-
N (GBN), and Selective Repeat (SR). SW is the simplest ARQ scheme and ensures that each
transmitted frame is correctly received before sending the next one, whereas GBN and SR ARQ
allow transmitting a number of frames continuously without waiting for an immediate
acknowledgement. In GBN ARQ, when a certain frame is received in error, the ARQ sender
retransmits all frames, starting from the incorrectly received one. According to SR ARQ, only
incorrectly received frames should be retransmitted.

When the wireless channel conditions are relatively “bad” (e.g., due to fading, shadowing,
mobility of mobile terminals, surrounding obstacles), ARQ introduces significant delays in data
delivery due to multiple retransmissions. The maximum number of transmission attempts is an
important configurable parameter of an ARQ scheme that affects performance of data
transmission over wireless channels [91]. Setting this parameter to infinity assures completely
reliable operation at the expense of increased delay and jitter. That is, frames are always
delivered irrespective of the number of retransmissions it takes. It is important to note that
talking about “completely reliable operation” here, we neglect the possibility that one of the
devices fails or connectivity is entirely lost for some reason. In practice, the number of
transmission attempts is usually limited allowing some frames to be lost. In this case, the service
provided by the data link layer is considered to be semi-reliable: lost frames result in loss of the
corresponding IP packets and, therefore, TCP segments encapsulated into these packets.

In contrast to ARQ, FEC uses certain codes that are designed to be self-correcting for errors
introduced in transmission. That is, FEC adds redundant information to the transmitted data to
recover them in case they are received in error. As a result, the destination host can detect and
correct errors (but only within certain limits) without requiring a retransmission. In practical
applications, two basic types of FEC codes are usually employed [92, p.6]: block codes and
convolutional codes. As the name implies, block codes are used for coding blocks of data with a
predetermined size, while convolutional codes operate continuously on streams of data. Popular
and widely used block codes are Reed-Solomon (RS) and Bose-Chaudhuri-Hocquenghem
(BCH) codes, named after their inventors.

Unfortunately, both ARQ and FEC have their own drawbacks. In particular, the drawback of
FEC is that it constantly consumes bandwidth to transmit the redundant information. On the
other hand, ARQ uses bandwidth mainly when frames are retransmitted but introduces variable
delay (jitter) due to these retransmissions. The shortcomings of these error control techniques
could be overcome if they are used in combination (also known as hybrid ARQ/FEC or hybrid
ARQ, HARQ, for short) [93, p.60].
The increasing popularity of wireless networks has attracted a lot of attention to performance modeling of TCP in wireless environments. According to the used approach, analytical models can be split into two types. In the first type of models (e.g., [66] [94] [95]), wireless channel behavior is directly modeled at the IP layer, then an appropriate TCP model is applied to obtain the performance of a TCP connection running over the wireless channel. For instance, this approach was adopted in [96] to demonstrate that TCP Tahoe performs better in the presence of correlated losses. However, using this approach, we abstract away from the details of ARQ and FEC operation that are implemented at the lower layers of the protocol stack. As a result, evaluating TCP performance under different settings of these error control techniques becomes time consuming as it requires extensive measurements in order to parameterize the model. Moreover, while the vast majority of TCP analytical models require the end-to-end packet delay and the packet loss rate to be given, a model capable to predict TCP performance from primary network characteristics (such as the raw data rate of the bottleneck link and the bottleneck link buffer size) would be more usable.

The other way to evaluate the performance of a TCP connection running over a wireless channel is to use the so-called cross-layer modeling. In this type of models, TCP performance is derived from physical channel characteristics and other low-level parameters. Recently, a big effort has been done to model TCP performance as a function of adaptive modulation, the amount of FEC, the ARQ persistency, etc. In [97], the authors studied the combined effect of FEC, SR ARQ, and power management on TCP throughput. It was shown that increasing the transmission power, the FEC redundancy, and the number of transmission attempts allowed for the ARQ scheme always improves TCP performance by reducing the number of non-congestion losses. The performance of TCP over a wireless channel with hybrid SR ARQ/FEC and shared by a number of long-lived TCP flows was considered in [98]. Using the Bernoulli loss model to model non-congestion losses induced by wireless channel impairments, the authors provided results for different physical characteristics of the wireless channel and for different traffic loads. It was shown that the throughput of the wireless channel is an increasing function of the persistency of ARQ. In [99], the authors analyzed TCP throughput over a wireless channel with a NAK-based SR ARQ scheme in the presence of correlated errors at the physical layer. They observed that the TCP throughput mainly depends on the throughput limit of the wireless data link layer, the residual packet loss rate after data link layer retransmissions, and the correlation degree of residual losses. An analytical model, capturing the joint effect of SR ARQ and FEC on TCP performance over a correlated Rayleigh wireless channel, was presented in [100]. One of the main advantages of this model is that it uses wireless channel related characteristics (the
signal to noise ratio and the Doppler shift) to parameterize the service process of the wireless channel, while the other models [97] [98] [99] require the frame error rate to be given.

The model presented here also adopts the cross-layer modeling approach. We derive the long-term steady-state throughput of a TCP SACK connection running over a wireless channel as a function of the bit error rate (BER), the normalized autocorrelation function (NACF) of bit error observations at lag 1, the strength of the FEC block code, the persistency of ARQ, the size of protocol data units (PDUs) at different layers, the raw data rate of the wireless channel, and the bottleneck link buffer size. The novelty of the proposed model is two-fold. Firstly, the model allows to evaluate the joint effect of the performance characteristics of the wireless channel and various implementation-specific parameters on TCP performance over both correlated and uncorrelated wireless channels. Secondly, the model explicitly takes into account a high correlation between the TCP window size and the RTT when a bottleneck link is dedicated to a single host [16], as well as packet losses due to both buffer overflow at the IP layer and an excessive number of transmission attempts at the data link layer in case of semi-reliable ARQ.

### 4.2 System Model and Assumptions

The system model is presented in Fig. 4.1. We consider a TCP connection between two hosts such that the last link on the end-to-end path from the TCP sender to the TCP receiver is a wireless channel with hybrid ARQ/FEC. Taking into account that backbone networks are highly overprovisioned [101], we assume that there is only one bottleneck in the system: the wireless channel. Since such scenario is common in today’s networks (e.g., Internet access over mobile networks), we do not refer to a particular wireless technology.

![System model](Fig. 4.1 System model)
The current status is that nearly all OSs support the SACK option (see Table 2.3 and [48]), so we assume that the TCP sender and the TCP receiver are both SACK-capable and use the SACK option under all permitted circumstances [42] [43] [44]. We consider a greedy application process which always has data to send, thus the TCP sender always sends full-sized segments (i.e., containing MSS bytes of application layer data) whenever the cwnd allows. It is assumed that the TCP receive buffer is sufficiently large, so the actual sending rate of the TCP connection is not limited by the rwnd size. These assumptions are justified for modern high-performance computers. As long as we are focusing on the performance of a single TCP connection running over a wireless channel, we do not consider here competing traffic effects and assume that application layer data are transmitted in one direction only: from the TCP sender to the TCP receiver (see Fig. 4.1).

Let the round-trip delay of the wired network be $\tau$ seconds, the raw data rate of the wireless channel be $\mu$ bits per second, and the buffer size of the intermediate system be $B$ full-sized packets. Data packets are buffered at the IP layer of the intermediate system and passed one after another to the data link layer. The queue management algorithm is assumed to be FIFO Drop-Tail, so any packet arriving when the buffer is full will be lost. However, we do not model packet losses in the direction from the TCP receiver to the TCP sender and assume that TCP ACKs are always delivered to the TCP sender. In other words, packet losses happen only in the direction from the TCP sender to the TCP receiver. We believe that the impact of this omission is quite small because the cumulative nature of TCP ACKs ensures that the most recent ACK can cover all previously received data.

Between the IP and data link layers IP packets are segmented to a number of frames. Then FEC block coding is applied and the frames start to be transmitted. A data block composed of both data and FEC redundancy bits is called a codeword. For simplicity, we assume that the terms “frame” and “codeword” refer to the same entity and each frame consists of exactly one codeword. Additionally, we assume that exactly one bit is transmitted using a single channel symbol and use the terms “channel symbol” and “bit” interchangeably. Since extensions of the model to multiple codewords within a frame and multiple bits carried by a single channel symbol are straightforward, these assumptions are not fundamental and can be relaxed when needed.

The size of IP packets and frames carrying data traffic is assumed to be constant and equal to MTU bits and $m$ bits, respectively. We denote the number of frames to which an IP packet is segmented as $v$. The process of encapsulation and segmentation of PDUs is shown in Fig. 4.2.

We assume that the ARQ receiver immediately sends back a feedback frame (carrying either a positive or a negative acknowledgement) for every incoming data frame it gets. This
The assumption allows to use a single model to capture different variants of ARQ, including the SW, GBN, and SR modes [102] [103]. Finally, we assume that the wireless channel in the reverse direction is completely reliable and that feedback frames are delivered instantaneously over the wireless channel. Indeed, feedback frames are usually small in size and well protected by a FEC code. Moreover, these assumptions were used in many studies and found to be appropriate for wireless links with a short propagation time [104] [105].

In [P5] [P6], we consider both types of ARQ operation: completely reliable and semi-reliable. When the ARQ scheme is completely reliable (i.e., perfectly-persistent), a frame is always delivered irrespective of the number of retransmissions it takes. However, if the number of data link retransmissions causes the RTT to exceed the current value of the TCP retransmission timeout (referred to as a delay spike in [16]), the TCP retransmission timer expires, leading to a spurious TCP timeout followed by unnecessary retransmission of the last window of data and invocation of the congestion control procedures. When the ARQ scheme is semi-reliable, the number of ARQ transmission attempts (including the original transmission and subsequent retransmissions) is limited to $r$. When a certain frame cannot be successfully delivered in $r$ attempts, the ARQ sender drops this frame and the corresponding IP packet. The channel is then made free for the next packet waiting at the IP layer. Thus, we distinguish between packet losses occurring due to an excessive number of transmission attempts at the data link layer and packet losses resulting from buffer overflows at the IP layer. We denote the former ones as “non-congestion losses” and the latter as “congestion losses”.

![Fig. 4.2 Encapsulation and segmentation](image)

Table 4.1 summarizes the main notations used throughout this chapter.
### Table 4.1 Main notations used in the chapter

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E[W_E]$</td>
<td>Bit error rate</td>
</tr>
<tr>
<td>$K_E(1)$</td>
<td>Normalized autocorrelation function of bit error observations at lag 1</td>
</tr>
<tr>
<td>$f(k)$</td>
<td>Probability function of the number of time slots the wireless channel is seized by transmitting an IP packet of MTU bits in size in case of completely reliable ARQ</td>
</tr>
<tr>
<td>$d(k)$</td>
<td>Probability function of the number of time slots the wireless channel is seized by transmitting an IP packet of MTU bits in size in case of semi-reliable ARQ</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Expected amount of time required to transmit an IP packet of MTU bits in size over the wireless channel in case of completely reliable ARQ (s)</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Expected amount of time the wireless channel is seized by transmitting an IP packet of MTU bits in size (regardless of its eventual fate) in case of semi-reliable ARQ (s)</td>
</tr>
<tr>
<td>MTU</td>
<td>IP maximum packet size (bits)</td>
</tr>
<tr>
<td>MSS</td>
<td>TCP maximum segment size (bits)</td>
</tr>
<tr>
<td>$m$</td>
<td>Frame size (bits)</td>
</tr>
<tr>
<td>$v$</td>
<td>Number of frames per IP packet of MTU bits in size</td>
</tr>
<tr>
<td>$l$</td>
<td>Number of errors per frame that can be corrected by the FEC scheme</td>
</tr>
<tr>
<td>$r$</td>
<td>Number of transmission attempts per frame in case of semi-reliable ARQ</td>
</tr>
<tr>
<td>$B$</td>
<td>Bottleneck link buffer size in IP packets of MTU bits in size</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Data rate of the wireless channel (bits/s)</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Round-trip delay of the wired network (s)</td>
</tr>
<tr>
<td>$C$</td>
<td>Average end-to-end path capacity in IP packets of MTU bits in size</td>
</tr>
<tr>
<td>$p_c$</td>
<td>Packet loss rate due to buffer overflow at the IP layer</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$p_L$</td>
<td>Packet loss rate due to an excessive number of transmission attempts made at the data link layer in case of semi-reliable ARQ</td>
</tr>
<tr>
<td>$b$</td>
<td>Number of segments acknowledged by one ACK</td>
</tr>
<tr>
<td>$\overline{RTT}$</td>
<td>Mean value of the total round-trip time (s)</td>
</tr>
<tr>
<td>$\overline{RTO}$</td>
<td>Expected duration of a TCP retransmission timeout (s)</td>
</tr>
<tr>
<td>$\overline{RTO}_{\text{min}}$</td>
<td>Minimum value of a TCP retransmission timeout (s)</td>
</tr>
<tr>
<td>$x$</td>
<td>By how much does $\overline{RTO}$ exceed $\overline{RTT}$</td>
</tr>
</tbody>
</table>

### 4.3 Cross-layer Model

Fig. 4.3 outlines the general structure of the model including the input/output parameters. The model is derived in two steps. At the first step, we consider the service process of the wireless channel and derive expressions for the following two parameters: the probability function of the number of time slots the wireless channel is seized by transmitting an IP packet and the packet loss probability due to an excessive number of transmission attempts made for one of its frames. Obviously, when the ARQ scheme is completely reliable, the first parameter corresponds to the probability function of the number of time slots required to transmit an IP packet over the wireless channel, while the second parameter is equal to zero. This is because the perfectly-persistent ARQ scheme will retransmit a corrupted frame an infinite number of times until the frame is successfully transmitted. When the ARQ scheme is semi-reliable, this probability function captures the duration of the packet transmission regardless of its eventual fate (i.e., whether a packet is successfully transmitted or dropped due to an excessive number of transmission attempts made for one of its frames). These parameters are used at the next step of the modeling, where we consider the performance of a TCP SACK connection running over the wireless channel. The wireless channel models for completely reliable and semi-reliable ARQ are presented in [P5] [P6], correspondingly.

Note that the cross-layer model has a modular structure, which provides the following advantages. Firstly, following the TCP/IP layering model makes the proposed model tractable. Secondly, modular design allows to extend the model by adding implementation- and protocol-specific details. Moreover, since the modules are independent of each other, they can be easily replaced or enhanced whenever is needed.
In this section, we consider the evolution of a TCP SACK connection over a wireless channel with completely reliable ARQ/FEC and derive expressions for its long-term steady-state throughput and the spurious timeout probability. The developed model is based on the renewal-reward approach introduced in [65] [67].

To begin with, let us examine steady-state TCP SACK behavior in the absence of delay spikes caused by wireless channel impairments. Consider the system model depicted in Fig. 4.1. In long-distance and high-speed wired networks, the bit length of links is usually sufficiently large to allow multiple IP packets be on flight simultaneously. Here the bit length of a link stands for the number of bits present on the link at an instant of time when a stream of bits fully occupies this link [106, p.211]. The bit length of a link can be found as a product of the data rate of the link (in bits per second) and its propagation delay (in seconds). In terrestrial wireless networks, such as mobile networks, the bit length of wireless links is smaller than the length of a typical data packet. To illustrate this point, let us consider a 10 Mbit/s wireless channel where the distance between the transmitter and the receiver is 3 km. In free space, the propagation speed of radio waves is almost the same as that of light (approximately 300,000 km/s), so they would arrive at the receiver in about 0.01 ms. Then the bit length of the link is equal to 100 bits, which is much smaller than the length of a typical full-sized 1500-byte data packet (12,000 bits). At the same time, a 100 Mbit/s wired link, connecting the sender and the receiver located 200 km apart, has the bit length of 100,000 bits (note that wired media slow down signal propagation to about 200,000 km/s). Thus, in contrast to the wired network (see Fig. 4.1), where IP packets are usually sent back-to-back, the wireless channel cannot hold multiple packets at once. Moreover, assuming that the ARQ receiver immediately acknowledges the reception of every incoming data frame (either using a positive acknowledgement or a NAK), we get that all frames to which a
previous packet was segmented should be successfully transmitted before starting a new transmission. Hence, at most one IP packet can be in transit on the wireless channel at a time.

Let the mean time required to transmit an IP packet over the wireless channel be \( \varepsilon \) seconds. Since the system bottleneck is solely determined by the wireless channel and at most one packet can be carried on the wireless channel at a time, the average network throughput is equal to \( \text{MTU}/\varepsilon \) bits per second, assuming there is always at least one packet waiting for transmission on the wireless channel (e.g., see Fig. 4.10b). Therefore, to fully utilize the wireless channel, the following requirements should be met. In the first place, we need to ensure that the bottleneck link buffer does not become empty to force the wireless channel to go idle. In addition, the TCP sender should not pause too long to make the buffer go empty. These conditions hold when the buffer size is at least as large as the end-to-end path capacity, while all packet losses can be detected within one RTT by the reception of three duplicate ACKs [18]. As it will be shown later, it does not practically limit the generality of our model and really holds in practice.

Let the average end-to-end path capacity (the wired network plus the wireless channel) be \( C \) full-sized IP packets (i.e., of MTU bits in size). To fully utilize the wireless channel, the buffer at the intermediate system should be sized as \( B \geq C \), while ensuring that \( B + C \geq 3 \). This is caused by the fact that at least three duplicate ACKs are required to trigger the fast retransmit algorithm (if not enough duplicate ACKs arrive from the TCP receiver, the fast retransmit algorithm is never triggered and a timeout will be required to resend the lost segment) [29] [44]. Consequently, in case of \( B \geq C \) and \( B + C \geq 3 \), the capacity of the wired network can be found as the bandwidth-delay product (expressed in packets of MTU size), while the capacity of the wireless channel is equal to just one packet:

\[
C = \frac{1}{\text{MTU}} \left( \frac{\text{MTU}}{\varepsilon} \tau + \text{MTU} \right) = \frac{\tau}{\varepsilon} + 1, \tag{4.1}
\]

where \( \varepsilon \) is the mean time required to transmit an IP packet over the wireless channel.

To evaluate the order of magnitude of \( C \), consider the difference in latency between wired and wireless networks (that is, between \( \tau \) and \( \varepsilon \)). The one-way latency of a link can be defined as a sum of the propagation delay and the transmission delay. The propagation delay is the time required for a signal to propagate through the link. The signal propagates at the propagation speed, which depends on the physical medium of the link and is in the range of about 200,000 to 300,000 km/s. The propagation delay through the link can be calculated by dividing its length by the propagation speed. The transmission delay is the amount of time it takes to transmit a unit of data, such as a packet, at the data rate of the link. In turn, the transmission delay is equal to the packet size divided by the data rate of the link.
In high-speed wired networks, the transmission delay is generally negligible, whereas the propagation delay varies with distance. For instance, the transmission delay for a 1500-byte packet at 100 Mbit/s is about 0.12 ms. For fiber optics, the speed of signal propagation is about 2/3 of the speed of light in vacuum, which implies about 0.5 ms of the propagation delay for every 100 km. Typical wired wide area network (WAN) paths have the propagation delay on the order of tens of milliseconds (e.g., a USA coast-to-coast path has the propagation delay of approximately 25 ms). It should be emphasized that in practice the value of \( \tau \) is larger than just the two-way propagation delay due to the queuing delay component caused by cross-traffic in the wired network. According to recent measurements [107] [108], RTTs of the vast majority of TCP connections are below 500 ms. Also note that \( \tau \) will reach its maximum value (up to several hundreds of milliseconds) in case of one or more satellite hops along the path. However, here we do not consider the presence of both satellite links and a terrestrial wireless link on the same path of a given TCP connection and assume that the value of \( \tau \) is mainly determined by the distance between the sender and the intermediate system (see Fig. 4.1).

The distance in wireless access networks is short enough compared to that in wired WANs because the distance does not exceed the cell size. Moreover, radio waves propagate at approximately the speed of light in vacuum. On the other hand, terrestrial wireless networks support much lower data rates than do today’s wired networks. In addition, these data rates are inversely proportional to distance: as the data rate increases, the distance, at which this rate can be sustained, decreases. Besides, the implemented FEC and ARQ schemes can significantly increase the transmission delay, since adding FEC bits implies more bits to transmit, while retransmissions of erroneous frames delay delivery of correctly received frames. Consequently, a terrestrial wireless link introduces a larger transmission delay than most wired networks, but its propagation delay is negligibly small (in the range of a few microseconds). For example, assuming that the FEC code has the code rate of 1/2 and neglecting other types of overhead, the transmission delay for a 1500-byte packet at 10 Mbit/s is 2.4 ms. Suppose the distance between the base station and the mobile terminal is 3 km. Then the propagation delay is 0.01 ms. As a result of our calculations, we conclude that the values of \( \tau \) and \( \varepsilon \) in (4.1) are commensurable quantities and, hence, the average end-to-end path capacity \( C \) is in the range of several to tens of full-sized packets. In practice, buffers are significantly overprovisioned in order to prevent packet losses due to buffer overflow [101]. Thus, our assumption that \( B \geq C \) is quite reasonable.

The maximum number of IP packets that can be accommodated in the network is approximately equal to \( C + B \), assuming that there are \( C \) packets in flight and the buffer at the intermediate system is fully occupied. Since \( C \geq 2 \) and \( B \geq C \), it implies that \( C + B \geq 4 \). In this
case, the TCP connection experiences periodic packet losses: each time the cwnd exceeds the maximum number of packets that can be accommodated in the network, the last packet in the transmitted window is dropped due to buffer overflow at the intermediate system. According to the TCP sliding window algorithm, after the lost segment, \( C + B - 1 \) new segments are sent, triggering duplicate ACKs. As long as \( C + B \geq 4 \) and at least three duplicate ACKs are required in order to trigger a fast retransmission without the need to wait for a timeout event, the TCP sender receives enough duplicate ACKs to detect the segment loss. Since any lost segment can be recovered within a single RTT by using the SACK-based loss recovery algorithm [44], we neglect the details of the loss recovery phase as having only a minor effect on the long-term steady-state performance. Thus, a congestion avoidance phase starts after a segment loss is detected via three duplicate ACKs. Then the current value of the cwnd is set to approximately \((C + B)/2\) and the congestion avoidance phase begins. The TCP receiver sends one ACK for every \( b \) segment it gets, so the cwnd increases linearly with a slope of \( 1/b \) segments per RTT until \( cwnd = C + B \) (see Fig. 4.4). The factor \( b \) depends on the acknowledgement policy: as specified in [28], TCP should use the delayed ACK algorithm, sending one ACK for every other received segment \((b = 2)\), unless the delayed ACK timer expires; however, it is also allowed to send one ACK for every received segment \((b = 1)\). The next additive increase of the cwnd leads to a new buffer overflow and the current congestion avoidance phase ends. Hence, considering the evolution of the cwnd between \((C + B)/2\) and \( C + B \) (see Fig. 4.4), we get:

\[
E[A_{CA0}] = b \left( \frac{C + B}{2} \right), \quad E[Y_{CA0}] = \frac{3b}{2} \left( \frac{C + B}{2} \right)^2, \quad p_c = \frac{1}{E[Y_{CA0}]},
\]

(4.2)

where \( E[A_{CA0}] \) is the expected duration of a congestion avoidance phase \( CA0 \) in rounds; \( E[Y_{CA0}] \) is the expected number of packets sent during this phase; \( p_c \) is the packet loss rate due to buffer overflow at the IP layer.

![Fig. 4.4 TCP SACK window evolution in the absence of delay spikes](image-url)
In the considered scenario (Fig. 4.1), the RTT is given by three components: the round-trip delay $\tau$ of the wired network, the queuing delay at the intermediate system, and the round-trip delay of the wireless channel. As long as the wireless channel is the only bottleneck on the path of the TCP connection (i.e., the wired network has sufficient bandwidth and low enough total load, so it never encounters any queues), the value of $\tau$ is assumed to be static over time and mainly determined by the geographical spread of the wired network. Thus, to compute the mean value of the RTT, we must determine the mean queuing delay at the intermediate system and the mean round-trip delay of the wireless channel.

We begin by deriving an expression for the mean queue size $E[R]$. Note that the buffer occupancy tends to be periodic over time, following the saw-tooth TCP SACK window evolution. Fig. 4.5 shows the window size and buffer occupancy dynamics obtained using ns-2.

One may note that the queue size depends on the current value of the cwnd and the ratio between the buffer size $B$ and the average end-to-end path capacity $C$ (Fig. 4.5). Taking into account that in the absence of delay spikes the minimum value of the cwnd is $(C + B)/2$ and the maximum is $C + B$ (see Fig. 4.4 and Fig. 4.6), we get the mean queue size during a congestion avoidance phase CA0 as

$$E[R_{\text{CA0}}] = \frac{b}{2} \left( \frac{C + B}{2} \right)^2 + b \left( \frac{C + B}{2} \right) \left( B - \frac{C + B}{2} \right) = \frac{3B - C}{4}. \quad (4.3)$$
The mean queuing delay can be obtained by multiplying the mean queue size $E[R]$ by the mean time $\epsilon$ required to transmit an IP packet over the wireless channel. In the absence of delay spikes, $E[R] = E[R_C^{\epsilon_0}]$.

\[
\begin{align*}
\text{a)} \quad B &> C \\
\text{b)} \quad B &= C
\end{align*}
\]

**Fig. 4.6** Queue size as a function of the ratio between the buffer size and the average end-to-end path capacity

The mean round-trip delay of the wireless channel can be found as a sum of the mean time required to transmit an IP packet over the wireless channel and the amount of time needed to get an ACK segment back (the last term depends on whether the delayed ACK algorithm is enabled or disabled). Recall that we neglect the transmission delay in the reverse direction. This is justified, since the size of IP packets carrying TCP ACKs is much smaller than the size of IP packets carrying TCP data segments (typically, a 40-byte ACK packet versus a 1500-byte data packet). Moreover, we do not take into account the propagation delays in both directions, because, as it was mentioned earlier, these delays are negligibly small compared to the time required to transmit a data packet over the wireless channel.

The delayed ACK algorithm determines how the TCP receiver sends ACKs: whether an ACK is sent for every received segment, or whether an ACK is delayed until either the next segment arrives or the delayed ACK timeout expires (i.e., after $T_{\text{delACK}}$ seconds). The round-trip delay of the wireless channel as a function of the delayed ACK algorithm and the inter-packet arrival time is shown in Fig. 4.7, where $T_1$ and $T_2$ are the time intervals required to successfully transmit all frames to which packets 1 and 2 were segmented, respectively. Then the mean round-trip delay of the wireless channel can be obtained as

\[
L = \begin{cases} 
  b\epsilon, & \epsilon \leq T_{\text{delACK}} \text{ or } b = 1, \\
  \epsilon + T_{\text{delACK}}, & \epsilon > T_{\text{delACK}},
\end{cases}
\]

(4.4)
where $b=1$, if the TCP receiver immediately acknowledges every segment it gets; or $b=2$, if an ACK is sent for every other segment unless the delayed ACK timer expires.

![Diagram of round-trip delay of the wireless channel](image)

**Fig. 4.7** Round-trip delay of the wireless channel

Finally, the mean value of the RTT is given by

$$\overline{\text{RTT}} = \tau + E[R]e + L,$$

(4.5)

where $E[R]$ is the mean queue size.

Now let us consider the effect of delay spikes on the long-term steady-state throughput of a TCP SACK connection. Delay spikes can be caused by a number of factors, including handovers, high priority traffic, etc. In the considered scenario, the completely reliable ARQ scheme can cause a sudden delay due to transmission errors on the wireless channel and a large number of subsequent retransmissions of the incorrectly received frames, resulting in a TCP spurious timeout. It is worthwhile to note that improving TCP performance in the presence of abrupt delay changes is an active research area. A number of algorithms have been proposed to avoid or detect spurious timeouts and to recover from them (e.g., [109] [110] [111] [112] [33]).

Consider the transmission of packets during the initial slow start phase when the delayed acknowledgement algorithm is disabled and the receiver acknowledges every segment it gets (Fig. 4.8). For simplicity of illustration, let us assume that the IW size is equal to two full-sized segments and the ssthresh is sufficiently high. Once the TCP connection has been established, the TCP sender begins sending data packets. When the TCP sender transmits the first packet, it starts the TCP retransmission timer so that it will expire after RTO seconds. After approximately $\tau/2$ seconds the first packet arrives at the intermediate system. Since the wireless channel is idle...
and the buffer is empty, the incoming packet will be serviced immediately: at the data link layer it will be segmented to a number of frames and these frames will be transmitted one after another over the wireless channel. Packet 2 arriving at the intermediate system will find the wireless channel busy and will be buffered for later transmission. Let $T_1$ be the time required to successfully transmit all frames to which packet 1 was segmented. The TCP receiver then replies with an ACK segment (ACK1). As soon as the wireless channel becomes idle, the packet service process starts all over again: packet 2 is passed to the data link layer for segmentation and subsequent transmission over the wireless channel. Since we assume that the wireless channel in the reverse direction is completely reliable and that the feedback is almost instantaneous, it will take only $\tau/2$ seconds to deliver ACK1 to the TCP sender. The next ACK (ACK2) will arrive after $T_2$ seconds, where $T_2$ is the time required to successfully transmit all frames to which packet 2 was segmented. ACK3 will arrive at the TCP sender after $T_3$ seconds and so on.

**Fig. 4.8** End-to-end transmission of packets, MSS = 1460 bytes, ssthresh = 65,535 bytes, $b = 1$
Note that these arrivals are separated by the time required to transmit a corresponding IP packet over the wireless channel. When the delayed ACK algorithm is enabled, the TCP receiver acknowledges every other incoming segment or delays an ACK for $T_{\text{delay ACK}}$ seconds (see Fig. 4.9). In this case, the mean inter-ACK gap is given by (4.4). In accordance to [45], when an ACK is received that acknowledges new data, the TCP retransmission timer should be restarted so that it will expire after RTO seconds (see step 5.3 in [45]). Thus, every time a new ACK arrives, the TCP retransmission timer will be restarted (denoted by grey diamonds in Fig. 4.8 and Fig. 4.9). Therefore, the only possibility for a TCP spurious timeout to occur is to transmit an IP packet over the wireless channel within RTO seconds or more.

IW = 2 segm.
ssthresh = 44 segm.

$cwnd_i = 2$

$cwnd_i = cwnd_{i-1} + \#\text{ACK} = 2 + 1 = 3$

$cwnd_i = cwnd_{i-1} + \#\text{ACK} = 3 + 1 = 4$

$cwnd_i = cwnd_{i-1} + \#\text{ACK} = 4 + 1 = 5$

$cwnd_i = cwnd_{i-1} + \#\text{ACK} = 5 + 1 = 6$

Fig. 4.9 End-to-end transmission of packets,
MSS = 1460 bytes, ssthresh = 65,535 bytes, $b = 2$
In order to illustrate and validate the above examples, we used Iperf [113], a standard tool for measuring network performance, to generate TCP flows between a server host in a high-speed wired domain (100 Mbit/s Ethernet) and a client host connected via a wireless last-hop link (EDGE). In our experiments, we used Wireshark to capture packet traces at both sender and receiver. Fig. 4.10 and Fig. 4.11 depict the obtained results for immediate and delayed ACKs, respectively. For the sake of simplicity, we do not show the delays caused by the three-way handshaking process.

**Fig. 4.10** Time-sequence graph of a TCP connection over EDGE, MSS = 1460 bytes, ssthresh = 65,535 bytes, \( b = 1 \)

**Fig. 4.11** Time-sequence graph of a TCP connection over EDGE, MSS = 1460 bytes, ssthresh = 65,535 bytes, \( b = 2 \)
Examining the time-sequence graphs, we can make the following observations. TCP, being a window-based protocol, sends packets into the network in bursts. This is especially noticeable in the slow start phase (see Fig. 4.10a and Fig. 4.11a). However, when the bottleneck link is saturated with incoming traffic and is fully utilized, data packets arriving at the receiver tend to be well distributed in time (see Fig. 4.10b and Fig. 4.11b). Note that the gaps between packet arrivals at the beginning of the initial slow start phase in Fig. 4.11b are due to the fact that the

\[
\begin{array}{c}
\text{Fig. 4.12 End-to-end transmission of packets,} \\
\text{MSS} = 1460 \text{ bytes, ssthresh} = 17,520 \text{ bytes, } b = 1
\end{array}
\]
TCP sending rate at that time is less than that required to keep the bottleneck link full (i.e., to “fill the pipe”). Thus, in case of a single greedy source under steady-state conditions, the interarrival time distribution at the receiver is completely determined by the service process of the wireless channel. Since packet arrivals are spread in time, the corresponding ACKs will be sparsely issued as well. In turn, this smoothes out the transmission of packets (see Fig. 4.12 and Fig. 4.13).

A common approach to estimate the long-term steady-state throughput of a single TCP source is to compute the ratio between the expected transmission window size and the mean RTT. This concept is used, for instance, in [65] [67] [94] [95] [P2] [P3] [P4]. However, armed with a wireless channel model (such as the one introduced in [P5]) and assuming that the wireless channel is saturated with incoming traffic, we can define the TCP steady-state throughput as the ratio between the MSS and the mean time required to transmit an IP packet over the wireless channel. At this point, we only need to know the mean RTT to calculate the expected duration of the RTO and, thereby, to estimate the spurious timeout probability.

![Time-sequence graph of a TCP connection over EDGE](image)

**Fig. 4. 13** Time-sequence graph of a TCP connection over EDGE,

\[ \text{MSS} = 1460 \text{ bytes}, \ ssthresh = 17,520 \text{ bytes}, \ b = 1 \]

To calculate the mean duration of a TCP retransmission timeout, we use the following approximation. Commonly, TCP implementations use a coarse-grained retransmission timer, having granularity of 500 ms. Moreover, the current standard [45] requires that whenever the RTO is computed, if it is less than 1 second then it should be rounded up to 1 second. At the same time, some implementations use a fine-grained retransmission timer and do not follow the
requirements of [45] by allowing, for example, the minimum limit of 200 ms [90]. Thus, we obtain the expected duration of the RTO as

$$\overline{\text{RTO}} = \max \left( x \overline{\text{RTT}}, \text{RTO}_{\text{min}} \right),$$

(4.6)

were $x, \ x > 1$, relates to the granularity of the TCP retransmission timer; $\text{RTO}_{\text{min}}$ is the minimum value of a TCP retransmission timeout; $\overline{\text{RTT}}$ is from (4.5).

Since $x > 1$, $E[R] \geq 1$, and $L \geq \varepsilon$, we get that the expected duration of the RTO is at least several times (denoted as $M$) larger than $\varepsilon$:

$$\overline{\text{RTO}} = \max \left( x (\tau + E[R] \varepsilon + L), \text{RTO}_{\text{min}} \right) = M \varepsilon, \quad M > 2.$$  

(4.7)

Then the spurious timeout probability $Q'$ can be obtained as the probability that the amount of time required to transmit an IP packet over the wireless channel and to get an ACK segment back will be at least $M$ times larger than $\varepsilon$:

$$Q' = \begin{cases} 
\sum_{k=\lceil \frac{E[R] \varepsilon}{m} \rceil}^{\infty} f(k), & b = 1, \\
\sum_{k=\lceil \frac{E[R] \varepsilon}{m} \rceil}^{\infty} f_2(k), & b = 2, \ v \leq T_{\text{delACK}}, \\
\sum_{k=\lceil \frac{E[R] \varepsilon}{m} \rceil}^{\infty} f \left( k + \left\lceil \frac{\mu}{m} T_{\text{delACK}} \right\rceil \right), & b = 2, \ v > T_{\text{delACK}},
\end{cases}$$

(4.8)

where $\lceil \cdot \rceil$ is the ceiling function; $\mu/m$ is the number of slots per second; $f(k), k = v, v+1, \ldots$, is the probability function of the number of time slots required to transmit an IP packet over the wireless channel (see [P5] for details); $f_2(k)$ is the convolution of two functions, $f_2(k) = f(k) * f(k)$.

Thus, each data packet may be excessively delayed with probability $Q'$ due to a large number of transmission attempts at the data link layer, causing a TCP spurious timeout. On the other hand, it may be delivered in time (i.e., before the TCP retransmission timer expires) with probability $1 - Q'$. Similarly to [94], we consider the evolution of a TCP SACK connection as a sequence of cycles, where a cycle is a period between two consecutive delay spikes (see Fig. 4.14). Then the expected number of packets sent during a cycle can be defined as

$$E[Y] = \sum_{k=1}^{\infty} (1 - Q')^{k-1} Q' k = \frac{1}{Q'}.$$  

(4.9)
The expected duration (in seconds) of a delay spike (DS) can be computed as

\[
E[Z_{DS}] = \begin{cases} 
\frac{m}{\mu} \sum_{k=\lceil \frac{m}{\mu} \rceil}^{\infty} f(k), & b = 1, \\
\frac{m}{\mu} \sum_{k=\lceil \frac{m}{\mu} \rceil}^{\infty} f_2(k), & b = 2, \quad \varepsilon \leq T_{delACK}, \\
\frac{m}{\mu} \sum_{k=\lceil \frac{m}{\mu} \rceil}^{\infty} f\left(k + \left\lceil \frac{\mu}{m} T_{delACK} \right\rceil \right), & b = 2, \quad \varepsilon > T_{delACK},
\end{cases}
\]  

(4.10)

where \(m/\mu\) is the duration of a time slot.

When the variability in the wireless channel quality introduces a sudden delay in the service process of an IP packet, all the subsequent transmissions up to the end of the delay spike will be delayed as well. After TCP retransmission timer expiration, the TCP sender retransmits the first unacknowledged segment, and in the absence of any feedback from the TCP receiver it will continue trying to deliver this segment as specified in [45]. When the delay spike ends, the ACK for the original transmission returns to the TCP sender. On receipt of this ACK after the wireless channel outage, the TCP sender mistakenly interprets it as acknowledging the recently retransmitted segment and enters the slow start phase with unnecessary retransmission of other outstanding segments in the Go-Back-N strategy. Since none of the outstanding segments was actually lost, all these segments get retransmitted unnecessarily. These unnecessarily retransmitted segments arrive as duplicate at the TCP receiver, which in turn triggers a series of duplicate ACKs. In the absence of the SACK option or timestamps, a duplicate ACK carries no information to identify the segment that triggered that ACK, so TCP is unable to distinguish between a duplicate ACK that results from a lost segment and a duplicate ACK that results from an unnecessary retransmission of a segment that had already been received at the destination.

**Fig. 4.14** TCP SACK window evolution in the presence of delay spikes
In early TCP implementations, spurious timeouts usually lead to unnecessary multiple fast retransmits and, hence, multiple reductions of the cwnd. As was demonstrated in [114], TCP SACK is robust against false fast retransmits, since the SACK option with the D-SACK extension allows the TCP sender to infer when it has unnecessarily retransmitted a segment. Therefore, we assume that the slow start phase continues until the cwnd reaches the ssthresh and then a new congestion avoidance phase begins (see Fig. 4.14).

Let $W_{i-1}$ denote the window size when delay spike $i-1$ occurs. After TCP retransmission timer expiration, the current values of the ssthresh and the cwnd will be set as $\text{ssthresh}_i = \max\left(W_{i-1}/2, 2\right)$ and $\text{cwnd} = 1$, respectively. Supposing that delay spikes are less frequent than packet losses due to buffer overflow ($p_c > Q'$), we can safely assume that the random variable $W_i$ is uniformly distributed from $(C + B)/2$ to $C + B$. Hence

$$E[W] = \frac{1}{2}\left(\frac{C + B}{2} + C + B\right) = \frac{3}{2}\left(\frac{C + B}{2}\right), \quad E[\text{ssthresh}] = \max\left(\frac{E[W]}{2}, 2\right). \quad (4.11)$$

The expected durations (in rounds) of phases CA1 and CA2 (see Fig. 4.14) can be found as

$$E\left[A^{\text{CA1}}\right] = b\left(\frac{C + B}{2} - \frac{E[W]}{2}\right) = \frac{b}{4}\left(C + B\right),$$
$$E\left[A^{\text{CA2}}\right] = b\left(\frac{E[W]}{2} - \frac{C + B}{2}\right) = \frac{b}{2}\left(C + B\right), \quad (4.12)$$

and the expected number of segments sent during these phases can be defined as

$$E\left[Y^{\text{CA1}}\right] = b\left(\frac{C + B}{2} - \frac{E[W]}{2}\right)\frac{E[W]}{2} + \frac{b}{2}\left(\frac{C + B}{2} - \frac{E[W]}{2}\right)^2 = \frac{7b}{32}\left(C + B\right)^2,$$
$$E\left[Y^{\text{CA2}}\right] = b\left(\frac{E[W]}{2} - \frac{C + B}{2}\right)\left(\frac{C + B}{2}\right) + \frac{b}{2}\left(\frac{E[W]}{2} - \frac{C + B}{2}\right)^2 = \frac{5b}{8}\left(C + B\right)^2. \quad (4.13)$$

The number of segments transmitted during a slow start phase can be closely approximated as a geometric series $Y_i^{\text{SS}} = 1 + \gamma + \gamma^2 + \ldots + \gamma^{N_i-1} = \left(\frac{\gamma}{\gamma - 1}\right)/(\gamma - 1)$, where $\gamma = 1 + 1/b$ [68]. Taking into account that in the slow start phase of the $i$-th cycle the cwnd grows exponentially from one segment to ssthresh$_i$, we get that $\gamma^{N_i-1} = \max\left(W_{i-1}/2, 2\right)$. Hence, the expected duration (in rounds) of the slow start phase and the expected number of segments sent during this phase can be expressed as

$$E\left[A^{\text{SS}}\right] = \max\left\{\log_\gamma \left(\frac{\gamma E[W]}{2}\right), 2\right\}, \quad E\left[Y^{\text{SS}}\right] = \max\left\{\frac{\gamma E[W] - 2}{2(\gamma - 1)}, 3\right\}. \quad (4.14)$$
Neglecting those segments that were unnecessarily retransmitted during the delay spike, the total number of segments sent during the $i$-th cycle is $Y_i = Y_{i,SS} + Y_{i,CA1} + n_i Y_{i,CA2} + Y_{i,CA4}$ (see Fig. 4.14). Then the expected number of buffer overflows within a cycle is given by

$$E[n] = \frac{E[Y] - E[Y_{SS}] - E[Y_{CA1}] - E[Y_{CA2}]}{E[Y_{CA4}]}.$$  (4.15)

Let us compare the durations of the slow start phase after a delay spike and the subsequent congestion avoidance phase. Fig. 4.15 shows the ratio between the expected durations (in rounds) of the congestion avoidance phase, which can be defined as $E[A_{CA1}^i] + E[n] E[A_{CA4}^i] + E[A_{CA2}^i]$ (see Fig. 4.14), and the slow start phase (4.14). It is easy to see that the slow start phase is much shorter than the subsequent congestion avoidance phase over a wide range of network conditions.

![Fig. 4.15 Ratio between the expected durations of the congestion avoidance phase and the slow start phase after a delay spike](image)

Then, neglecting the duration of the slow start phase after a delay spike, we can find the mean queue size during a cycle:

$$E[R] = \frac{E[R_{CA4}^i] E[n] E[A_{CA4}^i] + E[R_{CA4}^i] E[A_{CA1}^i] + E[R_{CA4}^i] E[A_{CA2}^i]}{E[n] E[A_{CA4}^i] + E[A_{CA1}^i] + E[A_{CA2}^i]}.$$  (4.16)

Similarly to (4.3), the expected queue size during phases CA1 and CA2 can be computed as
Taking into consideration that the expected number of packets sent during a cycle is given by (4.9) and the mean time required to transmit an IP packet over the wireless channel is equal to $\varepsilon$ seconds, we define the TCP SACK long-term steady-state throughput as

$$T = \frac{E[Y] \text{MSS}}{E[Y] \varepsilon + E[Z^{DS}]} = \frac{\text{MSS}}{\varepsilon + Q'E[Z^{DS}]}.$$ (4.18)

where \text{MSS} = \text{MTU} - 40 \text{ bytes}; $\varepsilon$ is from (4.20); $Q'$ is from (4.8); $E[Z^{DS}]$ is from (4.10).

Evidently, when $Q'$ is small, expression (4.18) can be simplified as follows:

$$T \approx \lim_{Q' \to 0} \left( \frac{\text{MSS}}{\varepsilon + Q'E[Z^{DS}]} \right) = \frac{\text{MSS}}{\varepsilon}. \quad (4.19)$$

### 4.5 TCP SACK Model: Semi-reliable ARQ

In this section, we consider the evolution of a TCP SACK connection over a wireless channel with semi-reliable ARQ/FEC and derive an expression for its long-term steady-state throughput. We suppose that each data packet may be dropped with probability $p_l$ due to an excessive number of transmission attempts made for one of its frames at the data link layer or, consequently, successfully delivered to the IP layer with probability $1 - p_l$. Let $p_c$ be the packet loss rate due to buffer overflow at the IP layer in the absence of non-congestion losses. We develop our model in two steps:

- when non-congestion losses are sufficiently rare and, on average, there is at least one buffer overflow between two consecutive non-congestion losses ($p_c > p_l$);
- when non-congestion losses are frequent enough to keep the cwnd below the maximum number of packets that can be accommodated in the network ($p_c \leq p_l$). In this case, non-congestion losses prevent the TCP sender from overloading the bottleneck buffer.

Note that we do not consider here TCP spurious timeouts caused by delay spikes due to wireless channel impairments. As it will be demonstrated later, TCP spurious timeouts do not occur when wireless channel conditions are covariance-stationary and their presence in some practical studies should be attributed to non-stationary behavior of wireless channel characteristics.
(caused by handovers, resource preemption due to higher priority traffic, etc.), which is, however, out of the scope of this thesis and remains for future studies. Moreover, according to the results obtained in [P5], the TCP spurious timeout probability is negligibly small even for very severe wireless channel conditions and a perfectly-persistent (i.e., completely reliable) ARQ scheme in use.

In order to distinguish between the models corresponding to completely reliable and semi-reliable ARQ, we denote the mean time within which the wireless channel is seized by transmitting an IP packet as $\varepsilon$ in case of the completely reliable ARQ scheme and as $\delta$ in case of the semi-reliable ARQ scheme. It should be emphasized that when the ARQ scheme is completely reliable, the time required to transmit an IP packet over the wireless channel is potentially unlimited, while the lower bound is equal to the amount of time needed to successfully transmit all $v$ frames to which the packet was segmented from the first try. When the ARQ scheme is semi-reliable, the time during which an IP packet is transmitted over the wireless channel is either the amount of time to successfully transmit the frames or the time till the packet is dropped due to an excessive number of transmission attempts made for one of its frames. Then the lower bound can be defined as $\min(r, v)$, while the maximum time is bounded by $rv$ (i.e., every frame out of the total $v$ requires exactly $r$ attempts to be successfully transmitted). Again, we note that we define $\delta$ as the amount of time the wireless channel is seized by transmitting an IP packet irrespective of whether this packet is successfully transmitted or not. Thus, we have:

$$\varepsilon = \frac{m}{\mu} \sum_{k=v}^{\infty} f(k)k, \quad k = v, v+1, \ldots,$$

$$\delta = \frac{m}{\mu} \sum_{k=\min(r,v)}^{rv} d(k)k, \quad k = \min(r, v), \min(r, v)+1, \ldots, rv,$$

where $f(k)$ and $d(k)$ are the probability functions of the number of time slots the wireless channel is seized by transmitting an IP packet in case of completely reliable and semi-reliable ARQ, respectively (see [P5] [P6] for details); $v$ is the number of frames to which an IP packet is segmented; $r$ is the number of ARQ transmission attempts (including the original transmission and subsequent retransmissions).

### 4.5.1 Step 1: Buffer Overflows Dominate the Data Transfer

As before, we assume that the buffer at the intermediate system is sized in such a way to provide full utilization of the wireless channel, which implies that $B \geq C$ and $B + C \geq 3$ (see section 4.4
for details). Then, the average network throughput is equal to \( \frac{\text{MTU}}{\delta} \) bits per second and the average end-to-end path capacity (expressed in packets of MTU size) is given by

\[
C = \frac{1}{\text{MTU}} \left( \frac{\text{MTU}}{\delta} \tau + \text{MTU} \right) = \frac{\tau}{\delta} + 1. \tag{4.21}
\]

Now let us consider the evolution of a TCP SACK connection as a sequence of cycles, where a cycle is a period between two consecutive non-congestion losses separated by at least one packet loss due to buffer overflow (Fig. 4.16). The expected duration of a congestion avoidance phase in rounds \( E\left[ A^{C_{A0}} \right] \), the expected number of packets sent during this phase \( E\left[ Y^{C_{A0}} \right] \), and the packet loss rate due to buffer overflow at the IP layer \( p_c \) can be found as (4.2). Note that more than one non-congestion loss can occur within a single window of data. Let \( W_{i-1} \) denote the window size at the end of cycle \( i-1 \). After the loss detection, the ssthresh will be set as \( \text{ssthresh}_i = \max\left(W_{i-1}/2, 2\right) \). For \( p_c > p_e \), we assume that the random variable \( W_i \) is uniformly distributed from \((C + B)/2\) to \( C + B \). Then the values of \( E[W] \) and \( E[\text{ssthresh}] \) can be obtained from (4.11).

Depending on \( W_{i-1} \) and the number of losses within a single window of data, the lost segment(s) may be detected either via three duplicate ACKs or via expiration of the TCP retransmission timer. As was demonstrated in [115], taking into account the probability of \( j \) losses out of a window of \( w \) packets, the timeout probability for TCP SACK is

\[
\hat{Q}(w) = \begin{cases} 
1, & w < 4, \\
\sum_{j=0}^{w-2} \binom{w}{j} p_e^j (1-p_e)^{w-j} + \sum_{j=1}^{w-2} \binom{w}{j} p_c^j (1-p_c)^{w-j} \left(1-(1-p_c)^j \right), & w \geq 4.
\end{cases} \tag{4.22}
\]

![Fig. 4.16 TCP SACK window evolution in the presence of congestion and non-congestion losses](image-url)
As in [67], we approximate:

\[ Q = \sum_{w=1}^{\infty} \hat{Q}(w) \Pr[W = w] \approx \hat{Q}\left(E[W]\right), \]  

where \( Q \) is the probability that a non-congestion loss (or losses) will be detected via expiration of the TCP retransmission timer.

The expected durations of phases CA1 and CA2 (see Fig. 4.16) and the expected number of segments sent during these phases can be calculated as (4.12) and (4.13), respectively.

When the TCP retransmission timer expires (i.e., after RTO seconds), the cwnd is reduced to one segment and the first unacknowledged segment is retransmitted. The TCP sender also doubles the timeout value so that it will expire after 2RTO seconds. This doubling is repeated for each unsuccessful retransmission until the maximum value of 64RTO is reached. After that, the timeout value remains constant and equal to 64RTO seconds [45]. According to [67], the expected duration of a sequence of timeouts (TO) can be defined as follows:

\[ E[Z^{TO}] = \text{RTO} \left(1 + p_L + 2p_L^2 + 4p_L^3 + 8p_L^4 + 16p_L^5 + 32p_L^6\right), \]  

where \( \text{RTO} = f\left(\text{RTT}\right) \).

Considering that each data packet may be dropped with probability \( p_L \) due to an excessive number of transmission attempts made for one of its frames at the data link layer or successfully delivered to the IP layer with probability \( 1 - p_L \), the expected number of packets sent during a cycle can be defined as

\[ E[Y] = \sum_{k=1}^{\infty} (1 - p_L)^{k-1} p_L k = \frac{1}{p_L}. \]  

Then we define the TCP SACK long-term steady-state throughput as

\[ T = \begin{cases} 
\text{MSS}/\delta, & p_L = 0, \\
\text{MSS}(1/p_L), & p_L > 0,
\end{cases} \]  

where \( \text{MSS} = \text{MTU} - 40 \text{ bytes}; \ \delta \) is from (4.20); \( Q \) is from (4.23); \( E[Z^{TO}] \) is from (4.24).

As it follows from Fig. 4.16, the total number of segments sent during the \( i \)-th cycle can be approximated as \( Y_i = Y_i^{SS} + Y_i^{CA1} + n_i Y_i^{CA0} + Y_i^{CA2} \), where the presence of the slow start phase depends on the detection of non-congestion loss(es) (i.e., either via three duplicate ACKs or via expiration of the TCP retransmission timer). Therefore, the derivation of the mean value of the
RTT is similar to that presented in section 4.4, except the fact that the expected number of buffer overflows within a cycle is given by

\[
E[n] = \frac{E[Y] - QE[Y_{SS}] - E[Y_{CA1}] - E[Y_{CA2}]}{E[Y_{CA0}]}.
\] (4.27)

### 4.5.2 Step 2: Non-congestion Losses Dominate the Data Transfer

Consider now the case when non-congestion losses are frequent enough \((p_c \leq p_L)\) to restrict the evolution of the cwnd below the sum of the end-to-end path capacity \(C\) and the buffer size \(B\) (see Fig. 4.17).

![Fig. 4.17 TCP SACK window evolution in the presence of non-congestion losses only](image)

For small values of \(p_L\), the derivation of \(E[W]\) and \(E[A_{CA}^i]\) is similar to [65]:

\[
E[W] = \sqrt{\frac{8}{3bp_L}}, \quad E[A_{CA}^i] = b \frac{E[W]}{2}.
\] (4.28)

Neglecting the slow start phase after a timeout, we get the expected queue size during the subsequent congestion avoidance phase(s) as

\[
E[R] = \begin{cases} 
\frac{3E[W]}{4} - C, & E[W] \geq 2C, \\
\frac{(E[W]-C)^2}{E[W]}, & E[W] \in (C, 2C), \\
0, & E[W] \leq C.
\end{cases}
\] (4.29)

Once the mean value of the RTT is obtained, we can calculate the mean duration of the first timeout as (4.6) and substitute it into (4.24).
Note that expressions (4.28) only hold when $E[W] \geq 4$ and, hence, $p_L \leq 1/6 b$. In this case, the TCP sender gets enough duplicate ACKs to trigger the SACK-based loss recovery algorithm. However, when $p_L > 1/6 b$, not enough duplicate ACKs arrive from the TCP receiver and a timeout event is required to detect a lost segment (or segments). Thus, on average, every non-congestion loss will be followed by a timeout. Then $Q=1$ and $E[R] \to 0$. When $p_L = 1$, we approximate the window size at loss events as $E[W] = 1$.

### 4.6 Numerical Analysis

In this section, we estimate various metrics characterizing TCP performance over wireless channels with completely reliable and semi-reliable ARQ/FEC. To demonstrate the effect of different FEC codes, we use the following BCH codes: (255,131,18), (511,250,31), (255,87,26), and (511,157,51), where a triplet $(m,n,l)$ denotes that in a codeword of size $m$ bits and containing $n$ data bits up to $l$ errors can be corrected. The code rate is equal to $n/m$, so the code rate of the first two FEC codes is approximately $1/2$ and the code rate of the last two FEC codes is roughly $1/3$. Note that the number of frames per packet can be defined as

$$v = \left\lceil \frac{\text{MTU}}{n} \right\rceil,$$  \hspace{1cm} (4.30)

where $\lceil \cdot \rceil$ is the ceiling function.

Table 4.2 summarizes the values of $v$ for the given FEC codes and MTU = 1500 bytes.

<table>
<thead>
<tr>
<th></th>
<th>(255,131,18)</th>
<th>(511,250,31)</th>
<th>(255,87,26)</th>
<th>(511,157,51)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frames per packet ($v$)</td>
<td>92</td>
<td>48</td>
<td>138</td>
<td>77</td>
</tr>
</tbody>
</table>

The BER of the wireless channel is set to vary between 0.01 and 0.10. Note that the latter value corresponds to a very noisy wireless channel. The lag-1 NACF varies from 0.00 (the bit error process has no autocorrelation at lag 1) to 0.95 (a high degree of autocorrelation at lag 1). Values of the default system parameters used in the numerical analysis are listed in Table 4.3.
### Table 4.3 Default system parameters

<table>
<thead>
<tr>
<th>Input parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BER ($E[W_e]$)</td>
<td>0.01, …, 0.11; step 0.001</td>
</tr>
<tr>
<td>lag-1 NACF ($K_e(1)$)</td>
<td>0.00, …, 0.95; step 0.05</td>
</tr>
<tr>
<td>FEC code</td>
<td>(255,131,18), (511,250,31), (255,87,26), (511,157,51)</td>
</tr>
<tr>
<td>MTU</td>
<td>1500 bytes</td>
</tr>
<tr>
<td>MSS</td>
<td>1460 bytes</td>
</tr>
<tr>
<td>Bottleneck link buffer size ($B$)</td>
<td>20 packets of MTU size</td>
</tr>
<tr>
<td>Data rate of the wireless channel ($\mu$)</td>
<td>2 Mbit/s</td>
</tr>
<tr>
<td>Round-trip delay of the wired network ($\tau$)</td>
<td>10 ms</td>
</tr>
<tr>
<td>Number of segments acknowledged by one ACK ($b$)</td>
<td>1</td>
</tr>
<tr>
<td>By how much does $RTO$ exceed $RTT$ ($x$)</td>
<td>2</td>
</tr>
<tr>
<td>Minimum value of the RTO ($RTO_{\min}$)</td>
<td>1 s</td>
</tr>
<tr>
<td>Number of transmission attempts per frame ($r$)</td>
<td>3, 6, 9, 30</td>
</tr>
</tbody>
</table>

* This parameter applies to semi-reliable ARQ only

### 4.6.1 Completely Reliable ARQ

#### 4.6.1.1 Service process of the wireless channel

First of all, let us consider the mean number of transmission attempts per frame (including failed and successful transmissions) as a function of the BER, the lag-1 NACF, and different FEC codes (Fig. 4.18). When the BER is sufficiently small, the FEC code can correct all errors in a frame without requiring a retransmission. As a result, all the frames in an IP packet will be successfully transmitted in their first attempts, which implies one transmission attempt per frame. However, when the BER increases and not all transmission errors can be corrected, the
erroneous frame is discarded and a retransmission is requested by the ARQ receiver. Obviously, when the channel quality is relatively “bad”, more powerful FEC codes provide better performance, requiring less transmission attempts (see Fig. 4.18b and Fig. 4.18d).

Observing Fig. 4.18, we conclude that FEC codes with different codeword lengths but the same code rate perform similarly. The difference between the performance corresponding to the codeword length of 255 and 511 bits is due to slight deviations in the code rate and the error correcting capability of these FEC codes.

Fig. 4. 18 Mean number of transmission attempts per frame, including failed and successful transmissions
The mean time required to transmit an IP packet over the wireless channel as a function of the BER, the lag-1 NACF, and different FEC codes is shown in Fig. 4.19. We note that the increase in the strength of the FEC code results in higher delays when the BER is small. Of course, FEC codes with greater redundancy result in more frames and, thus, more bits to transmit. On the other hand, when the BER increases, more powerful FEC codes perform better. We also note that the increase in the BER results in higher delay values, since those frames that are dropped due to a large number of incorrectly received channel symbols require retransmission and, consequently, increase the total time needed to successfully transmit all frames to which the packet was segmented.

\[ \varepsilon_{\text{min}} = 0.012, \quad \varepsilon_{\text{max}} = 0.510 \]

\[ \varepsilon_{\text{min}} = 0.018, \quad \varepsilon_{\text{max}} = 0.045 \]

\[ \varepsilon_{\text{min}} = 0.012, \quad \varepsilon_{\text{max}} = 11.334 \]

\[ \varepsilon_{\text{min}} = 0.020, \quad \varepsilon_{\text{max}} = 0.077 \]

**Fig. 4.19** Mean time (in seconds) required to transmit an IP packet over the wireless channel
The effect of autocorrelation is more complex. When the BER is small, the lag-1 autocorrelation of the bit error process almost does not affect the performance of the wireless channel. But when the BER increases, the lag-1 autocorrelation of bit errors results in a smaller delay. This behavior can be explained as follows. The lag-1 autocorrelation of the bit error process manifests itself in clumping of errors (Fig. 4.20). Thus, higher values of the lag-1 NACF result in a less deterministic process with a high variance around the mean number of errors per frame (see Fig. 4.21b). On the other hand, lower values of the lag-1 NACF lead to a more uniform distribution of errors over transmitted data, thus decreasing the spread in the number of errors per frame (see Fig. 4.21a).

![Graph of autocorrelation effect on bit error process](image1)

![Graph of number of errors per frame](image2)

**Fig. 4.20** Effect of autocorrelation on the bit error process

**Fig. 4.21** Number of errors per frame versus the strength of the FEC codes under high BER
As an example, let us consider the (255,131,18) FEC code. For large values of the BER and small values of the lag-1 NACF, bit errors, even being well distributed, result in more incorrectly received channel symbols per frame than the FEC code can correct, so almost all frames are received incorrectly (Fig. 4.21a). As a result, this increases the amount of time required to transmit an IP packet over the wireless channel. However, when the lag-1 autocorrelation of bit errors is sufficiently high, bit errors tend to occur in groups. Given the same BER, this unequal distribution leads to more frames received correctly (Fig. 4.21b). This effect remains the same for all FEC codes.

At the same time, the lag-1 autocorrelation of the bit error process may affect performance of the wireless channel even when the BER is small (this is more visible in Fig. 4.24a when \( K_E(1) = 0.95 \) and \( E[W_E] = 0.01 \)). More specifically, it leads to slightly worse performance for FEC codes with a small error correcting capability. Indeed, large values of the lag-1 NACF lead to more lengthy bursts of errors within a frame that the FEC code cannot correct (see Fig. 4.22b). This, in turn, increases the number of transmission attempts required to successfully transmit an IP packet over the wireless channel.

\[
\begin{align*}
\text{a)} \quad K_E(1) &= 0.00, \quad E[W_E] = 0.01 \\
\text{b)} \quad K_E(1) &= 0.95, \quad E[W_E] = 0.01 
\end{align*}
\]

**Fig. 4.22** Number of errors per frame versus the strength of the FEC codes under low BER

### 4.6.1.2 TCP spurious timeout probability

Now let us estimate the spurious timeout probability for a TCP SACK connection over a wireless channel behaving in a covariance-stationary manner. As it was demonstrated in section 4.4, a TCP spurious timeout occurs when the variability in the wireless channel quality introduces a sudden delay in the service process of an IP packet which is equal to or larger than RTO seconds.
The expected duration of the RTO can be defined as (4.7). Our numerical analysis shows that the spurious timeout probability is negligibly small for $M > 2$. For instance, Fig. 4.23a illustrates the probability functions (in log scale) of the time required to transmit an IP packet over the wireless channel using the $(255,131,18)$ FEC code for $K_e(1) = 0.00$ and different values of $E[W_e]$. It is easy to observe that the worst possible scenario for TCP is when the BER is high. Fig. 4.23b shows the probability function for $E[W_e] = 0.07$, as well as the mean of the distribution ($\varepsilon$) and the quantity required to estimate the probability of a spurious retransmission timeout for $M = 2$. According to the first case in (4.8), the probability mass beyond $2\varepsilon$ provides an estimate for the TCP spurious timeout probability. Note that already for $M = 2$ and $E[W_e] = 0.07$ the probability of a spurious retransmission timeout is less than $10^{-24}$.

Considering the other two cases in (4.8), we get that the probability of a spurious timeout is only insignificantly larger. The obtained results allow us to conclude that completely reliable ARQ does not lead to TCP spurious timeouts when wireless channel conditions are covariance-stationary. This conclusion well agrees with the findings in [97] [98] [100].

![Probability function (in log scale) of the time required to transmit an IP packet over the wireless channel, $K_e(1) = 0.00$.](image)

**Fig. 4.23** Probability function (in log scale) of the time required to transmit an IP packet over the wireless channel, $K_e(1) = 0.00$

### 4.6.1.3 TCP SACK steady-state throughput

The TCP SACK long-term steady-state throughput as a function of the BER, the lag-1 NACF, and different FEC codes is shown in Fig. 4.24. As one may note, it is inverse proportional to the mean time required to transmit an IP packet over the wireless channel (Fig. 4.19). It is easy to see that depending on the BER and the lag-1 autocorrelation of bit errors, different FEC codes
provide better performance in terms of TCP throughput. As it was noted in [97] [98] [100], there is a clear trade-off between the bandwidth consumed by FEC and the gain archived in TCP performance. Therefore, an adaptive FEC scheme, allowing to adjust code parameters on the fly as a function of the wireless channel quality, is the best choice for both TCP performance and efficient resource utilization.

Fig. 4.24 TCP SACK steady-state throughput (in Mbit/s), MTU = 1500 bytes

Fig. 4.25 and Fig. 4.26 demonstrate the impact of the MTU size on the mean time required to transmit an IP packet over the wireless channel and the TCP steady-state throughput, respectively. For the sake of briefness, we present the results for the (255,131,18) and (255,87,26) FEC codes only. The results for the (511,250,31) and (511,157,51) FEC codes are
qualitatively similar. Comparing Fig. 4.19 and Fig. 4.25, it is easy to see that the change in the MTU size simply affects the magnitude of the mean time required to transmit an IP packet over the wireless channel, since the decrease in the IP packet size results in less bytes to transmit. On the other hand, the change in the MTU size almost does not affect the TCP throughput because a smaller MTU size implies a smaller MSS value. The small reduction in the TCP throughput is due to the increased protocol header overhead: from $40/1500 \approx 0.027$ to $40/576 \approx 0.069$.

Fig. 4. 25 Mean time (in seconds) required to transmit an IP packet over the wireless channel, MTU = 576 bytes

Fig. 4. 26 TCP SACK steady-state throughput (in Mbit/s), MTU = 576 bytes
4.6.2 Semi-reliable ARQ

4.6.2.1 Service process of the wireless channel

Now let us consider how the BER and the lag-1 autocorrelation of bit errors affect packet transmission over wireless channels with semi-reliable ARQ. As it was demonstrated in section 4.6.1, FEC codes with different codeword lengths but the same code rate perform similarly, so for the sake of briefness, we present the results only for one pair of the FEC codes: (255,131,18) and (255,87,26). The results for the other pair of FEC codes are qualitatively similar.

Fig. 4. 27 Mean time (in seconds) during which an IP packet is transmitted over the wireless channel, (255,131,18)
The mean packet transmission delay (including failed and successful transmissions) for the (255,131,18) and (255,87,26) FEC codes is shown in Fig. 4.27 and Fig. 4.28, respectively. Note that this metric represents the average amount of time the wireless channel is seized by transmitting an IP packet regardless of whether it is successfully transmitted or not. The packet loss rate due to an excessive number of transmission attempts for the (255,131,18) and (255,87,26) FEC codes is shown in Fig. 4.29 and Fig. 4.30, correspondingly.

As expected, when the BER is small, the FEC code can correct almost all errors in a frame without requiring a retransmission. Therefore, nearly all frames to which an IP packet was
segmented will be successfully transmitted at the first try and the packet transmission delay will be approximately $v$ time slots (the duration of a time slot is assumed to be constant and equal to $m/\mu$ seconds). Next, when the BER increases and not all transmission errors in a received frame can be corrected, the erroneous frame is dropped and a new copy is retransmitted, increasing the total number of transmission attempts and, consequently, the packet transmission delay. However, once $r$ successive times any frame fails to be successfully transmitted, the whole IP packet is dropped irrespective of the number of frames that have already been correctly received.

![Diagram](image1)

**Fig. 4. 29** Packet loss rate due to an excessive number of transmission attempts, (255,131,18)

Therefore, a further increase in the BER results in a less number of transmission attempts per packet, since a frame being dropped due to an excessive number of transmission attempts implies
that the ARQ sender will drop all the subsequent frames belonging to that packet even not trying to transmit them. Obviously, when the wireless channel conditions are extremely “bad”, so the error correcting capability of the FEC code and the persistency of the ARQ scheme do not allow to recover all transmission errors, the packet transmission delay tends to $r$ time slots. In other words, the first frame of every transmitted packet fails to be successfully transmitted in $r$ attempts, which means that every packet will be lost due to an excessive number of transmission attempts and $p_L = 1$.

![Image of 3D graphs]

**Fig. 4.** 3 Packet loss rate due to an excessive number of transmission attempts, (255,87,26)

It is worthwhile to note that for a given range of BER values, the (255,87,26) FEC code combined with the high-persistence ARQ scheme ($r = 30$) provides completely reliable...
To demonstrate how the lag-1 autocorrelation of the bit error process affects the performance of the wireless channel, let us consider three different bit error processes, assuming that the first process has no autocorrelation at lag 1 \((K_E(1) = 0.00)\), the second exhibits a moderate degree of autocorrelation at lag 1 \((K_E(1) = 0.50)\), and the last one exhibits a very high degree of autocorrelation at lag 1 \((K_E(1) = 0.95)\). Observing Fig. 4.31, we note that the lag-1 NACF significantly affects the packet loss rate due to an excessive number of transmission attempts, while the magnitude of this effect greatly depends on the ARQ persistency.

First of all, when the BER is small, the lag-1 autocorrelation of the bit error process results in higher packet loss rates due to an excessive number of transmission attempts. This effect is most noticeable in case of a low-persistence ARQ scheme (e.g., \(r = 3\)). The observed behavior can be explained as follows. The lag-1 autocorrelation of the bit error process manifests itself in clumping of errors (see Fig. 4.20b). Therefore, higher values of the lag-1 NACF result in a less deterministic process with a high variance around the mean number of errors per frame (see Fig. 4.22b). On the other hand, lower values of the lag-1 NACF lead to a more uniform distribution of errors over transmitted data (see Fig. 4.20a), thus decreasing the spread in the number of errors per frame (see Fig. 4.22a). As a result, large values of the lag-1 NACF lead to more lengthy bursts of errors within a frame than the FEC code can correct. This, in turn, increases the number of transmission attempts required to successfully transmit an IP packet over the wireless channel and, hence, increases the probability that a packet will be dropped due to an excessive number of transmission attempts made for one of its frames.

At the same time, when the BER is high, the lag-1 autocorrelation of the bit error process results in a lower packet loss rate due to an excessive number of transmission attempts. This effect mainly occurs for high-persistence ARQ schemes (e.g., \(r = 6,9,30\)). As shown in Fig. 4.20a and Fig. 4.21a, when the BER is high and the lag-1 NACF is small, bit errors, even being well distributed over transmitted data, result in more incorrectly received channel symbols per frame than the FEC code can correct, so almost all frames are received incorrectly. Consequently, this increases the total number of transmission attempts required to successfully transmit an IP packet over the wireless channel and naturally increases the probability that a packet will be dropped due to an excessive number of transmission attempts made for one of its frames. When the lag-1 autocorrelation of bit errors is sufficiently high, bit errors tend to occur in groups. Given the same BER, it leads to more frames received correctly (see Fig. 4.21b).
However, to take advantage of the error grouping effect, the ARQ scheme should be highly-persistent in order to be able to cope with a large spread in the number of errors per frame.

![Graphs showing packet loss rate due to an excessive number of transmission attempts](image)

- a) $(255,131,18), \ K_E(1) = 0.00$
- b) $(255,87,26), \ K_E(1) = 0.00$
- c) $(255,131,18), \ K_E(1) = 0.50$
- d) $(255,87,26), \ K_E(1) = 0.50$
- e) $(255,131,18), \ K_E(1) = 0.95$
- f) $(255,87,26), \ K_E(1) = 0.95$

**Fig. 4.31** Packet loss rate due to an excessive number of transmission attempts
4.6.2.2 TCP SACK steady-state throughput

The TCP SACK long-term steady-state throughput as a function of the BER, the lag-1 NACF, and the persistency of the ARQ scheme for the (255,131,18) and (255,87,26) FEC codes is shown in Fig. 4.32 and Fig. 4.33, respectively. The major effect on the TCP steady-state throughput is produced by the BER. However, influence of the lag-1 autocorrelation of the bit error process is also noticeable. When only three transmission attempts are allowed for a single frame ($r = 3$), the TCP steady-state throughput drops significantly even for a moderate BER. As it follows from Fig. 4.32 and Fig 4.33, the steady-state throughput of a TCP SACK connection running over a noisy wireless channel is an increasing function of the persistency of the ARQ scheme.

![Fig. 4. 32](image)

**Fig. 4. 32** TCP SACK steady-state throughput (in Mbit/s), (255,131,18)
As expected, the (255,131,18) FEC code results in better performance for small values of the BER. However, when the BER increases, the (255,87,26) FEC code leads to a higher TCP throughput compared to the (255,131,18) FEC code at the expense of greater code redundancy.

![Graphs](image1.png)

**Fig. 4.33** TCP SACK steady-state throughput (in Mbit/s), (255,87,26)

Considering Fig. 4.32 and Fig. 4.33, we notice a sharp drop in the TCP SACK steady-state throughput which occurs when the BER is high and the ARQ scheme is low-persistent. This behavior can be explained as follows. Firstly, the observed decrease in the TCP throughput corresponds one-to-one to the growth in the packet loss rate due to an excessive number of transmission attempts (see Fig. 4.29 and Fig. 4.30). Indeed, when the packet loss rate is very high ($p_L \rightarrow 1$), so almost every transmitted packet will be lost due to an excessive number of
transmission attempts made for one of its frames, the TCP throughput tends to zero. Secondly, when non-congestion losses are sufficiently rare \((p_c > p_l)\), the window size at loss events belongs to the range from \((C + B)/2\) to \(C + B\) and, on average, the TCP sender gets enough duplicate ACKs to trigger the SACK-based loss recovery algorithm (see Fig. 4.34a). However, when non-congestion losses dominate congestion losses \((p_c \leq p_l)\), the window size at loss events is inversely proportional to \(p_l\) and the probability that a non-congestion loss will be detected via a timeout event rapidly increases (see Fig. 4.34b). In extreme case, every non-congestion loss will be followed by a timeout. Thus, high values of the packet loss rate due to an excessive number of transmission attempts together with lengthy TCP timeouts contribute a lot to the degradation of TCP performance over wireless channels with semi-reliable ARQ/FEC.

As it was mentioned in section 4.4, the buffer at the intermediate system should be sized at least as large as the end-to-end path capacity \((B \geq C)\), while ensuring that the window size at loss events due to buffer overflow is large enough to trigger a fast retransmission without the need to wait for a timeout event \((B + C \geq 3)\). At the same time, setting the size of the buffer to be much larger than the end-to-end path capacity results in very long queuing delays, since TCP does its best to fill the end-to-end path capacity and the bottleneck link buffer, thus increasing the queue size and, consequently, the queuing delay. In turn, it leads to large values of the RTT and the RTO. It should be also emphasized that such overprovisioning does not increase the TCP throughput, which is mainly determined by the packet service process of the wireless channel (see Fig. 4.13).
Fig. 4.35 and Fig. 4.36 demonstrate the impact of the MTU size on the TCP SACK steady-state throughput for the (255,131,18) and (255,87,26) FEC codes, respectively. Here the yellow (light) planes denote the case of MTU = 1500 bytes and the grey (dark) planes correspond to the case of MTU = 296 bytes. It is easy to see that when the BER is small, the decrease in the MTU size results in a smaller TCP throughput due to increased protocol header overhead: from $40/1500 \approx 0.027$ to $40/296 \approx 0.135$.

![3D plots](image_url)

(a) 1500 bytes vs. 296 bytes, $r = 3$
(b) 1500 bytes vs. 296 bytes, $r = 6$
(c) 1500 bytes vs. 296 bytes, $r = 9$
(d) 1500 bytes vs. 296 bytes, $r = 30$

**Fig. 4.35** TCP SACK steady-state throughput (in Mbit/s) for different MTU sizes, (255,131,18)

On the other hand, as it was shown in [P6], the packet loss rate due to an excessive number of transmission attempts ($p_L$) depends on the number of frames per packet ($v$). Thus, when the
wireless channel quality is relatively “bad”, by decreasing the packet size and, consequently, the number of frames to which an IP packet is segmented, we can slightly reduce non-congestion losses and improve TCP performance. Of course, this effect does not take place in case of a high-persistence ARQ scheme combined with a powerful FEC code (see Fig. 4.36c and Fig. 4.36d), since such a combination ensures that the service provided by the data link layer is highly reliable and the packet loss rate due to an excessive number of transmission attempts tends to zero.

**Fig. 4.36** TCP SACK steady-state throughput (in Mbit/s) for different MTU sizes, (255,87,26)
4.7 Conclusions

In this chapter, we presented an analytical cross-layer model for a TCP SACK connection running over a wireless channel either with completely reliable or semi-reliable ARQ/FEC. The proposed model allows to evaluate the combined effect of many implementation-specific parameters on TCP performance over both correlated and uncorrelated wireless channels, which makes it suitable for performance optimization studies. These parameters include the BER, the lag-1 NACF of bit error observations, the size of PDUs at different layers, the strength of the FEC code, the persistency of the ARQ scheme, the raw data rate of the wireless channel, and the bottleneck link buffer size. It should be emphasized that the developed model is a general framework rather than a model for a particular wireless technology. To use it for practical evaluation of different technologies, this framework should be extended by adding specific details of state-of-the-art wireless systems.

The results of the study allow us to make the following conclusions:

- Although the major effect on the performance of a wireless channel with ARQ/FEC is produced by the BER, the lag-1 autocorrelation of the bit error process can significantly alter the reliability of the channel. Specifically, a bit error process with a high degree of autocorrelation at lag 1 results in better performance of a high-persistence or perfectly-persistent ARQ scheme, while considerably degrading the wireless channel quality for ARQ schemes with low persistency.

- Since a large number of transmission attempts allowed for a frame greatly improves the reliability of a wireless channel by reducing the number of non-congestion losses, a high-persistence or perfectly-persistent ARQ scheme is the best choice for TCP data flows.

- The amount of FEC, required to maximize TCP performance, depends on both BER and lag-1 NACF of the bit error process. However, FEC codes with different codeword lengths but the same code rate provide almost similar performance.

- To ensure that the window size at loss events due to buffer overflow is large enough to trigger a fast retransmission, the buffer at the intermediate system should be sized at least as large as the end-to-end path capacity. However, setting the size of the buffer to be much larger than this value does not increase the TCP steady-state throughput, which is mainly determined by the packet service process of the wireless channel.

- When all packet losses (due to both buffer overflow at the IP layer and an excessive number of transmission attempts at the data link layer) can be recovered using the SACK-based loss recovery algorithm, the TCP throughput is mainly determined by the
time required to transmit an IP packet over the wireless channel. But once the window size at loss events becomes less than four segments, lengthy TCP timeouts contribute a lot to the degradation of TCP performance.

- Using small packet sizes reduces the TCP throughput by increasing the protocol header overheard but can slightly improve TCP performance when the wireless channel quality is relatively “bad” and the ARQ scheme is low-persistent. This is because a small packet size implies fewer frames per packet and, consequently, a smaller packet loss probability due to an excessive number of transmission attempts made for one of these frames.
5. SUMMARY OF PUBLICATIONS

This chapter summarizes the publications incorporated in this dissertation and describes the author’s contribution to them. In accordance with the structure of the thesis, all the publications can be divided into two groups. The first group contains publications concerning TCP performance evaluation and modeling over wired networks [P1] [P2] [P3] [P4]. The second group includes publications about TCP performance over wired-cum-wireless networks [P5] [P6].

5.1 Overview of the Publications


Description

According to recent measurements, the Internet traffic is dominated by short-lived flows, i.e., flows that are short enough to experience any losses and that spend the most part of their lifetime in the initial slow start phase. Therefore, it is important to estimate how the TCP initial slow start affects the performance of short data transfers. In this paper, the impact of the RTT and delayed ACK timeout ratio on the cwnd increase pattern is analyzed. Then, a comprehensive analytical model of the initial slow start phase is introduced.


This is an extended version of the following paper:


Description

This paper presents an analytical model of the steady-state throughput of a TCP Reno connection as a function of the loss event rate, the mean RTT, the expected duration of the RTO, and the rwnd size based on the model proposed by Padhye et al. (widely known as the PFTK-model in correspondence with the initials of the authors) [67]. The presented model refines the previous
work by careful examination of fast retransmit/fast recovery dynamics in the presence of correlated losses and taking into consideration the slow start phase after a timeout event.


Description

Recent studies [48] show that the most widely used TCP implementation in today’s Internet is TCP NewReno and its deployment has increased significantly in the last few years. However, the majority of the proposed analytical models were developed for the TCP Reno implementation. This paper presents an analytical model of the steady-state throughput of a TCP connection based on the Slow-but-Steady variant of TCP NewReno as a function of the loss event rate, the average loss burst length, the mean RTT, and the expected duration of the RTO.


Description

The current standard [49] defines two variants of TCP NewReno: Slow-but-Steady and Impatient. While the behavior of various TCP implementations has been extensively studied over the last years, little attention has been paid to performance analysis of these variants of TCP NewReno. In this paper, an analytical model of the Impatient variant is presented, which, being combined with the earlier proposed model of the Slow-but-Steady variant [P3], gives a comprehensive analytical model of TCP NewReno performance. This model provides the possibility to study the steady-state throughput of both variants over the entire range of operating conditions and protocol settings.


This is a revised and substantially extended version of the following paper:

Description

In this paper, an analytical cross-layer model for a TCP SACK connection running over a covariance-stationary wireless channel with completely reliable ARQ/FEC is introduced. The model allows to evaluate the joint effect of many parameters of wireless channels on TCP performance making it suitable for performance optimization studies. These parameters include the performance characteristics of the wireless channel, the size of PDUs at different layers, the strength of the FEC code, the use of ARQ, the raw data rate of the wireless channel, and the bottleneck link buffer size.


This is a revised and substantially extended version of the following paper:


Description

Most analytical models that studied the effect of ARQ and FEC on TCP performance assumed that the ARQ scheme is perfectly-persistent (i.e., completely reliable), thus a frame is always successfully transmitted irrespective of the number of transmission attempts it takes. This paper presents an analytical cross-layer model for data transmission over a wireless channel that explicitly takes into account the effect of a semi-reliable data link layer. Packet losses are allowed to occur either due to buffer overflow at the IP layer or due to an excessive number of transmission attempts at the data link layer. The performance metric of interest is the steady-state throughput of a TCP SACK connection running over a wireless channel with semi-reliable ARQ/FEC. The input parameters include the BER, the lag-1 NACF of bit error observations, the strength of the FEC code, the persistency of ARQ, the size of PDUs at different layers, the raw data rate of the wireless channel, and the bottleneck link buffer size.
5.2 Author’s Contribution to the Publications

The author’s contribution to all the publications included in this dissertation is significant. He has been the primary author in publications [P1] [P2] [P3] [P4] and has contributed a lot to the content of publications [P5] [P6]. The main contribution of the author to these publications is as follows.

In [P1], the author analyzed the impact of different RTT and delayed ACK timeout ratios on the cwnd increase pattern and proposed a comprehensive analytical model of the TCP initial slow start phase. The developed model takes into consideration both cases: when the RTT is smaller than or equal to the doubled value of the delayed ACK timeout and when the RTT is bigger than the last one.

In [P2], the author pointed out several mistakes in the PFTK-model and revised the model. The ns-2 simulation results show that the new model gives a more accurate estimate of TCP Reno throughput in the presence of correlated losses than the original one. Since new TCP models are often compared with the PFTK-model and use its resultant formula, such inaccuracy in throughput estimation can potentially lead to incorrect results or wrong conclusions.

In [P3], the author developed an analytical model of the steady-state throughput of a long-lived TCP connection based on the Slow-but-Steady variant of TCP NewReno.

In [P4], the author proposed an analytical model of the Impatient variant of TCP NewReno and performed an analytical comparison of the Impatient and Slow-but-Steady throughputs in the presence of correlated losses.

In [P5], the author analyzed the evolution of a long-lived TCP SACK connection running over a wireless channel with completely reliable ARQ/FEC and derived expressions for its steady-state throughput, the mean RTT, and the spurious timeout probability.

In [P6], the author derived an expression for the steady-state throughput of a long-lived TCP SACK connection running over a wireless channel with semi-reliable ARQ/FEC.

It should be emphasized that the wireless channel models used in [P5] [P6] have been developed by Dmitri Moltchanov.
6. CONCLUSIONS

From the early days of BSD Unix systems to desktop and server platforms of today, the Internet Protocol Suite, and, hence, TCP is an integral part of any OS. Moreover, from the very beginning of the Internet, it has been widely used by the most popular applications and services: from the File Transfer Protocol (FTP) and Usenet before the dot com era, and up to the World Wide Web (WWW) and peer-to-peer (P2P) file sharing nowadays. As a consequence, TCP controls about 90% of all bytes and packets carried over the Internet and there are no indications that its share will significantly decline in the nearest future. Due to its widespread use, TCP performance has been extensively studied over the last decade. Analytical modeling has proven to be a powerful and cost-effective method for examining the behavior of TCP. To be useful, TCP analytical models should be realistic and capture the most important TCP algorithms such as slow start, congestion avoidance, fast retransmit and fast recovery, etc. In this dissertation, we made an effort towards a better understanding of various aspects of TCP performance under different conditions and in different environments. The contribution of the thesis includes the development of the following models:

- a model for the TCP initial slow start phase. In networks with large bandwidth and long delay, if the initial ssthresh is set too low relative to the bandwidth-delay product, a TCP connection exits slow start and switches to the congestion avoidance phase with a linear increase of the cwnd size prematurely, resulting in poor utilization of the available bandwidth. Recently, a number of methods have been suggested for improving TCP startup performance. In order to evaluate the efficiency of different proposals, an accurate analytical model of the initial slow start was developed, which can predict the duration of the initial slow start phase and the number of transmitted segments over a wide range of operating conditions.

- a model of TCP Reno throughput under correlated losses. This model is based on the model proposed by Padhye et al. (also known as the PFTK-model) and refines it by careful examination of fast retransmit/fast recovery dynamics in case of multiple packet losses within a window of data. We show that though the PFTK-model is very popular and widely referenced, it contains a number of logical contradictions, which can result in significant overestimation of the steady-state throughput of a long-lived TCP Reno connection when packet losses occur in bursts.

- a model of the steady-state throughput of a long-lived TCP NewReno connection. Although TCP performance has been widely investigated in the literature, the majority of the analytical models were developed for TCP Reno. In the absence of sufficient
analytical background, the current standard recommends the Impatient variant of TCP NewReno based only on ns-2 simulations. The proposed model allows to evaluate the performance of both TCP NewReno variants (Slow-but-Steady and Impatient) over a wide range of operating conditions and different protocol settings.

- a model of TCP SACK performance over wireless channels with completely reliable or semi-reliable ARQ/FEC. TCP was initially developed to operate over wired networks, where the packet loss rate due to data corruption is very small, and is known to have poor performance over noisy wireless channels, since packet losses due to transmission errors are misinterpreted as congestion-induced packet drops. To improve communication reliability and reduce packet losses by detecting and recovering corrupted bits, modern wireless technologies take advantage of different error control techniques including ARQ, FEC, and hybrid ARQ/FEC. Being combined with a wireless channel model, the developed model allows to quantify the joint effect of different parameters of the ARQ/FEC scheme in use on TCP performance over both correlated and uncorrelated wireless channels, which makes it suitable for performance optimization studies. Ultimately, the model can be used as the basis for a cross-layer performance control system.

Future work includes extending the presented cross-layer model to incorporate different ARQ and FEC schemes used in modern wireless communication systems. Moreover, it involves experimental work to validate the model by simulations and real-life measurements. We also plan to evaluate the performance of new TCP implementations, such as those developed specifically for high-speed and wireless networks. Another important direction that is currently under investigation is applying a fixed-point method to model the interaction between the network and a number of long-lived TCP flows sharing a wireless bottleneck link.
APPENDIX A

In [P1], to find the number of slow start rounds required to transfer a given number of segments, we used the approach proposed in [79]. In fact, it is a new method of finding solutions of higher degree and transcendental equations developed by M.A. Eremin. Unfortunately, this book is available in Russian only, and, therefore, is mostly unknown outside of the Russian Federation. Thus, in order to provide some insight into this method, we give a short introduction to it, followed by examples of its use from [79].

A.1 Solving Polynomials Equations of Higher Degree

Let us consider a higher degree equation in the canonical form:

\[ x^n + a_1x^{n-1} + a_2x^{n-2} + \ldots + a_{n-2}x^2 + a_{n-1}x + a_n = 0, \quad (A.1) \]

where \( n \geq 2; \ a_{n-1} \neq 0; \ a_n \neq 0 \).

According to [79], this equation has the following determinant:

\[ p = \frac{m^2}{m + \frac{a_n}{a_{n-1}}}, \quad p = \frac{-a_{n-1}}{m^{n-2} + a_1m^{n-3} + a_2m^{n-4} + \ldots + a_{n-2}}, \quad (A.2) \]

where \( m + \frac{a_n}{a_{n-1}} \neq 0; \ m^{n-2} + a_1m^{n-3} + a_2m^{n-4} + \ldots + a_{n-2} \neq 0 \).

Theorem 1: If \( m \) is the real root of equation (A.1), then

\[ p = \frac{m^2}{m + \frac{a_n}{a_{n-1}}} = \frac{-a_{n-1}}{m^{n-2} + a_1m^{n-3} + a_2m^{n-4} + \ldots + a_{n-2}}, \quad (A.3) \]

Proof: As it follows from (A.3)

\[ \frac{m^2}{m + \frac{a_n}{a_{n-1}}} - \frac{-a_{n-1}}{m^{n-2} + a_1m^{n-3} + a_2m^{n-4} + \ldots + a_{n-2}} = \]

\[ = \frac{m^2}{m + \frac{a_n}{a_{n-1}}} + \frac{a_{n-1}}{m^{n-2} + a_1m^{n-3} + a_2m^{n-4} + \ldots + a_{n-2}} = 0. \quad (A.4) \]

Then

\[ m^2 \left( m^{n-2} + a_1m^{n-3} + a_2m^{n-4} + \ldots + a_{n-2} \right) + a_{n-1} \left( m + \frac{a_n}{a_{n-1}} \right) = 0. \quad (A.5) \]
Finally, we get:

\[ m^n + a_n m^{n-1} + a_{n-1} m^{n-2} + \ldots + a_{n-2} m^2 + a_{n-1} m + a_n = 0. \]  

(A.6)

Since at \( x = m \) equation (A.1) becomes zero, then \( m \) is the root of (A.1).

**Corollary:** Based on Theorem 1, we can find the intervals containing real roots of equation (A.1). In order to so, we need to solve the following sets of inequalities for \( p > 0 \)

\[
\begin{align*}
& m + \frac{a_n}{a_{n-1}} > 0, \\
& m^{n-2} + a_n m^{n-3} + a_{n-1} m^{n-4} + \ldots + a_{n-2} < 0, \quad \text{if } a_{n-1} > 0
\end{align*}
\]

(A.7)

and for \( p < 0 \)

\[
\begin{align*}
& m + \frac{a_n}{a_{n-1}} < 0, \\
& m^{n-2} + a_n m^{n-3} + a_{n-1} m^{n-4} + \ldots + a_{n-2} > 0, \quad \text{if } a_{n-1} > 0
\end{align*}
\]

(A.8)

**Example 1:** Let us define the interval containing real roots of the following equation [79, p.36]:

\[ x^4 + 2x^3 - 4x^2 - 5x - 6 = 0. \]  

(A.9)

Observing that \( n = 4 \) and using (A.2), we obtain:

\[ p = \frac{m^2}{m + \frac{-6}{5}} = \frac{m^2}{m + \frac{6}{5}}, \quad p = \frac{-(-5)}{m^{4-2} + 2m^{4-3} + (-4)m^{4-4}} = \frac{5}{m^2 + 2m - 4}. \]  

(A.10)

Then we get two sets of inequalities:

\[
\begin{align*}
& p > 0, \quad \begin{cases} m + \frac{6}{5} > 0, \\
& m^2 + 2m - 4 > 0, \end{cases} \quad \begin{cases} m > \frac{6}{5}, \\
& m > -1 + \sqrt{5}, \end{cases}
\end{align*}
\]

(A.11)

and

\[
\begin{align*}
& p < 0, \quad \begin{cases} m + \frac{6}{5} < 0, \\
& m^2 + 2m - 4 < 0, \end{cases} \quad \begin{cases} m < -\frac{6}{5}, \\
& -1 - \sqrt{5} < m < -1 + \sqrt{5}, \end{cases}
\end{align*}
\]

(A.12)
Hence, the roots of equation (A.9) lie in the intervals $-3.2361 < m < -1.2$ and $m > 1.2$ (Fig. A.1).

![Graph of function](image)

**Fig. A. 1** $f(x) = x^4 + 2x^3 - 4x^2 - 5x - 6$

To find the exact values of the roots, let us compute $p$ in these intervals. For $m = -2$, we have:

$$p = \frac{(-2)^2}{-2 + \frac{6}{5}} = -\frac{20}{4} = -5, \quad p = \frac{5}{(-2)^2 + 2(-2) - 4} = -\frac{5}{4}.$$  \hspace{1cm} (A.13)

And for $m = -3$, we get:

$$p = \frac{(-3)^2}{-3 + \frac{6}{5}} = -\frac{45}{9} = -5, \quad p = \frac{5}{(-3)^2 + 2(-3) - 4} = -5.$$  \hspace{1cm} (A.14)

Thus, according to Theorem 1, the first real root is $m = -3$.

Now let us check the interval $m > -1 + \sqrt{5}$. For $m = 2$, we obtain the second real root of equation (A.9):

$$p = \frac{2^2}{2 + \frac{6}{5}} = \frac{20}{16} = \frac{5}{4}; \quad p = \frac{5}{2^2 + 2(2) - 4} = \frac{5}{4}.$$  \hspace{1cm} (A.15)

Substituting $m = 3, 4, 5, \ldots$, we get that while $p = \frac{m^2}{m + 6/5}$ increases with $m$, $p = \frac{5}{m^2 + 2m - 4}$ decreases. Therefore, we conclude that there are no real roots in the interval $m > 2$. This can be proved by decomposing (A.9) as follows:

$$x^4 + 2x^3 - 4x^2 - 5x - 6 = (x + 3)(x - 2)(x^2 + x + 1) = 0.$$  \hspace{1cm} (A.16)
**Theorem 2:** Let \( m \) be the range of values for the following sets of inequalities:

\[
\begin{align*}
\{ p &= \frac{m^2}{m + \frac{a_n}{a_{n-1}}} > 0, \\
p &= \frac{-a_{n-1}}{m^{n-2} + a_1 m^{n-3} + a_2 m^{n-4} + \ldots + a_{n-2}} > 0, \\
p &= \frac{m^2}{m + \frac{a_n}{a_{n-1}}} < 0, \\
p &= \frac{-a_{n-1}}{m^{n-2} + a_1 m^{n-3} + a_2 m^{n-4} + \ldots + a_{n-2}} < 0,
\end{align*}
\]

(A.17)

where \( m + \frac{a_n}{a_{n-1}} \neq 0; m^{n-2} + a_1 m^{n-3} + a_2 m^{n-4} + \ldots + a_{n-2} \neq 0 \).

If on \([m_1, m_2]\), belonging to \( m \), expressions (A.18) differ in sign, then there is a real root of equation (A.1) in this region.

\[
\Delta p(m_1) = \frac{m_1^2}{m_1 + \frac{a_n}{a_{n-1}}} - \frac{-a_{n-1}}{m_1^{n-2} + a_1 m_1^{n-3} + a_2 m_1^{n-4} + \ldots + a_{n-2}},
\]

(A.18)

\[
\Delta p(m_2) = \frac{m_2^2}{m_2 + \frac{a_n}{a_{n-1}}} - \frac{-a_{n-1}}{m_2^{n-2} + a_1 m_2^{n-3} + a_2 m_2^{n-4} + \ldots + a_{n-2}}.
\]

**Proof:** First of all, it is important to note that expressions (A.2) are fractional rational functions. These functions are continuous in all points \( m \) for which the denominator is not zero. Hence, \( \Delta p(m) \) is a continuous function as well (if two functions are continuous, then their sum is also continuous). And according to Cauchy’s theorem, if \( f(x) \) is continuous on \([a, b]\) and \( f(a) \) and \( f(b) \) differ in sign, then, at some point \( x_0 \in [a, b] \), \( f(x_0) \) must equal zero.

**A.2 Solving Transcendental Equations**

Let us consider a transcendental equation in the canonical form:

\[
x^n + a_1 x^{n-1} + a_2 x^{n-2} + \ldots + a_{n-q} x^q + a_{n-q} x^q + f(x) + a_n = 0,
\]

(A.19)

where \( f(x) \) is a transcendental function.
According to [79], this equation has the following determinant:

\[
p = \frac{m^{d} \frac{m^{n} + a_{n} + f(m)}{a_{n-q}}}{m^{n} + a_{n} + f(m)}, \quad p = \frac{-a_{n-q}}{m^{n-d} + a_{n-m^{n-(d+1)}} + a_{2}m^{n-(d+2)} + \ldots + a_{n-d}}, \tag{A.20}
\]

where \( m^{d} + \frac{a_{n} + f(m)}{a_{n-q}} \neq 0 \); \( m^{n-d} + a_{n-m^{n-(d+1)}} + a_{2}m^{n-(d+2)} + \ldots + a_{n-d} \neq 0 \).

**Example 2:** Let us define the interval containing real roots of the following equation [79, p.215]:

\[
x^{3} + 8x^{2} + 12x - 2x^{2} + 8 = 0. \tag{A.21}
\]

Observing that \( f(x) = -2x^{2} \) and using (A.20), we obtain:

\[
p = \frac{m^{3}}{m^{1} + \frac{8-2^{m^{2}}}{12}} = \frac{m^{3}}{m + \frac{8-2^{m^{2}}}{12}}, \quad p = \frac{-12}{m^{3-2} + 8m^{3-(2x+1)}} = \frac{-12}{m + 8}. \tag{A.22}
\]

Based on Theorem 1, we can find the intervals containing real roots of equation (A.21). We have:

\[
p > 0, \quad \begin{cases} m + \frac{8-2^{m^2}}{12} > 0, & \quad 12m + 8 > 2^{m^2}, \quad \text{no solutions}, \\ m + 8 < 0, & \quad m < -8, \end{cases} \tag{A.23}
\]

and

\[
p < 0, \quad \begin{cases} m + \frac{8-2^{m^2}}{12} < 0, & \quad 12m + 8 < 2^{m^2}, \\ m + 8 > 0, & \quad m > -8, \quad -8 < m < -0.6. \end{cases} \tag{A.24}
\]

Hence, the roots of equation (A.21) lie in the intervals \(-8 < m < -0.6\) and \(m > 2.44\) (Fig. A.2).

![Fig. A. 2](image-url)  \( f(x) = x^{3} + 8x^{2} + 12x - 2x^{2} + 8 \)
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Based on Theorem 2, we can further specify the intervals containing the real roots of equation (A.21). As an example, let us consider the interval \( m > 2.44 \). We compute \( \Delta p(m) \) for \( m_1 = 2.5 \) and \( m_2 = 2.7 \):

\[
\Delta p(m_1) = \Delta p(2.5) = \frac{2.5^2}{8 - 2^{2.5^2}} \frac{12}{2.5 + 8} = \frac{2.5^2}{2.5 + 8} \approx -0.825, \tag{A.25}
\]

\[
\Delta p(m_2) = \Delta p(2.7) = \frac{2.7^2}{8 - 2^{2.7^2}} \frac{12}{2.7 + 8} = \frac{2.7^2}{2.7 + 8} \approx 0.368.
\]

It is easy to see that the root belongs to \([2.5, 2.7]\), since \( \Delta p(2.5) \) and \( \Delta p(2.7) \) differ in sign. We then compute \( \Delta p(m) \) for \( m_1 = 2.6 \) and \( m_2 = 2.7 \):

\[
\Delta p(m_1) = \Delta p(2.6) = \frac{2.6^2}{8 - 2^{2.6^2}} \frac{12}{2.6 + 8} \approx -0.04, \tag{A.26}
\]

\[
\Delta p(m_2) = \Delta p(2.7) = \frac{2.7^2}{8 - 2^{2.7^2}} \frac{12}{2.7 + 8} \approx 0.368.
\]

Again we note that \( \Delta p(2.6) \) and \( \Delta p(2.7) \) differ in sign, thus the root lies in \([2.6, 2.7]\).

Note that these steps can be repeated as needed to achieve the required accuracy. For instance, let us consider \([2.6076, 2.6077]\) and \([2.6077, 2.6078]\). We get:

\[
\Delta p(2.6076) = \frac{2.6076^2}{2.6076 + 8 - 2^{2.6076^2}} \frac{12}{2.6076 + 8} \approx -0.0003, \tag{A.27}
\]

\[
\Delta p(2.6077) = \frac{2.6077^2}{2.6077 + 8 - 2^{2.6077^2}} \frac{12}{2.6077 + 8} \approx 0.0002,
\]

\[
\Delta p(2.6078) = \frac{2.6078^2}{2.6078 + 8 - 2^{2.6078^2}} \frac{12}{2.6078 + 8} \approx 0.0007.
\]

Since \( \Delta p(m) \) reverses its sign only in \([2.6076, 2.6077]\), then the root belongs to this interval.
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