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ABSTRACT

Learning and teaching programming are challenging tasks that can be facilitated by using different teaching technologies. Visualization systems are software systems that can be used to help students in forming proper mental models of executed program code. They provide different visual and textual cues that help students in abstracting the meaning of a program code or an algorithm. Students also need to constantly practice the skill of programming by implementing programming assignments. These can be automatically assessed by other computer programs but parts of the evaluation need to be assessed manually by teachers or teaching assistants.

There are a lot of existing tools that provide partial solutions to the practical problems of programming courses: visualizing program code, assessing student programming submissions automatically or rubrics that help keeping manual assessment consistent. Taking these tools into use is not straightforward. To succeed, the teacher needs to find the suitable tools and properly integrate them into the course infrastructure supporting the whole learning process. As many programming courses are mass courses, it is a constant struggle between providing sufficient personal guidance and feedback while retaining a reasonable workload for the teacher.

This work answers to the question "How can the teaching of programming be effectively assisted using teaching technologies?" As a solution, different learning taxonomies are presented from Computer Science perspective and applied to visualization examples so the examples could be used to better support deeper knowledge and the whole learning process within a programming course. Then, different parts of the assessment process of programming assignments are studied to find the best practices in supporting the process, especially when multiple graders are being used, to maintain objectivity, consistency and reasonable workload in the grading.

The results of the work show that teaching technologies can be a valuable aid for the teacher to support the learning process of the students and to help in the practical organization of the course without hindering the learning results or personalized feedback the students receive from their assignments. This thesis presents new visualization categories that allow deeper cognitive development and examples on how to integrate them efficiently into the course infrastructure. This thesis also presents a survey of computer-assisted assessment tools and assessable features for teachers to use in their programming assignments. Finally, the concept of rubric-based assessment tools is introduced to facilitate the manual assessment part of programming assignments.
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1. INTRODUCTION

This work is about teaching technologies: *Tools* that help Computer Science teachers and students with their everyday problems when trying to teach and learn programming. In general, tools of a teacher could be used to refer to something more abstract, like assessment approaches, a set of group-work methods, presentation tricks, etc. but in this context, we focus on *tools* that are computer programs that are used by the teacher or by the students to assist in the learning process of becoming a good programmer.

Why are teaching technologies relevant for learning programming? *Firstly*, learning programming is a difficult task where all aid is appreciated. *Secondly*, using computer programs to teach people to write computer programs just seems so right and a natural thing to do. Let us take a closer look to the first reason:

*Learning programming is a difficult task.*

Programming has been stated to be a modern craftsmanship skill. After all, in one level it is a very practical skill with best practices applied to solve practical tasks with a clear output: a functioning computer program. But in order to learn this skill, one needs more than just to practice the skill.

The famous McCracken study, or more precisely, *A multi-national, multi-institutional study of assessment of programming skills of first-year CS students* by McCracken et al. [67] from 2001 conducted a large evaluation of novice programmers skills. The results of the study showed that novice students were performing much worse than the teachers expected. The study was re-visited and re-implemented by a similar working group in 2013 by Utting et al. [94] now resulting into slightly more positive results: The students were able to complete the tasks better but most importantly the teachers had more realistic expectations towards their students’ (somewhat bad or mediocre) performance.

Learning programming requires a good set of theory on the background—more specifically, not even the kind of theory that is slowly gathered through life all the way from elementary school—but a very specific theory without much relevance to other everyday tasks. General programming concepts are not really naturally
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used outside their marginal context, in everyday life, and novice programmers really struggle in forming correct mental models of these concepts [82].

Crucial part of adopting programming concepts is the ability to abstract to form schemas, or new chunks of knowledge out of them [82]. The creation of computer programs requires working in multiple levels of abstraction: fluently drilling down to technical implementation details of an individual programming language as well as zooming out in order to understand the big picture, principles and design of a whole program where the detailed concepts are just part of the implementation details.

Visualization systems can be used to assist in learning programming concepts through abstraction. These systems try to provide additional, visual cognitive input for the user about a foreign topic to help construct a correct mental model. They can help in creating an abstraction of what the lower level implementation details together form and how they together form something new. For instance, when learning loop structures the student can use the visualization system to understand that certain syntactical lower level features of the programming language together create a new more abstract concept, the loop structure, which itself is then later used as a tool to solve other problems.

Applying programming concepts into real-life problems is even harder.

Besides adopting a theoretical background one also needs to know how to apply those skills into practice, to learn good programming strategies and practices. This is theory on how to apply the practical skills into real problems. In his psychological overview of learning programming, Winslow [98] states that one of the biggest differences between a novice and an expert programmer is that the novice is not able to apply their existing theoretical programming knowledge into real world problems. The same result was also emphasized by Lahtinen et al. [56] in their large international study of novice programmer difficulties. For learning how to apply the theoretical programming skills into real life problems, it is essential to practice, practice and practice even more.

Student programming assignments have a vital task in programming courses. It is the only way for the students to really understand the theory in deeper level, to gain programming strategies and to gain practice on real problems. For the teacher, it is the only way to measure whether the student has achieved a step on the way to the ultimate goal: to become a good programmer.

Assessing programming assignments is more than just checking whether the computer program works correctly. Besides, this itself is not a trivial task either¹. The teacher certainly wants to check this part as well but is also required to look inside

¹For instance, consider all the malfunctioning/erronous/crashy software in consumer markets!
the functioning program and the process for creating the program: \textit{How has the student reached the goal? Has he/she used a correct programming strategy?} For this task, someone needs go hands dirty and analyse (read) hundreds of lines of program code per student per assignment. In addition, programming courses are often organized as mass courses with hundreds of students with high drop-out rates. The teacher also needs to somehow keep the students motivated enough to keep practicing these skills [2].

\textbf{Tools-assisted assessment} applies computer programs to assist in different parts of the assessment process. \textbf{Computer-assisted assessment} tools can be used to automatically test the functionality and other features of a program and rubric-based assessment tools can help the human grader in his task for grading the hundreds of student programs manually and writing constructive feedback for the student.

In this thesis, we will examine the usage and effectiveness of these different tools from the perspective of the whole cycle of a programming courses: Adapting visualization tools so that they support the learning process during the course and best practices in applying tools-assisted assessment.

1.1 \textbf{Thesis within Computer Science Education Research}

From research point of view, this thesis belongs to the discipline \textit{Computer Science Education Research (CSER)}. Over the few decades when computer science education has been actively researched it has grown to be an acknowledged research discipline of its own. In their book, "Computer Science Education Research" [28, Chapter 4], Sally Fincher and Marian Petre define:

\begin{quote}
CS education research is inevitably interdisciplinary. The nature of CS \ldots is rooted in mathematically-derived, computational, analytic science. However, the circumstances of the classroom, the nature of education, and models of teaching and learning, are areas that are amenable to investigation only through the human sciences.
\end{quote}

In a way, CSER as a discipline is somewhere in the middle of pure Computer Science and pure pedagogical research, and the different research fields within CSER have different positions in the line between these two ends. This "line" is rather long with a lot of diversity between the actual research topics. Fincher and Petre [28] divide CSER into 10 research fields:

1. student understanding

2. animation, visualization and simulation
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3. teaching methods

4. assessment

5. educational technology

6. transferring professional practice into the classroom

7. incorporating new developments and new technologies

8. transferring from campus-based teaching to distance education

9. recruitment and retention

10. construction of the discipline.

Out from this categorization, this thesis will directly focus on categories 2 and 4. Category 5, educational technology, is also very related, as the solutions of this work are technology that improve educational experience. However, in their categorization Fincher and Petre define this category to be also related to presentation systems and smart classrooms, and that sort of more physical education environments where as we will concentrate on software applications. Term-wise this work is exactly about "technology", and more precisely of "technology that assists in education".

The close relation to usage of technology in education is one of those major characteristics that distinguishes CSER from other educational fields. We, the CS educators, know technology very well and we are supposed to teach that same technology. So, it is very natural for us to use the same technology that we teach when doing that. Pears et al. [77] reviewed the literature around CSER for introductory programming and state that tools were the largest category of publications written in the field, as comparison to categories curricula, pedagogy and programming languages.

To yet continue with the placement of the research within the field, Pears et al. [76] in their 2005 ITiCSE Working Group report "Constructing Core Literature for Computing Education Research" divide the field into four areas:

A) studies in teaching, learning and assessment

B) institutions and educational Settings

C) problems and solutions

D) Computing Education Research as a discipline.
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In this categorization the work falls into Areas A) and C): This thesis is contributing technological solutions (teaching technologies) into real-life problems CS educators are facing but we are also reporting on practical experiences and evaluations on those teaching technologies.

The different teaching technologies, or tools, used in CS education can also be divided into subcategories of their own, as presented by Pears et al. [77]:

- visualization tools
- automated assessment tools
- programming support tools
- microworlds.

Out of these, the work focuses on the first two. These are explained in detail in Chapters 2, 3 and 4. Out from the other two tool categories, "Programming support tools" refer to IDEs (Integrated Development Environments) that have specific programming support features like interactive incremental code execution, visualizations, and editing and syntax support. A well known example of such an IDE-based tool is BlueJ [47]. Similar ideas are overlapped in the field of visualization tools, for instance the interpreter-based VIP tool [97] has also a simple code editor, but definitely falls more into the category visualization tools category instead of an IDE with visualizations. Microworlds, then, are their own environments where the student is supposed to control part of the environment by programming. One example is Karel the Robot [75] in which the student is controlling a robot in a world of streets and intersections.

1.2 Research Questions

The one main research question what this thesis is contributing is:

How can the teaching of programming be effectively assisted using teaching technologies?

Here, that main question is divided into smaller, more concrete ones that are directly addressed in the included publications. Out of the different kinds of tools this work focuses on two major categories: visualization systems and tools-assisted assessment.

The research on visualization systems is a wide area with a lot of different focus areas. The different areas are introduced in Section 2.4. In this thesis, the focus for visualizations will be around the following research question:
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- **RQ 1**: How can visualization systems be well integrated into programming courses?

As we will discuss in the Chapters 2 and 3, proper integration of visualization system into the course is vital for the success of enhancing learning and facilitating teacher workload. Proper integration itself includes both consistent usage during the course over time and learning materials but also having visualizations that engage different cognitive levels.

Thus, we will divide **RQ 1** into the following concrete questions that are addressed by the publications of this thesis.

- **RQ 1.1** How can program visualization examples support also deeper learning?
- **RQ 1.2** How to integrate visualization tools into student homework assignments?
- **RQ 1.3** With proper integration from both cognitive and practical perspective, are visualization systems helping to learn programming?

The second larger research question is then focused around the assessment process of programming courses. As we will discuss in Chapter 4, assessment plays a major role in guiding the student activities and focus. As teacher workload is the practical limiting factor of *ideal assessment* we will seek aid from different kinds of tools. Our research question for assessment is:

- **RQ 2**: How can the assessment process be assisted with teaching technologies?

We will look into a process called semi-automatic assessment that integrates both computer-assisted assessment and manual assessment. Both of these can be facilitated with tools and this thesis will study the following the following concrete questions:

- **RQ 2.1** What kind of teaching technologies there are in terms of features for the computer-assisted assessment of programming assignments?
- **RQ 2.2** How can manual assessment be assisted with rubric-based assessment tools?
- **RQ 2.3** Are rubric-based assessment tools effective and being used as they ideally should be?
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To answer these questions this work presents surveys of different teaching technologies and related literature that are addressing the problems in the field as well as empirical quantitative data analyses on their effectiveness. We will present adaptations and extensions of existing learning taxonomies into practical use and to validate our results, we have collected empirical data and present statistical analyses on their usage. The individual research methods used for these tests are described in the corresponding publications that are part of this thesis.

1.3 Organization of the Thesis

This thesis is a combination of seven peer-reviewed academic publications and an introduction part explaining the problems that are addressed, summarizing the surrounding research field, the contribution of the included publications’ to the research question and relevant conclusions.

After this introductory chapter, an overview of visualization systems is given in Chapter 2. Chapter 3 discusses what is deeper learning in terms of CS education and how visualizations can support that. Chapter 4 describes the assessment process of programming assignment and the use of tools in facilitating it.

After these introductions, Chapter 5 summarizes each of the included publications of this thesis. Chapter 6 gathers the results of the thesis from the publications into one place addressing the research questions, summarizes the conclusions and discusses the limitations, generalizability and benefits of the work.

At the end of thesis, the original included publications are reprinted.
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2. INTRODUCTION TO VISUALIZATION SYSTEMS

In this chapter, we will give an overview of the existing usage of software visualization in programming education and their effective usage in teaching introductory programming. We will start with looking into what visualizations are, continue with algorithm visualization systems and then move on to program visualization systems and their effective integration into programming courses.

2.1 What Are Visualizations?

As visualization is a term that is naturally associated with something visual and related to drawing pictures, it is necessary here to clarify the term from the perspective of Computer Science Education Research. While containing visual elements, the visual appearance is not necessarily the purposeful output of a visualization but the focus is more on creating a certain mental model, or a mental picture through multiple forms of sensory input [93]. In all, with visualizations, we are talking about a pedagogically enhancing combination of visual, textual and possible even audio cues that help student create a correct mental model of the behaviour of computer program or certain part or aspect of it.

The general term that is used to refer to all kinds of visualization aids describing a computer program is Software Visualization (SV). A software visualization is something which can assist all kinds of software developers in writing, analysing, testing, debugging and optimizing code but can also be used as a pedagogical aid in the CSER context [28]. To give common terminology for software visualization, Price et al. [79, 93] define a widely-adopted Taxonomy of Software Visualization that divides SV into two subcategories, and their respective subcategories:

- **Algorithm Visualization (AV)**, further split into Static Algorithm Visualization and Algorithm Animation (AA). The first ones refer to any static visualizations of a given algorithm, for instance flowcharts, where as AA refers to dynamic visualization of an algorithm by means of a video or, more relevant to this context, an algorithm animation system, a specific software. An example of an AV system is the MatrixPro, shown in Figure 2.1 a bit later in this chapter.
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- **Program Visualization (PV).** While the purpose of AV is to visualize a principle and behaviour of an algorithm in an implementation-independent way, animating the flow of the data structures and the idea of the algorithm in a higher level, PV is used to visualize the implementation details of a given programming task, such as an algorithm written in one language [53]. A PV tool would animate the individual expressions, function calls and the state of memory allocations of the implementation. PV can be used in the teaching of very introductory programming to demonstrate even the simplest programming concepts such as conditional or loop structures. An visual example of a PV tool would be Jeliot 3, shown in Figure 2.3 a bit later in this chapter.

The creation of a visualization tool usually originates from the need of an individual instructor and the educational needs focus either on algorithms or basic programming. As the abstraction level of teaching those subjects is different, it can easily guide the creation of the tool to one way or the other. The exclusive division between AV and PV tools has become slightly artificial and blurred as many tools are capable of doing the both [50]. The difference, based on which the division is done, comes from one or more of the following features:

- Is the visualization focusing on the data structure and its changes during the algorithm (AV) or showing lower-level structures such as memory contents and function call stacks (PV).

- Is the code that is visualized pseudo-code of an algorithm (AV) or an individual programming language (PV). Certainly AV tools can also show the implementation in an individual language and PV tools can operate in multiple languages.

- Is the tool used in the introductory programming course (PV) or on an algorithms course (AV)

- Is the research around the tool focusing on AV or PV, or more simpler, *How do the authors define the tool themselves?*

Stasko et al. [93] define the following roles for people creating and using software visualizations: A *programmer* is the person who has written the piece of code, or algorithm, that will be visualized. Programmers may or may not know that their code will be visualized. A *SV software developer* has written the software that allows programs or algorithms to be visualized. A separate role from this is the *visualizer* or *animator* that takes the code, the SV system and specifies how the visualization is to be connected or applied to the code. Finally, the *user* or *viewer* will view the visualization or interact and navigate through it.
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Each of these roles have different interests and expectations from an algorithm animation system. Users, or viewers of the animation are interested in the user interface and user interaction of the tool. Visualizers require features that facilitate effortless and flexible animation creation to match personal preferences or experience levels. SV software developers may then be interested in responding to those requirements coming from visualizers or users by updating or extending the tool easily. [84]

The above-mentioned roles can be overlapping and the same person can act in multiple roles. The typical use case with programming learning situations is that the student acts as the user of the visualization and the course instructor is left with the rest of the roles [43]. Especially in the context of algorithm animations it is possible that student engagement is enhanced by having the student also take the role of visualizer, creating visualizations for other students to view. This will be discussed more in the Chapter 3 where we will look into the Engagement Taxonomy and ways of enhancing deeper cognitive levels through visualizations.

2.2 Algorithm Visualizations

Let us begin with an overview of tools around Algorithm Visualizations, especially focusing on Algorithm Animations with a tool, as that is where the research in the area historically originates from.

Most of the historical overviews on research or theses in this area start by mentioning "Sorting Out Sorting" [11], a 30-minute teaching film from 1981 about nine sorting algorithms. This thesis is not an exception because of the following.

"Sorting Out Sorting" is worth starting with because, firstly, it clearly addresses the problems teachers have when teaching algorithms or program behaviour using traditional, more analogue tools like blackboard, or nowadays, whiteboards and slide presentations: As programs are temporal, executing over time, their behaviour can be better represented using animations of their state and state changes than with static images. Especially algorithms\(^1\) include a lot of repetition.

Secondly, "Sorting Out Sorting" also shows that with well-designed visual cues a successful visualization can also be a video, or rather a movie in this case, not necessarily a separate software tool. However, we will get back into the importance of student engagement later in Chapter 3. And finally, besides being a fun piece of work, the video is still being used and at a time, over 30 years ago, created a good basis and inspired instructors to get interested in ways of visualizing program behaviour.

\(^1\)Algorithms do not refer only to sorting algorithms that often are taught in more advanced CS courses but usually any problem solved with a computer program involves an algorithm of some sort.
The early research around algorithm visualizations often mentions at least the visualization systems **BALSA** [20], which provided multiple dynamic views into the algorithm and highlighted *interesting events* through a separate animator, **Zeus** [19], that used also colors and sound, and **Tango** [92] with its X Windows-based follow-up **XTango** [90], that introduced the *path-transition paradigm* for smooth animation.

As for the more recent tools that often appear in relevant literature and are based on previous research on the field, one good example is **ANIMAL** [84], that was especially designed to provide relevant features to support multiple of the visualization roles, defined by Stasko et al. [93]. In practice, ANIMAL was designed to have a good, interactive and customisable user interface for the users, visualizers had multiple approaches for creating graphical representations (GUI, scripting using **ANIMALSCRIPT** [83] or an API) and developers were able to extend the system, for instance with new programming languages, without touching the core system code.
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There has also been a lot of research around the TRAKLA\textsuperscript{2} framework [66] which has been widely adapted into use by various Finnish CS faculties. TRAKLA\textsuperscript{2} is using the Matrix [49] algorithm animation and simulation engine, later succeeded by MatrixPro\textsuperscript{3} [45] for the graphical representation. An algorithm visualization example of a Red-Black Tree within MatrixPro is shown in Figure 2.1. The TRAKLA\textsuperscript{2} framework itself lets teachers create interactive exercises from generated values that can be automatically assessed by the system for their algorithms curricula. The learner can also examine the model solution of an exercise. Using the system students can learn and practice algorithms as well as complete and submit exercises as part of their coursework. So instead of just being an AV tool, TRAKLA\textsuperscript{2} is a courseware framework (utilizing the MatrixPro AV tool) that can be easily adopted and integrated into the whole algorithms course as an effective study mean.

Over the years, a plethora of different algorithm visualizations and animations have been created, but they lack centralized distribution and coordination. In general, the quality of them has been unfortunately often poor and mostly concentrating on the easier topics [86, 87]. A good place to look for an overview of the up-to-date status of algorithm visualizations and search for individual examples, tools or research is the AlgoViz portal\textsuperscript{4}, that has been centralizing AV related resources under one portal for quite a few years.

2.3 Program Visualizations

As Algorithm Visualizations concentrate on visualizing general algorithm behaviour in a higher-abstraction level without going into implementation details in a specific language, Program Visualizations connotate connections within a program in a lower level, concentrating e.g. on the variables, data structures and function call stacks of the program. Program Visualizations itself contain different kind of approaches, defined by Price et al [79] and adapted by Sorva [89]:

- Static program visualizations that represent program code with dependencies and code evolution.

- Dynamic program visualizations, illustrating program runtime behaviour, containing Program animation, where program visualizes what happens during a program execution, like a Visual Debugger.

- Visual Programming, where programs are specified using graphics rather than visualizing a program written in a non-visual language. As a separation to

\textsuperscript{2}http://www.cse.hut.fi/en/research/SVG/TRAKLA2/
\textsuperscript{3}http://www.cse.hut.fi/en/research/SVG/MatrixPro/
\textsuperscript{4}http://www.algoviz.org
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Figure 2.2: Different types of Software Visualizations, based on the version of Sorva [89] which is adapted from the original categorization of Stasko et al [93]. Proportions are not here relevant and intersections have been simplified.

other parts of SV, the purpose is to define new programs instead of making existing programs easier to understand.

- Visual Program Simulation (VPS). A pedagogical approach developed by Sorva [89] for immersing students in the dynamics of program execution by visualizing a notional machine, and engaging the student during an activity. The main difference to a visual debugger is that where a visual debugger finds automatically what is happening and illustrates that to the user, VPS leaves the user to define what is going on in the program execution.

The whole wide field of visualizations systems is illustrated in Figure 2.2. The PV systems used in education are mainly dynamic program visualizations and type of visual debuggers that have been improved by the teachers to be used in pedagogy [89]. The main purpose of the PV tool is to provide additional visual assistance to the learner to understand the program code better.

One of the most known and widely-researched PV tool is Jeliot\(^5\). The stages, evolution and research around Jeliot are described in an article by Ben-Ari et al [15]. Jeliot-family is based on the very early Eliot system [58] that was intended

\(^5\)http://www.cs.joensuu.fi/jeliot
to visualize algorithms written with C programs. Jeliot is specifically designed for learning elementary programming pioneering in automatic animation so that the student or teacher does not explicitly need to build the visualization of a given source code. This is specifically important for PV where the purpose is to visualize large number of smaller programs where as algorithm animations typically focus only on a limited number of existing algorithms. The creation of algorithm visualization examples can take more time, and be based on separate scripting languages as the examples are reused multiple times.

The latest evolution of the Jeliot-family is Jeliot 3 [69]. It is based on a full Java interpreter which makes the tool almost fully compliant with full Java language. The main user interface of Jeliot 3 is shown in Figure 2.3. On the left side of the screen, the animated code is being highlighted as executed with the VCR-like controls in the bottom. The right side Theater automatically animates the data structures, evaluated expressions and executed methods visualizing the call tree of the functions. One of the main principles of the Jeliot animations are around consistent and complete animations: each evaluation of expression and subexpression is displayed.

VIP6, or Visual InterPreter, is a program visualization tool developed and researched in the Edge-group7 of Tampere University of Technology (TUT). The original implementation was developed by Antti Virtanen as part of his Master’s Thesis [96] in 2004 and then further improved in two parts, first re-creating the underlying interpreter engine (CLIP) [64, 65] and then re-creating the actual visualization tool [40] in 2009.

VIP was designed to facilitate the learning of introductory programming in basic imperative C++ in Tampere University of Technology. Instead of showing static, more or less hard-coded visualizations of a C++ example, it was based on a real programming language interpreter, thus making it visualize whatever was written in the program code, same way Jeliot 3 does with Java. This enabled the instructor to easily create material by just providing simple imperative C++ examples to the tool [97]. Making an interpreter for the full (or even close to full) C++ standard supporting for instance object-oriented programming was not feasible and especially not needed in the very first programming courses. That is why VIP works with a subset of C++, namely C-. The language allows the basic usage of imperative C++ within the tool, for instance data types, loop-structures, and functions.

VIP provides multiple simultaneous views to a program code. The main user interface of VIP is shown in Figure 2.4. Besides the code window, the user interface presents a panel for guiding the execution of the program, a variable view with

---

6http://www.cs.tut.fi/~vip
7Edge is a Development Group for programming Education, http://www.cs.tut.fi/~edge
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Figure 2.3: The main user interface of Jeliot 3, taken from [15].

Figure 2.4: The main user interface of VIP.
current values and the function call stack, output view, a separate evaluation view and a view for additional textual explanation of the current execution step. The code itself is given for the interpreter as a normal C++ source file but with specially annotated additional comment lines to provide the textual cues for the execution. The student can also jump into the a separate code editing window to modify the visualized code himself.

A widely-adopted PV tool and learning environment of recent years is ViLLE\(^8\) [81], developed at the University of Turku. Originally the purpose of ViLLE was to become a PV tool to facilitate the everyday work of teacher by providing a way to visualize elementary programming concepts without direct dependency to an individual programming language so that the student can see the same example in different programming languages. The main visualization view of ViLLE is shown in Figure 2.5. Since past ten years, the tool has grown to a full learning environment that can automatically assess student exercises [41], promotes collaborative learning [80], provides multifaceted ways for collecting research data, and supports virtual badges and gamification features. Besides adult education ViLLE has been adapted successfully to high school and lower-level education.

---
\(^8\)https://ville.cs.utu.fi/
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One of the latest evolutions of PV tools is UUhistle\(^9\) (pronounced ‘whistle’) that is a PV system specifically designed to enable also usage as Visual Program Simulation (VPS). The tool and VPS are thoroughly described in the thesis written by Sorva [89]. UUhistle visualizes a *notional machine* for the Python programming language, supporting a suitable subset of the whole language. It visualizes program code execution, expression evaluation, the call stack and the state of memory. UUhistle can be used as a regular PV tool for learning Python through its collection of predefined examples or any custom content. The tool can also ask interruptive questions about the execution of the program engaging the student and the teacher can create full exercises using these features.

![Figure 2.6: The UUhistle PV tool, here running a Visual Program Simulation example. The user is supposed to simulate the given program code himself using the interactive visualization GUI. Here, he has just dragged a parameter value into the topmost frame and is just about to name the new variable using the context menu. This example and screenshot are taken from [89].](http://www.UUhistle.org)

What makes UUhistle advanced compared to other PV tools is the ability to turn examples into Visual Program Simulation exercises. In a VPS exercise the user is engaged so that the user is given the program code for which he is supposed to simulate the execution himself by interacting with the visualization components. An example screenshot of a VPS exercise in UUhistle is shown in Figure 2.6.

\(^9\)http://www.UUhistle.org
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2.4 Usage and Effectiveness of Visualizations in Education

The effectiveness of visualization systems has been widely studied in different use cases over the years with very varying results. The main focus areas of relevant research over the time can be divided roughly into:

- early studies on AV effectiveness
- integration to course infrastructure
- effects in cognitive process of the student
- how visualizations are used
- teacher's attitudes towards visualizations.

We will now look into the most notable findings in existing research of these areas to create a validated basis for our further assumptions.

2.4.1 Early Studies on AV Effectiveness

In the light of earlier, slightly disappointing and mixed studies about Algorithm Visualization effectiveness (e.g. one of the very first studies by Stasko et al. [91]), Kehoe et al. [46] conducted a study where they evaluated the usage of AV utilized more in a "homework" learning scenario rather than isolated "final exam" scenario. They concluded that the pedagogical value was better in open homework sessions as students need human explanation to accompany the animations. They also discovered that the use of AV enhanced the motivation making the algorithms less intimidating and thus enhancing student interaction with the materials and facilitating learning.

A good overview of earlier research on the topic is presented by Hundhausen et al. [33] through their systematic meta-study of 24 experimental studies of the effectiveness of algorithm visualization systems. Their most significant finding is that an greater impact on effectiveness is based on how students use the tool instead of what is shown them by the AV tool.

2.4.2 Integration to Course Infrastructure

Ben-Bassat Levy et al.[60] created the Jeliot 2000 (later succeeded by Jeliot3 tool [69]) and evaluated its use in a programming course for 10th grade students with a teaching setup where two parallel 10th-grade student groups were taught basic programming with same materials except that one class was also using the PV tool. In their study, consisting of pre- and post-tests as well as interviews they found out
that the already-well-performing students do not need visualizations, however they were not harmed by its use either, the poorly performing ones can be overwhelmed by the tool, but majority of the students in between gain a lot from the usage of tool. Besides scoring better, the group that used the PV tool also showed problem-solving techniques adopted from the tool as well as the right terminology that is important from socio-linguistic approach to learning. An important conclusion of the study was that "[the PV tool] must be integrated into the classroom and assignments, rather than used as a one-time teaching aid."

Proper integration to course materials and to the whole flow of the course is a key factor in the success of adopting a program visualization tool into a course. Instead of just covering all the topics they should cover all the different learning situations and cognitive levels related to the subject [51]. In one of our own studies [55] around the usage of PV in a programming course we achieved positive results on students' voluntarily use of the tool when the PV tool was used throughout the whole course setting in a consistent way.

Similar kind of results were also found by Kaila et al [42] where they examined the use of their ViLLE PV tool during three consecutive years of the same high school programming course. During the first two years, students were introduced to ViLLE only in the beginning of the course. On the third year, ViLLE was used consistently throughout the whole course. The students on the third year performed statistically significantly better than in the first two years leaving the researchers conclude that the success was, at least partially, due proper, consistent integration of the PV tool to the course set-up.

### 2.4.3 Effects in Cognitive Process

Ebel and Ben-Ari [23] state that quite many studies in the effectiveness of visualization tools in pedagogical aspect have "a weak point in that they represent what the student says, which is not necessarily indicative of his or her real mental state". As in order to bypass the student-link in the studies they conducted a research on the students' attention because it correlates with learning effectiveness. This was done by unnoticeable video taping of lessons where PV was used and observing the student behaviour in class. More precisely, a certain kind of behaviour was measured, the amount of ERUA (Episodes of Recognizable Unattentive Attitude), such as teasing the teacher or other students, throwing erasers etc. When the amount of ERUA was the smallest the students were most attentive and thus learning the most.

To magnify the results results of the study of Ebel and Ben-Ari [23], the group of students was part of special education because of emotional difficulties and learning disabilities like ADHD. With this kind of group the amount of ERUA is typically
not small, but, in this case, during classes when PV was used, the amount of ERUA did not only lessen but ceased completely. For generalization of the results outside special education the authors state that "The best students do not need it [PV] and the worst are not helped. — Since improved attention and behaviour can be obtained [within special population] through the use of PV, even in a normal class students . . . are likely to be helped."

As PV tools often have multiple simultaneous presentations in adjacent views, eye-tracking is one way to empirically study what the learner is actually focusing when interacting with the tool. Bednarik has conducted a series of studies around effectiveness of visualizations using eye-tracking mechanisms, some of them concluded in his doctoral dissertation [13]. In one of these studies, Bednarik et al. [14] conducted empirical eye-tracking experiments on students using the Jeliot 3 system. They investigated how experts use the tool in comparison to novice students. Their results show that experts read the code first and used the animations only to test their hypotheses, while novice students relied on the visualizations without reading the code first, interacting much more with the tool. Analysing the gaze patterns of the students they also conclude that visualization tools could be designed to be more adaptive in order to reduce the cognitive load of the user as the user becomes more experienced with the topic.

Nevalainen and Sajaniemi [74] present a model of the cognitive phenomena that takes place when using a PV tool. Using multiple experiments, for instance eye-tracking, they studied where students paid attention on the tool and their short-term and long-term mental models on a given subject, in this case the different roles of variables in an application. Their results showed that students were spending surprisingly small amount of time watching the visuals or animations and relying mostly on the textual cues present on the screen. As a conclusion they emphasize proper design of the PV tool user interface: in absence of step-by-step animation of the program behaviour the students focused even more on program code and textual cues instead of the static visualizations.

In her studies around visual programming and the use of graphical notations, Marian Petre [78] discusses the importance of secondary notation: the use of layout and perceptual cues to guide the structure of the visual representation. She found out that expert programmers had generally better and more coherent strategies in navigating through problems, mainly using the text to guide how they approached the graphics and being able to grasp on those secondary notations in order to structure and approach the graphics. The same way, the experts would create visualizations in more organized and easily-approachable way. However, she also points out that even though secondary notation is important, the less skilled programmers, that often benefit of visualizations, would not be able to fully benefit of it because of
poorer readership skills. Reflecting these results into the beneficial use of program visualizations we can state that automated visualization systems can sometimes create possible issues by providing ’bad’ secondary notation because of automation, for instance, laying out visual items in an un-organized way, mis-cueing and possibly causing confusion. So especially with higher-level visualizations examples, the teacher needs to pay attention into having examples that are not only functioning correctly but also ’look’ logically correct. As an expert programmer, the teacher grasps these relationships rather naturally.

2.4.4 How Visualizations Are Used

Lahtinen et al. [57] conducted a large international survey for 335 novice students and their teachers who had used visualizations as extra material in their programming courses. The purpose of the study was to examine the different student groups’ attitudes towards PV and the use cases where voluntary use of PV systems were most helpful for the students. The students had mostly used visualizations while self-studying but in general found them most useful when the teacher presented them. The study identified two use cases where PV was perceived most useful: Moderately successful students were able to benefit of PV during their independent work where as less successful students found PV useful when the instructor guided the use for instance during a lecture or exercise session. Based on the results the authors remind teachers to focus on the way visualizations are presented and how their usage is guided for the students.

Isohanni and Knobelsdorff [35] conducted a thorough qualitative, student-oriented, research on how TUT students use VIP. Instead of trying to measure the learning outcome they focused on identifying the working patterns the students followed when solving problems with the tool, and how that correlates with what was taught to them about the tool usage. Besides dynamically interacting and debugging the issue with the tool students also used the tool only to encounter an issue in the code and then performing the actual analysis either statically with whatever was already visible in the screen. Some even abandoned the tool at this point to continue with more traditional, analogue methods.

2.4.5 Teachers’ Attitudes towards Visualizations

From a wide survey to CS educators on their use of visualizations by Naps et al [73], they got an overwhelming result with nearly all (97%) respondents being convinced that visualization can make a difference in helping learners better learn concepts. However, the major doubts towards visualizations were related to the time required from the teacher. Also problems with practical, consistent use of visualizations were
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observed or as the authors nicely phrase this: "even though [many computing educators] use visualizations, the visualizations are not really woven into the instructional fabric of the course."

Ben-Bassat Levy and Ben-Ari [59] conducted a phenomenographical study on teachers’ attitudes towards the Jeliot PV tool. Their outcome space (i.e. the result of a phenomenography) has four different categories:

- dissonant (interesting tool but reluctance to use it)
- rejection (not found useful)
- by-the-book (possibly useful tool, but may not suitable for teacher’s case)
- internalization (useful tool).

Ben-Bassat Levy and Ben-Ari [59] state that the negative categories of their outcome space could be the result of two matters: First, tool has not been properly integrated into the curriculum through other learning materials. Second, centrality: The teachers might feel the tool is threatening their position in the course in some way, e.g. "I'm an experienced teacher and do not need such a tool to help me in teaching".

In a recent study by Isohanni and Järvinen [34] conducted a survey for that was answered by 255 programming teachers from 33 countries to find out how much visualizations are used, how they are being used, and what are possible reasons for not using them. Nearly half of the courses did not use visualizations at all and regular use of visualizations was found to even more rare, only around 20 per cent of programming courses utilize SV regularly. Also, on contrary to the recommendations they are mostly used by only the teacher and not by the students. The main reason for using visualizations in the survey was that they found the tools educationally effective. Other reasons for using mention the easy-of-use and the possibility to create own visualization examples with the tools. The main reason for not using visualizations was that teachers preferred using their own visualizations, e.g. drawing pictures on the black board. Also for more advanced courses, the teachers did not necessarily believe in the educational effectiveness of visualizations or that there would have been visualizations available for their topic.

2.5 Summary

To summarize the existing research presented in the above sections, we can conclude the following about visualization systems in programming education:

- Visualization systems in educational usage are usually divided into Algorithm Visualizations and Program Visualizations [79]. Even though focusing on different abstraction levels, they share the same purpose and mainly focus on
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same larger issues: enhancing the cognitive process of the student when learning programming and facilitating the course infrastructure.

- There are a lot of existing tools and individual visualizations available, but a common centralized organization is missing and the quality of the existing examples varies a lot [33, 86, 87].

- Looking at the situation over time, these tools have, however, become more advanced, emphasizing better engaging and developers of these tools have taken the findings of previous research into account. Also, a lot of international collaboration between academics exist in the field, trying to make it more coherent. [87]

- There are a lot of studies where visualizations have improved the learning outcome of students, but also studies where no significant difference has been observed [33]. Nevertheless the use of visualizations has at least contributed positively on student motivation and time spent on studying [55]. Visualizations also improve students vocabulary and terminology on the subject, and especially when used collaboratively, they engage students into discussions of better quality [60].

- It is important that the visualization tool is well-designed so that it does not distract the student but provides relevant information, guiding animations, sufficient textual cues and especially engages the student [74, 43]

- Teachers' attitudes towards visualization systems vary from very positive to not even knowing about them. As knowledge and experience from using them increases their attitudes become more positive. [34, 59]

- Visualizations work better when they are used consistently during the course, not only over time but also over various means of teaching and learning [51, 42, 60, 59]

Clearly, one of the key factors for successfully using visualization systems is in the proper integration of the system to the whole learning process. It is important how and when the students use the tool and how they engage with the tool. The next chapter will discuss the importance of engagement in visualization examples so that they can enhance deeper cognitive development and thus helping in efficient integration to programming courses.

---

10This is of course tautologically implied to only the tools that have own research around themselves. Of course, there can be an army of non-researched tools completely developed in a void of their own, disregarding everything ever written about good SV tool design.
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As discovered in the existing research introduced in Chapter 2, successful adaptation of visualizations into a course requires proper integration to the flow of the whole course. Besides integrating to materials and different learning situations it also means integration to different stages of learning. Instead of just introducing new concepts, visualizations can also be used to deepen the understanding of a subject when engaged more with the visualizations. This chapter introduces two different learning taxonomies that give us tools to talk about deeper learning: the Engagement Taxonomy and Bloom’s Taxonomy of Cognitive Development.

3.1 Engagement Taxonomy

We will start with an introduction to the Engagement Taxonomy that is a taxonomy specifically describing the level of engagement of a visualization system in relation to its pedagogical effectiveness.

Hundhausen et al. [32] discovered an important relation between learning and student engagement when using a visualization system. In their study, the students were supposed to use an Algorithm Visualization system to construct and present their own visualizations. The assessment of effectiveness was based on Social Constructivism and instead of controlled experiment through learning outcomes ethno- graphic field study consisting of multiple field techniques was conducted. The study showed that the AV software was actually distracting the students from concentrating on the relevant activities as, in this case, their focus shifted away from learning the algorithm towards learning how to program graphics. However, when the students were creating the algorithms using low-tech art crafts in a "storyboard" way for presenting and teaching the subject to others, the students got more participated into the course and their presentations stimulated more relevant discussions about algorithm concepts. This indicated that student engagement has an important role on the effectiveness of visualizations: Instead of being a knowledge conveyor the AV technology became a conversation mediator contributing positively on the learning experience.

An ITiCSE Working Group in 2002, led by Tom Naps and Guido Rössling, conducted a large study on the use of visualizations amongst CS educators. In their
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Table 3.1: Levels of the Engagement Taxonomy [73].

<table>
<thead>
<tr>
<th>Form of engagement</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. No viewing</td>
<td>There is no visualization.</td>
</tr>
<tr>
<td>2. Viewing</td>
<td>Basic requisite - there is a visualization to view, at least. Either passively (e.g. just watch a video in a classroom) or actively (have controls to the visualization).</td>
</tr>
<tr>
<td>3. Responding</td>
<td>Student is required to answer questions concerning the execution of the visualization, e.g. &quot;What will be happen next in the visualization?&quot;, &quot;Is the algorithm free of bugs?&quot;</td>
</tr>
<tr>
<td>4. Changing</td>
<td>Modifying the visualizations. Student can change the input data set of the algorithm.</td>
</tr>
<tr>
<td>5. Constructing</td>
<td>Students construct their own visualizations of the algorithms.</td>
</tr>
<tr>
<td>6. Presenting</td>
<td>Presenting a visualization to an audience for feedback and discussion. These may or may not be created by the students themselves.</td>
</tr>
</tbody>
</table>

By the survey responses and literature studies the working group states that "such [visualization] technology, no matter how well it is designed, is of little educational value unless it engages learners in an active learning activity." As a result they suggest a new taxonomy of learner engagement, called the Engagement Taxonomy (ET), presented here in Table 3.1.

In a way the taxonomy is hierarchical, with levels building on top of each others, but not necessarily requiring that. The levels can also be achieved individually, with the exception that Viewing is a a requisite for the last four levels.

As the Engagement Taxonomy is originally designed for Algorithm Visualizations it is well adapted and spread by AV tool designers, for instance, [44]. The same underlying principles around ET can and have well been applied into program visualizations as well. Here we present some of the follow-up work around visualizations systems, based on ET.

A system called JHAVÉ [72], developed by Tom Naps, is not so much an AV system of its own but an environment to support existing AV systems by improving engagement in their usage as suggested by the Engagement Taxonomy. Existing AV engines can be plugged into it and JHAVÉ provides for instance controls for interacting with the animation engine, additional information and pseudo-code windows (containing HTML), input generators and "stop-and-think" questions that facilitate the responding category of ET. The slightly unorthodox experiment about starting programming with visualization aids, described in publication (iv) of this thesis has been implemented using the JHAVÉ environment.
Myller et al. [71] used visualization tools in collaborative learning and analysed visualization tools from that perspective. An empirical study showed ET to correlate with the learning outcomes also in collaborative use. The collaborative use of visualizations together with engaging visualizations has also been found efficient by Rajala et al. [80] and Korhonen et al. [48] as collaboration and discussion increase when the level of engagement increases. Also, the higher the level the engagement, the higher level of abstraction in the discussions: making the students grasp larger mental models instead of implementational details.

In a later study by Myller et al. [70] Engagement Taxonomy was extended into **Extended Engagement Taxonomy** to better explain use of visualizations also in collaborative learning. The new levels of the taxonomy, in addition to the ones in Table 3.1) are: Controlled viewing (viewing with controls), Entering input (for the program to be visualized), Modifying (the visualization input or program code before viewing) and Reviewing (for suggestions and comments, on the visualization, the program or algorithm itself).

In his doctoral thesis Juha Sorva [89] integrates the aspect of engagement from Engagement Taxonomy to the dimension of content creation, or content ownership, within the taxonomy in a new taxonomy he calls 2DET, a two-dimensional engagement taxonomy. He states that the level constructing in the original Engagement Taxonomy is crowded and the order of the levels is not clear as it depends on the content that is been engaged by the student. He admits that Extended Engagement Taxonomy provides help but finds it better distinguishing between the two separate dimensions: **direct engagement** and **content ownership**. Direct engagement is concerned with the engagement the learner has with the visualization itself (very much like ET) and content ownership is concerned with an indirect form of engagement coming from the content of the visualization (given content, own cases, modified content and own content). The taxonomy is presented in Figure 3.1.

![Figure 3.1: The two-dimensional engagement taxonomy, 2DET, by Sorva, taken from [89].](image-url)
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Altogether Engagement Taxonomy (and its extended form) have provided a great basis for the use of visualization tools to be better understood and the tools to be developed further, supporting higher levels of engagement.

3.2 Bloom’s Taxonomy of Cognitive Development in CS Education

To get a tool for discussing levels of cognitive development, we will look closer into the Bloom’s Taxonomy of Cognitive Development. It is a general taxonomy of cognitive skills, developed in the 1950’s by Benjamin Bloom et al. [18]. It describes the levels of cognitive development when learning a subject. This taxonomy of cognitive domain is often referred just as the Bloom’s taxonomy and has been rather widely used in Computer Science Education Research as a tool to discuss on different levels of learning, as a measurement of the depth of understanding.


So, for instance in a basic programming course where loop structures are studied, the student having reached only the level 2, Comprehension, would understand that there are different loop structures (for, while, do-while) but would still struggle when writing a code using those. A student in level 3, Application, would be able to write a functioning loop structure when instructed to do so. Another student, having reached level 4, Analysis, would be already able to debug a falsely working loop-structure. In level 5, Synthesis, a student would be capable of constructing larger solutions to new problems on his own where loop structures would be used as a tool for the solution, and on level 6, he would be able to evaluate and compare the suitability and applicable use of loop structures in existing larger solutions.

Traditionally the levels are approached linearly, but the correct order and the possibility of having some of the levels laid out parallel without dependencies to all previous levels has also been discussed [38, 21]. A re-evaluation of the original taxonomy by Anderson et al. [7] even discussed whether the three top-most levels (Analysis, Synthesis and Evaluation) could be slightly parallel, and at least the last two levels would change order. The same revision also renamed the categories with verbs (Remember, Understand, Apply, Analyze, Evaluate, Create). The revised version also adds a second dimension to the taxonomy, describing the type of knowledge elements: A. Factual knowledge, B. Conceptual knowledge, C. Procedural knowledge, and D. Metacognitive knowledge. The original and the revised taxonomies are shown in Figure 3.2.
SOLO Taxonomy (Structure of the Observed Learning Outcome) [17, Chapter 5] is a learning taxonomy that makes no reference to the cognitive level of the learner but focuses on the content of learner’s response to what is being assessed. It examines the responses structural relationships within the content. Hierarchical levels of the SOLO taxonomy are 1) Prestructural (answer is not related to topic at all), 2) Unistructural (simple meaning, naming, focusing on one issue of a larger task), 3) Multistructural (disorganised collection of items), 4) Relational (understanding, using a concept that integrates the data and how to apply the concept into a familiar problem), and 5) Extended abstract (relating to existing principle so that new problems can be solved).

SOLO taxonomy is a generic learning taxonomy but for instance Lister et al. [63] have applied it into teaching programming, to novice programmers’ test answers by relating SOLO to code reading problems. They state that besides focusing teacher assessment on the first three levels of SOLO (prestructural, unistructural and multistructural), the teachers also need to test students’ abilities in providing relational answers—being able "to see the forest, not just the trees".

Meerbaum-Salant et al. [68] conducted a study around visual programming and wanted to have a unified, strictly hierarchical taxonomy suitable for programming tasks that would scale also for smaller programming tasks that are often used in teaching. They combined Bloom’s taxonomy and SOLO taxonomy into a new taxonomy so that their taxonomy contains three super-categories defined by SOLO (unistructural, multistructural and relational) and each of these contain
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sub-categories defined by Bloom’s (understanding, applying and creating). The combined taxonomy is shown in Figure 3.3. Highest level in the taxonomy would be relational creating, and lowest level unistructural understanding.

<table>
<thead>
<tr>
<th>Unistructural</th>
<th>Multistructural</th>
<th>Relational</th>
</tr>
</thead>
<tbody>
<tr>
<td>Understand</td>
<td>Understand</td>
<td>Understand</td>
</tr>
<tr>
<td>Apply</td>
<td>Apply</td>
<td>Apply</td>
</tr>
<tr>
<td>Create</td>
<td>Create</td>
<td>Create</td>
</tr>
</tbody>
</table>

Figure 3.3: A combination of Bloom’s taxonomy and SOLO taxonomy, presented by Meerbaum-Salant et al. [68].

Bloom’s taxonomy and its different revisions have been used all around CS curricula, e.g., for designing learning objectives for a course and a way to assess students. More detailed description of the use cases, especially within the CS curricula are discussed in detail in the publication (i) of thesis.

Despite being widely adopted, the use of a learning taxonomy is not problematic. Different teachers understand the level of abstraction of the taxonomy differently. Some teachers apply the hierarchy to individual topics as for others the hierarchy represents progress through the subject as a whole, for example in a degree programme [38]. Individual teachers also have different opinions in how to place individual programming skills into the taxonomy [38]. Lister and Leaney [62] also state that based on the size of the assignment, a code writing task, for instance, can belong to various levels of Bloom’s taxonomy.

Lahtinen [52] studied the correspondence of Bloom’s taxonomy to programming students’ skills by separately testing different levels of the taxonomy. In her study, she formulated a test for a programming course of 254 students that would hold questions ideally measuring a certain Bloom’s taxonomy level of one topic. The study presents a statistical cluster analysis on how students had reached different cognitive levels of an individual subject. As a conclusion, she found out that the students’ cognitive skills were not in all cases following the linear hierarchy of Bloom’s. Instead, she found new kinds of student categories, each with a skill-set of their own like theoretical, practical or memorizing students. For instance the theoretical students had obtained high theoretical understanding of the subject but were incapable of producing their own code or applying their information to relevant practical problems where as practical students were able to write program code without the ability to analyse or evaluate even their own program code.

Partly based on this finding, publication (i) of this thesis presents a revised Bloom’s taxonomy to better match Computer Science Education, now splitting it into a two-dimensional matrix by separating practical and theoretical skills in dif-
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ferent axes. Both publications (i) and (ii) of this thesis discuss the application of Bloom’s taxonomy into the usage of visualization systems to support deeper levels of cognitive development through improved engagement. This does not only introduce direct benefit of learning by the tool but also facilitates the consistent integration of visualization systems into the course setup which then itself improves the effectiveness of visualizations [55].

3.3 Summary

Learning taxonomies can be used as a tool for a teacher to define assessment strategies, examples and assignments that support deeper levels of cognitive development. Publication (i) of this thesis discusses the suitability and applications of different learning taxonomies to Computer Science Education in general and suggests a two-dimensional adaptation of Bloom’s taxonomy to better explain the speciality of learning programming: reading and writing code are two separate skills that do not necessarily require each other.

In the case of visualization examples, examples that support deeper cognitive development require enhanced engagement as suggested by the Engagement Taxonomy and the adapted Bloom’s taxonomy presented in publication (ii) of this thesis. Usage of these more engaging visualization examples does not only emphasize deeper learning but also allows better integration to the structure of the course as visualizations can be a continuous part of the learning materials. Publication (iii) describes a practical example and empirical findings of such an approach and publication (iv) presents an example of integrating engaging visualizations to a course even without having taught any programming yet.
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4. TOOLS-ASSISTED ASSESSMENT IN PROGRAMMING COURSES

A big part of organizing successful programming courses is a successful assessment strategy. As learning programming requires *doing* programming, the teacher needs to have the students create enough of their own programs, assess and provide feedback of them but also maintain realistic workload for himself. In this chapter we will look into how all this can be facilitated by different tools.

We will first start by looking into the assessment of programming courses in general and continue with an overview to computer-assisted assessment tools that can help by assessing student programs automatically. Then we will look into a semi-automated assessment process for programming courses which combines both automatic and manual parts. Finally, we will end with an introduction to rubric-based assessment tools that then facilitate the manual assessment part.

4.1 Assessment and Programming

We will begin by looking into defining the different aspects and functions of assessment, especially in the context of assessing programming assignments. On one hand, the assessed items of a programming course, the programs, are very outcome-based: the program works or does not work as specified (functionality). On the other hand, the process of designing, developing, testing and debugging, and the best practices for doing so, are important to be part of the assessment as well.

According to Gibbs [29] assessment has six main functions:

1. Capturing student time and attention.
2. Generating appropriate student learning activity.
3. Providing timely feedback which students pay attention to.
4. Helping students to internalize the discipline’s standards and notions of quality.
5. Marking: generating marks or grades which distinguish between students or which enable pass/fail decisions to be made.
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6. Quality assurance: providing evidence for others outside the course (such as external examiners) to enable them to judge the appropriateness of standards on the course.

Functions 3 and 4 are forms of **formative assessment** which is used to determine whether a learner has reached sufficient level of knowledge on a subject before the chance to learn the subject has passed. Based on formative feedback, the student can then guide his focus and efforts towards the final learning goals of the course. It is important not only for the student to know his level and what is expected of him, but also for the teacher to recognize possible misconceptions and adjust the teaching to address them [4].

Functions 5 and 6 are then forms of **summative assessment** which is carried out to determine the level of the work or knowledge to be able to define a grade, usually taking place at the end of a module or a whole course [4]. These functions are more expensive to perform but take only take place less frequent than formative assessment [29].

Sometimes final grades can be given based on a norm-referenced grading scheme, based on a statistical distribution. Lister and Leaney [61] state that this does not guarantee objective assessment in relation to course objectives. Especially in programming courses where adjacent courses are strongly based on the knowledge achieved in the previous courses. The weaker students can pass without actually being guaranteed to have sufficient competency and the best students are not challenged enough. As a solution, Lister and Leaney suggest that a criterion-based grading scheme works much better for programming courses than a traditional norm-referenced scheme. In pure criteria-referencing, explicit clear criteria for each grade are communicated to students so they can select prioritize and focus their efforts: For lower grades, the students are required to complete tasks that require them to demonstrate only lower levels of cognition (ability to read and understand programs) where as stronger students, aiming for best grades are challenged with open-ended tasks requiring synthesis and evaluation skills [62].

Having clear and transparent grading criteria is related to functions 1 and 2 in the above-mentioned list. These functions should be supported by both formative and summative assessment. Gibbs [29] found out that students spend very little of their time outside class for learning tasks that are not assessed and on the other hand took continuous formative (and inexpensive to organize) assessment as a clear learning situation. Gibbs states that, "If it's going to have a profound influence on what, how and how long students study then it might as well be designed to have educationally sound and positive influences rather than leaving the consequences to chance." One way for effectively increasing the amount of formative assessment for the students is to utilize peer assessment or self-assessment [4].
Proper assessment of computer programs consists of the actual application but also on its design and the process for creation the application. Assessing the actual application is very outcome-based: Does the application do what it is supposed to do? Is it functionally correct, and, if applicable, does it perform its function in given time and resource constraints. The latter criteria are usually paid more attention in more advanced courses, for instance with algorithms.

Assessing program design is something that can be approached in different levels based on the focus of the course but especially on the used programming paradigm. In an object-oriented programming course, proper design of objects and their interaction is usually one of the main assessment criteria whereas in an introductory programming course teaching imperative programming structures the syntactical and semantical implementation details and program-structure in smaller granularity are weighted more.

Especially in the introductory programming courses, it is necessary to pay attention to the programming process as well. Besides programming concepts, the students are taught good programming processes and best practices. This contains topics like "design before implementing", "proper testing, and planning of tests" and "debugging strategies". Even though the process could be documented by the students and the document then assessed, this would not probably lead into objective assessment of the real process, or thus guiding the students to implement a proper process either. This can be guided and assessed by requiring the students to return design documents before the implementation phase, making them design and submit their own tests for the program [25] and making the whole process incremental with multiple return phases [1].

Another important aspect in assessing student-submitted programs is sufficient and personalized feedback. The same result, a properly-functioning program, can be reached in various different ways—some of them better than the others. In order to best guide the student forward, the teacher needs to study his program code and write personalized feedback that resembles that solution that the student has taken. This naturally takes a lot of time and effort.

In all, we can summarize the following about assessment and programming courses:

- Assessment, divided into formative and summative, serves multiple functions and will guide the learning activities and time allocation of the student.

- Sufficient amount of formative assessment is useful to guide the students and the instructor and relatively cheap to organize, for instance using self-assessment or peer-review.
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- Assessment of computer programs requires looking into multiple aspects: functionality, program design and the whole development process.
- As same functional program can be reached by different ways the assessment is personal and unique to some extend and good feedback is then personalized to match the choices the student made.

4.2 Computer-Assisted Assessment

Testing the functionality or other features of a computer program using another computer program is a very natural thing to do and thus not a very new idea: Automated testing tools have existed all-along in professional usage of software industry for various testing, validation, and verification purposes. As assessment (a form of verification) is a vital part of programming education, it is natural that there are systems available for computer-assisted assessment (CAA) in education as well. In this section, we will look into how the usage of CAA systems can facilitate the work of a teacher and enhance the learning experience of the student in a programming course.

The most common purpose for a CAA system is to check the correct functionality of student program [22], but there are multiple parts that can be assessed automatically by a CAA system. Ala-Mutka [6] provides a wide survey of CAA-systems in use before 2005 and presents a division of features that can be assessed by a CAA system. The division is presented in Figure 4.1. The CAA systems can perform both dynamic assessment (run-time tests for a compiled application) and static assessment (analysing the program source code).

Ala-Mutka [6] divides Dynamic Assessment into measuring functionality (the behaviour of the application, for instance, using given test input set and comparing the result into model solution output), efficiency (measuring CPU time, dynamic profiling of efficiency, testing skills (making sure students test their own programs with their own test sets that are assessed, test coverage) and special features (e.g. language specific features like dynamic memory allocation and memory leaks). The static assessment is then divided into coding style (good programming practices, commenting, language specific features that are for instance forbidden within the course), programming errors (recognizing suspicious code fragments through static analysis, recognizing typical coding errors, code redundancy), software metrics (general measurements about the program such as complexity, lines of code, often related to coding style of good practices), design (use of certain structural choices or a given interfaced) and special features (eg. plagiarism).
Douce et al. [22] present a wide literature review on the history of CAA tools both from the perspective of evolution and from their pedagogical aspects. They divide the evolution of CAA tools into three generations:

- **First Generation — Early Assessment Systems.** Starting all the way from 1960’s automated assessment systems have existed as long as educators have asked students to build their own software. The early systems were implemented on testing punch cards. The early systems were focusing around measuring program size, execution time and comparing test results to given data sets.

- **Second Generation — Tool-Oriented Systems.** These systems were heavily based on efficient use of existing operating system tool sets that were chained either from command-line or from separate graphical user interfaces. Many of these systems are based on character-by-character or regular expression comparison of program output compared to expected output. The systems could be used directly by students locally or at least within the same UNIX environment, without remote client-server access to submit and test their applications. A lot of effort was then required to ensure that the tested student application could not execute harmful code or that the test input data was not accessible or visible for the student. Some examples of these tools are ASSYST [37], Ceilidh [16] and BOSS [39].
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- **Third Generation — Web-Oriented Systems.** The third generation of tools makes use of development in web technology providing an easier way for students to submit their applications through their web browsers, receive feedback and the teachers/administrators to manage the submission system set-up in general. The testing features themselves have evolved into more sophisticated formats. Examples of these systems include Course Marker [31] (a successor of Ceilidh, previously called Course Master), later evolutions of the the BOSS system [39], and Web-CAT [27] which also emphasizes test-driven development by letting students submit their own tests to accompany their program [25].

Carter et al. [21] conducted a wide international study for CS educators in 2003 to find out about their usage and attitudes towards CAA. In general the perception towards CAA was positive: the respondents agreed strongly that CAA reduces marking time and improves the immediacy of the feedback and to some extend agreed that CAA improves objectivity of the grading and flexibility for the student. When looking at the negative aspects, system failures, downtime, data corruption and plagiarism had widespread concern. They also found out that teachers who were inexperienced in using CAA found the systems to be too limited to measure higher-order learning outcomes and that the quality of the immediate feedback was poor. However, these negative assumptions diminished as a respondent’s experience on CAA improved.

In publication (v) of this thesis we will look closer into the more recent evolution of CAA systems and their features, providing a wide survey of CAA tools from 2005 to 2010. The work is an updated increment of the earlier survey done by Ala-Mutka [6], cited in the beginning of this section.

4.3 **Semi-Automatic Assessment**

As effective and valuable as computer-assisted assessment can be, it is not something that can be taken into use without proper integration to the course logistics and it is not ideal that CAA systems would completely obsolete the importance of human assessment, as many of the most important assessable features of a program are the most difficult to find out with only CAA [36]. As a compromise Ala-Mutka and Järvinen [5] have defined a semi-automatic process for efficient assessment of programming courses that has been adopted in the programming courses of Tampere University of Technology. The process integrates both computer-assisted assessment and manual assessment to best facilitate good grading, proper and accessible feedback in a programming course with realistically limited resources for a large amount
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The process for semi-automatic assessment is described in Figure 4.2. The student works with his program code and can directly use the Computer-Assisted Assessment system to submit his work for benchmarking. This can be purely a formative submission if an incremental assignment with multiple phases is used. Then at least for the final submission phase, the student submits his work to see if he passes a certain minimum level required by the automated tests. These tests run dynamic tests for functionality but can also contain static code analysis in the form of a style or test coverage analyser. Nevertheless, from the system, the student receives formative feedback to know how his program is working against those tests.

When the student program is ready for the final submission, for instance passing the sufficient limit for functionality, the final assessment is done manually by grader (teacher or teaching assistant). Now, already knowing the student code functions properly, and seeing the results from the CAA tests, he can focus his time on the items that were not tested automatically. These include programming style, structural design and best practices in programming, whatever the focus of the course is. During his final grading, the grader naturally writes feedback for the student and marks the final grade for the work.

Even though the semi-automatic assessment approach is usually chosen because one has to comply with limited resources, it introduces a lot of positive aspects to the grading compared to using only the CAA system or grading everything manually:
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- The student can receive immediate formative feedback from the CAA system regardless of the day and hour, without needing to burden the teaching staff.
- The grader does not need to manually test the functionality or other automatically assessable features of the application but he can focus on the deeper aspects of the student submission.
- The student work is properly assessed by a real person, providing personal feedback that will guide the student towards better programming practices, not just better-functioning applications.

What is left out from Figure 4.2 but addressed by Ala-Mutka and Järvinen [5] is that the student is naturally supported also during the programming process by not being left alone to work with computer and definitions. The process includes contact educational situations, tutor appointment hours and electronic discussion groups with a list of frequently asked questions on the web page.

4.4 Rubric-Based Assessment Tools

Semi-automatic assessment process integrates best of both worlds from computer-assisted assessment and manual assessment. Manual assessment can too be assisted using tools. This section introduces rubric-based assessment tools that facilitate the manual assessment labour, especially when multiple graders are needed and thus possible problems of objectivity and inter-grader consistency are introduced.

Introductory programming courses in Tampere University of Technology (TUT) are set-up as mass courses with up to multiple hundreds of students. As programming is best learnt by programming that means a lot of program code is being reproduced in these courses. It is easy to see that one teacher cannot properly handle the amount of student program code written in the course so that the students would get any valuable feedback from their work. Teaching Assistants (TAs), that are for instance senior or post-graduate students, can be used to make the burden easier. In introductory programming courses in TUT it is common to have over TAs assessing the student programs of one course.

When multiple graders are used for assessment objectivity and inter-grader consistency might become issues. The teacher needs to make sure each grade is given in a consistent way regardless of which of the graders has given the mark, so that for the student it is irrelevant who of the TAs will end up marking his work. Also, the graders need to be objective and follow the grading scheme defined by the teacher consistently. The grader must not be biased on who is the (possible fellow junior) student. Also, if the student has done really overwhelmingly lousy job on one part of the work but the rest of the work is decent, he is still entitled to the points of the other parts he deserves based on the objective grading scheme.
According to Habeshaw et al. [30], the only definite way to grade objectively is by using only objective tests like multiple-choice questions. This is not suitable in courses where a major part of the learning is based on the student programming by himself and the assessable item is the program written by the student. As a suggestion, Habeshaw et al. state that in order to ensure consistency among graders, the graders need to be properly trained for the job and are required to use marking schemes to direct their attention to the appropriate things in a student’s work. A solution for grading programs, Becker [12] suggest creating relatively detailed rubrics that outline what students must do to meet and exceed the requirements.

A **rubric** is a two-dimensional grid where each row describes one part of the assessment, an element of the program, problem or solution, and each column relates to a level of achievement [12]. The idea is to slice down the assessment of a large program into small enough pieces that can be graded by anyone (with sufficient training) completely objectively by just deciding what requirements (column) the submission meets in the selected row (criterion).

An example part of a rubric, displaying for instance how "Programming Style" could be split into smaller pieces, is shown in Figure 4.3. The grader goes through each row, that matches an individual feature to be looked and selects the column with the criterion that the student’s program code meets. The final grade is then formulated based on the points gathered from each of the row. The grade can be just a range of the cumulative points gathered from the rows or a differently weighted calculation of the different parts. For instance in a situation where it has been decided (and maybe even communicated to the students) that "Programming Style" forms 30 per cent of the final grade.

The rubrics can be used in a traditional paper format or using a computer-based grading rubric. Paper format rubrics are not helping the grader to write the feedback. Even though marking would be easy, the grader would still need to create
the feedback manually to the student. This is something that computer-assisted rubrics can facilitate easily. When marking one of the rows of the rubric, the tool can generate a corresponding feedback phrase that can then be customized quickly to match the exact issue the grader wants to point out. This is a feature we call **semi-automatic phrasing**.

Anglin et al [8] conducted an empirical study about the efficiency and effectiveness of using computer-based rubrics compared to other grading methods. Results suggested that using computer-assisted rubrics were almost 200 % faster than traditional hand-writing without rubrics, more than 300 % faster than traditional hand-writing with rubrics, and nearly 350 % faster than typing the feedback manually into a Learning Management System. Manual rubrics were slower than manual assessment without rubrics mostly because it took time to create the rubric, so reusing the rubric would fade out that difference. The effectiveness of the feedback (how students felt about the quality of the feedback) did not hinder from the use of a computer-assisted rubric tool. Similar positive findings about student satisfaction towards feedback and decreased time used for grading were also found by Atkinson and Lim [9] in their empirical experiment, where they used rubrics that were integrated into their learning management system 1.

Edmison et al [24] raise the importance of contextualized feedback in conjunction with rubrics-based tools. They state that even though many of the computer-assisted rubric tools increase consistency, objectivity and help in generating customized feedback, the feedback is taken out of context from the original student submission. Especially in some cases, it would be important for the marker to be able to add comments directly to the context. They present an extension plugin for Moodle that allows creating rubrics but also creating contextual feedback.

Publications (vi) and (vii) of this thesis present the idea and benefits of using a computer-assisted rubric tool. The publications present empirical studies around the effectiveness of the tool's usage on programming assignment looking into objectivity, consistency, time usage and time distribution of teaching assistants along with the quality of the feedback written using **semi-automated phrasing**. The example tool that was used is called ALOHA [3], which was used in Tampere University of Technology from 2005 to 2009. Later, a successor tool called Rubyric [10] was developed based on the findings of these above-mentioned articles.

### 4.5 Summary

Assessment is a versatile and important part of the learning process both for the student and for the teacher. Assessing computer programs has its own twists as

---

1They used BlackBoard 9.1 with Blackboard Rubrics, see http://www.blackboard.com
there are a lot of features, both dynamic and static that need to be taken into account. On the other hand, the programming courses in general are organized as mass courses with limited human resources. Luckily, big part of assessment can be facilitated by automating parts of the assessment.

Using computer-assisted tools in the assessment of computer programs have become a natural part of programming courses and such tools have existed in research also for the past 50 years. There are plenty of tools available for the teacher to select the most suitable one for his approach and course setup. A common open format for assignments has been suggested by Edwards et al. [26] but in general the CAA tools are very independent of each other.

Even though many things can be automatically assessed by a CAA system, it is important to manually assess the student programs as well. Semi-automatic assessment provides a good model for taking the best of both worlds. Especially when using multiple graders for the manual assessment, grading rubrics and rubric-based tools provide a valuable asset for the teacher to retain the grading objective, consistent and provide feedback of good quality.
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5. SUMMARY OF THE INCLUDED PUBLICATIONS

In this chapter, each of the publication is shortly introduced and summarized to form the big picture of the whole study. The next chapter then compares the results to the research questions of the thesis.

Publication (i) presents a review on different learning taxonomies that are used within Computer Science Education and a new adaptation of Bloom’s taxonomy to better fit Computer Science Education.

Publications (ii), (iii) and (iv) discuss the different ways of using Program Visualizations (PV) on a programming course. Publication (ii) provides a more theoretical approach whereas (iii) and (iv) introduce practical applications and evaluation on the used approaches.

The rest of the publications, (v), (vi) and (vii) focus on the process of using semi-automatic assessment in programming courses. Publication (v) provides a literature review on the set of existing automatic-assessment tools. Publications (vi) and (vii) then introduce and evaluate rubric-based assessment tools.

Publication (i), *Developing a Computer Science-Specific Learning Taxonomy*, presents a literature review of learning taxonomies especially from their adaptivity to Computer Science Education. Additionally, a CS-specific adaptation of Bloom’s Taxonomy of Cognitive Domain is introduced. As the author of this thesis was part of the group that developed that adaptation, we will focus on Bloom’s taxonomy and the new adaptation.

Bloom’s Taxonomy of Cognitive Domain is explained in more detail in section 3.2 of this thesis. The traditional taxonomy by Bloom et al. [18] and its later adaptation [7] place the six levels of cognitive development mainly in a hierarchy depending on each other. Publication (ii) presents a categorization of visualization examples built to correspond the different levels of Bloom’s taxonomy.

What has been discovered when adapting Bloom’s taxonomy into practical use in teaching programming, for instance by Lahtinen [32], is that reading, or interpreting, and writing, or producing program code are two separate skills and not necessarily dependant on each other. Based on these findings, the CS-specific adaptation of Bloom’s taxonomy, namely the Matrix Taxonomy, splits the levels of Bloom’s into
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Figure 5.1: A graphical presentation of the two-dimensional, CS-specific adaptation of Bloom’s taxonomy, the Matrix Taxonomy, taken from publication (i).

Two dimensions, separating theoretical skills (reading) from practical skills (writing). The result is graphically presented in Figure 5.1.

The idea of the two-dimensional Matrix Taxonomy is that it can now be used to describe not only levels of student’s knowledge on a certain subject but also the paths, or learning strategies, the different students take when learning programming. Using the student groups found in the cluster analysis of students’ programming skills by Lahtinen [52], we can for instance identify that Theoretical students have attained only levels Understand and Analyse without being able to Apply their knowledge on a simple problem themselves. Figure 5.2 shows some of these wrong learning paths students sometimes take.

The contribution of this new adapted taxonomy is to provide tools and vocabulary to better describe and communicate the levels of knowledge the students acquire and teachers to be able to pursue them towards the top-right cell, Create/Evaluate,
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which could also be recognized as the level Higher Application of the Bloom’s revision defined by Johnson and Fuller [38]. One example of later practical usage for the Matrix Taxonomy is a defined process for setting up a programming course on embedded programming where students are guided to take the correct learning paths, defined by Vanhatupa et al. [95]

Another suggestion of the publication is that as abstraction is an important skill applied all around programming, the more advanced programming skills also build on top of the previous skills. This means that these learning taxonomies can be applied iteratively going from abstraction layer to another. Similarly, it implies that if a student has not reached sufficient knowledge on a basic skill, or has misconceptions around it, it will certainly cause problems when more abstract, higher-level topics are taught. Fixing the situation might require returning into the previous topics. Teachers can use these taxonomies as a tool to make sure their learning goals are sufficient, the goals are communicated sufficiently, example materials reflect and enhance deeper levels of knowledge and that the teachers are assessing the right matters. As discussed in Chapter 4, assessment directly guides students’ focus and eventually their learning.

Publication (i) has received quite a lot of attention in the past years within the research field. According to Google Scholar [85] statistics, the publication has been cited 100 times during 2007–2014.

Publication (ii), Visualizations to Support Programming on Different Levels of Cognitive Development, introduces a categorization of program visualization examples based on the Bloom’s Taxonomy of Cognitive Domain. The starting point for the research was the urge to expand the use of program visualizations in introductory programming courses. Mostly program visualization examples were used with no or only minor possibilities for student interaction—as sort of click-and-watch examples. There is nothing wrong with these kind of examples, they are a very effortless way for a teacher to present a new topic or for a student to self-study, e.g., a missed lecture.

As has been concluded in the publication, without interaction these click-and-watch visualization examples only support shallow learning, the first levels of Bloom’s taxonomy. Thus, they have been placed on category illustrative visualizations. This also limits the possibilities of using those examples effectively throughout the whole course. If the visualization tool can be used all-around the course and not just here and there when a new topic is introduced, the students adopt the tool better and find it more beneficial [51].
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Table 5.1: Program visualization examples categories to correspond Bloom’s taxonomy.

<table>
<thead>
<tr>
<th>Bloom’s taxonomy level</th>
<th>Visualization category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Knowledge</td>
<td>-</td>
</tr>
<tr>
<td>2. Comprehension</td>
<td>Illustrative visualizations</td>
</tr>
<tr>
<td>3. Application</td>
<td>Utilizing visualizations</td>
</tr>
<tr>
<td>4. Analysis</td>
<td>Problem-solving visualizations</td>
</tr>
<tr>
<td>5. Synthesis</td>
<td>Productive visualizations</td>
</tr>
<tr>
<td>6. Evaluation</td>
<td>Discerning visualizations</td>
</tr>
</tbody>
</table>

To support deeper learning and thus reach more use cases in a programming course the examples need to address other levels of Bloom’s taxonomy with more engagement. For this, Naps et al [73] explored sample tasks and assignments for algorithm visualizations. Publication (ii) introduces new categories for program visualization examples, presented here in Table 5.1.

Briefly the idea behind the categories is that, for example, a student, who is studying loop structures would be able to practice creating simple loop structures with an utilizing visualization thus reaching level 3, Application, in Bloom’s taxonomy. With successfully practising with problem-solving visualizations student could progress to level 4, Analysis. This could be in practice done for instance with a debugging visualization, a subcategory of problem-solving visualization, where the student needs to analyse and fix a broken loop structure.

To assure all the different new visualization categories are actually achievable, the publication presents practical ideas on how to build these visualizations on each level. At the time of the publication the PV tools did not really support the new categories so the publication concentrates on the ideal level, providing more theoretical input for the people responsible for creating the PV tools. This was done later for instance with the VIP tool [54].

According to Google Scholar [85] statistics, publication (ii) has been cited 13 times during 2005 and 2014.

Publication (iii), Visualizations in Preparing for Programming Exercise Sessions, is a rather direct continuum for publication (ii). It concentrates on two matters:

1. How to support integration of program visualizations into an introductory programming course through exercise sessions?

2. Evaluation of the effectiveness of such approach.

The publication presents a research experiment that took place on an introductory (CS1 level) programming course in Tampere University of Technology. As in earlier
years of the course, the students had *illustrative visualizations* for their use in the course web pages. These they could use for self-studying a topic and these were also occasionally presented in the lectures. However, these were used by only a handful of students throughout the whole course, and they acted more as an extra material for the most active students.

Besides lectures, the course contained weekly exercise sessions. For these the students were required to review the lectures notes of the topic and implement a very small homework assignment with pen and paper which they were to return for the teaching assistant in the beginning of the session.

This year, we introduced a visualization-based alternative. Few student groups got to try (or actually, were forced to try) the preparation for the exercises with the VIP visualization tool [97]. The students had *illustrative visualizations* for reviewing the lecture notes and then an *utilizing visualization* and a *problem-solving visualization* for the homework assignment. So, the students had visualization tool support also for deeper levels of the Bloom’s taxonomy with engagement involved.

![Figure 5.3: Organization of the experiment in publication (iii).](image)

For evaluating the effectiveness of our approach we used a target group (using visualizations) and a reference group (traditional approach with pen and paper). We evaluated two measures: effects on *learning results* (how well were they prepared for the topic) and effects on *studying behaviour* (how did they prepare).

To study the learning effect we had a small test in the beginning of the exercise sessions of which the students did not know beforehand. For the studying behaviour we conducted a survey, mostly concentrating on how much the students spent time for the preparation. The target group also had an extra survey about the use of visualizations. The whole organization of the experiment is presented in Figure 5.3. The experiment was done twice, in adjacent weeks.

The study showed that visualizations were statistically improving the students’ learning outcomes if the student was new to the topic or having difficulties in the course. This background information was collected in the survey. If we compare all
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students in the groups, the difference is not statistically relevant, but the students who already know the topic are not really the target audience for this approach.

Another positive outcome of the study rose from the survey: Visualizations had a huge impact on the studying behaviour of the students. The target group used much more time on the preparation.

With the two results combined (better learning outcomes, more time spent on preparation) one can clearly conclude that the approach was well beneficial. However, it can not be concluded that "Students did learn better when using visualizations because they would be pedagogically more efficient" as the students did spend more time on preparation.

What can be concluded on the basis of the study is that "Students did learn better when using visualizations, either because of the effectiveness of visualizations or because the students just spent more time studying with them." Both of the reasons were supported by the open answers in the visualization survey—students enjoyed using the tool but also felt they could understand the topic better with the tool.

According to Google Scholar [85] statistics, publication (iii) has been cited 11 times during 2007–2014.

Publication (iv), Kick-Start Activation to Novice Programmers - A Visualization-Based Approach, introduces an experiment where a visualization tool was used in the very first lecture of the first introductory programming course, to present what is programming. The publication itself is not only on visualizations but on activating novice programmers with their misconceptions. From the viewpoint of this thesis, the publication presents a novel way of using engaging visualizations.

The publication presents an approach, a different way to start an introductory programming course named a kick-start activation. In this approach the deep structure of programming is presented with visualizing algorithms in flow-charts and pseudo-code before the surface structure is at all touched upon. The idea is to directly "throw the students to the deep end" with the assistance of a visualization tool.

In this study, it was impossible to use a traditional program visualization tool as these work on program code level and now the students knew nothing about any existing program code. Algorithm animations, on the other hand, quite often work without any existing program code as algorithms are expressed for instance with pseudo-code. So, an algorithm animation tool called JHAVE [72] was then taken into use and modified so that it would animate the example kick-start algorithm (hyphenating Finnish words). The algorithm itself was presented with a pseudo-code and a flow-chart. The visualization was then used in the lectures and the
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students had the possibility for accessing it during/after the lecture.

As the visualization example resembled more of an algorithm animation than a program visualization, the Engagement Taxonomy (see section 3.1) could have been applied for improving the example. The example was controllable by the students which makes the example reach level Change of the Engagement Taxonomy. To attain the level Response also, the flow of the program was interrupted with pop-up questions querying about the next behaviour of the algorithm.

A small evaluation was performed with a quantitative survey after the lecture where it was used. In general, the students found the visualization based approach useful and somewhat interesting. The most important positive finding was that especially the students who had no previous programming experience found the approach useful for learning.

According to Google Scholar [85] statistics, publication (iv) has been cited 7 times during 2009–2014.

**Publication (v), Review of Recent Systems for Automatic Assessment of Programming Assignments**, is a survey and a systematic literature review of the recent (2005–2010) development of computer-assisted assessment (CAA) tools for programming exercises. Idea of the publication was to update the previous large study done in 2005, *A Survey of Automated Assessment Approaches for Programming Assignments* by Kirsti Ala-Mutka [6].

Even though some literature reviews had been conducted since Ala-Mutka's study a systematic collection of trends and improvements in the rapidly evolving area of CAA tools was not done. For that gap, publication (iv) addresses the following research questions:

1. What are the features of CAA systems reported in the literature during 2005–2010?

2. What future directions are indicated?

To answer the questions, a large amount of publications about CAA of programming assignments were collected and studied from ACM Digital Library and IEEE Xplore. These publications were then read and categorized in order to get two results:

- A categorization of different major features that CAA tools support.

- List of those CAA tools (that have been lately introduced for academia).\(^1\)

\(^1\)Old and the most known tools were not focused here as the research was a continuum study.
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Table 5.2: Major features where CAA tools differentiate from each other, described in publication (v).

<table>
<thead>
<tr>
<th>Feature category</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variety of programming languages</td>
<td>One language (Java, C++/C, etc.) vs. language independency</td>
</tr>
<tr>
<td>Integration to an existing LMS</td>
<td>Integrating to Moodle mostly</td>
</tr>
<tr>
<td>Ways to define tests for student code</td>
<td>Using industrial solutions like XCode, specialized solutions like output comparison or scripting</td>
</tr>
<tr>
<td>Resubmission policies</td>
<td>Limiting the # or submissions, time penalties, etc.</td>
</tr>
<tr>
<td>Possibility for manual assessment</td>
<td>Teacher can change the grade manually</td>
</tr>
<tr>
<td>Sandboxing</td>
<td>Different security solutions</td>
</tr>
<tr>
<td>Distribution and availability</td>
<td>In-house vs. Open Source</td>
</tr>
<tr>
<td>Other, more special features.</td>
<td>GUI testing, concurrency, SQL, Web Applications, etc.</td>
</tr>
</tbody>
</table>

Table 5.2 presents the major features which the CAA tools support in different ways. Detailed explanations and the different observed possibilities for the categories are explained in detail in the publication.

Purpose of the categorization is to provide practical input for two parties:

- **Teachers** can use the list of features for comparing different tools when he/she needs to select a suitable tool for a programming course.

- **Tool implementers** can use the list for finding possible solutions to problems they would want to solve with their tools.

For the future directions, the publication concluded to expect more novel research to emerge from the following trends: Integrating CAA into LMSs (Learning Management Systems), Security issues of CAA and CAA of Web Applications. What is also emphasized in the publication is the possibility of using existing open source systems like Web-CAT [27], which is customizable and extensible with possible new features the teacher might need. The situation seems not to have changed since previous studies: the CAA tools are usually developed in-house to suit just the one purpose and the wheel gets re-invented here and there all the time.

Publication (v) has also received a lot of attention within the research field. According to Google Scholar [85] statistics, the publication has been cited 80 times during 2010–2014.
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Figure 5.4: Grading view in ALOHA, the rubric.

Publication (vi), *Improving Pedagogical Feedback and Objective Grading*, introduces a concept of a *rubric-based assessment tool* in the form of a tool called ALOHA. It is an online grading tool that is originally designed for facilitating problems in the grading process of programming courses, especially mass programming courses.

If grading is done using semi-automatic assessment (see Section 4.3) CAA tools like the ones listed in publication (v) are used to facilitate some parts of the grading process. However, the workload for the manual assessment part can also be rather overwhelming, especially when there are hundreds of student assignments. In this case, multiple graders (for instance Teaching Assistants (TA)) are used.

Using multiple graders for the same assignment may cause problems in objectivity and consistency. This can be avoided by using unified grading schemes amongst graders, or as Becker defines these: *rubrics* [12]. A rubric divides the formation of the grade into assessing small enough sub-parts out of which the summary is then calculated. ALOHA takes these rubrics into a web-based tool and adds features that also facilitate the grading process for the TAs. The grading view of ALOHA which holds the rubric inside is shown in Figure 5.4.

Besides having an existing grading scheme to help forming the grade, the TAs are provided a feature called *semi-automatic phrasing*. This helps in generating proper, personalized written feedback which is sent for the student. While filling the grading rubric (giving grades for small sub-parts) the TA already selects suitable predefined phrases/phrase templates for each topic worthwhile mentioning and then if needed,
5. Summary of the Included Publications

those are manually customized to fit the correct use case. The purpose is to avoid writing the same feedback all over again for each submission, which would be very typical when grading small student programming assignments.

Besides introducing the ALOHA tool, the publication does an initiative evaluation on the use of such tool. The tool was used in Tampere University of Technology during spring semester 2006 on four programming courses. Altogether around 20 TAs had used the tool. The general opinion towards the process and the tool was very positive but no official survey was conducted on the attitudes towards the tool.

What was done was a statistical analysis to measure the effects of the tool to objectivity. The grading distributions of the same course in two years (one with the tool, one without) were examined. For each grader, a mean value of all given grades was calculated and those were analysed by variance analysis.

In the year where the tool was not used, there was a statistically significant difference between three graders. This means that if a student was lucky enough to get a certain grader for his work, he would have statistically had a much better grade than in the case of two other graders. When the tool was taken into use, this problem did not exist any more. The use of tool seems to limit the most lenient and strictest graders.

On the basis of only one comparison between two years, the result could not have been generalized but it was a good start. The real outcome of the publication is the discussion on how such tool can be used to tackle problems related grading objectively, generating feedback and managing the whole process of manually grading hundreds of student submissions.

According to Google Scholar [85] statistics, publication (vi) has been cited 8 times during 2008 and 2014.

Publication (vii), Analyzing the Use of a Rubric-Based Grading Tool, is a direct continuum study for publication (vi). Where publication (vi) introduced the idea of a rubric-based grading tool and the tool ALOHA, this publication examines the situation after two full years of ALOHA being used. It provides a thorough examination on how teaching assistants use a rubric-based grading tool and discusses whether the tool was used like it was intended to be used.

For the study, all given grades and feedback mails were gathered from a large programming assignment of the a programming course in Tampere University of Technology. The course was the same which was already used in publication (vi) for studying objectivity in given grades amongst different graders.
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The same objectivity study than in publication (vi) was repeated to back up the earlier findings: the grading remained objective. Besides this, new measurements related to TAs work were also carried out.

Time spent with the tool for each submission by a TA was measured. Purpose was to check did the tool "force" the TAs to spend sufficient amount of time grading each individual student submission. The only data in hand for this were the timestamps of the tool log files, so only estimates were made.

The quality of the feedback mails sent for the student were also checked. As the real "quality" would require qualitative analysis, to tell whether the feedback is written "well" or "badly", the publication presents two quantitative measures to give indisputable facts on the feedback mails. Amount of lines and percentage of predefined phrases. Amount of lines was measured simple to see whether students receive "enough" or even "much" feedback from their work\(^2\).

Percentage of pre-defined phrases is then related to the feature *semi-automated phrasing*, to see whether the TAs are using the feature or not, and how much they are writing completely custom feedback. This is not a measurement of better or worse feedback: If the percentage of pre-defined phrases in the feedback mail is high, then TA has used the tool efficiently but customised only little. The feedback can still be of high quality, as long as the phrases are of high quality.

The percentage was measured by using a sophisticated plagiarism detection tool Nalkki [88], by comparing each feedback mail against a file with all those pre-defined phrases. In general, the TAs used the pre-defined phrases well, in average a bit over 50% of all text consisted of pre-defined phrases. However, there were huge variations between different TAs, as one TAs feedback mails had the value over 90%. This indicates that a such feature clearly requires clarification, more guidance and control and phrases that require customization.

As a general outcome, the publication concludes that even with such tool the TAs work very differently which is of course natural. It is still essentially relieving that the following conclusions can be made out from these results:

- All the graders used enough time with the tool. On the other hand, no one seemed to use too much time either.

- The TAs wrote proper feedback and efficiently used predefined phrases for facilitating their workload and to ensure feedback of good quality.

- The grading remained objective when rubrics where used.

Altogether the grading tool seemed to be used—even though not homogeneously—but at least in between the limits of what was expected. The publication also dis-

\(^2\) Roughly one could say that more is better here
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cusses different approaches that could be used to improve the use of such tool as some real problems were observed. Partly based on these results, a successor for ALOHA called Rubyric has been developed in Helsinki University of Technology [10].

According to Google Scholar [85] statistics, publication (vii) has been cited 8 times during 2009 and 2014.
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This chapter presents the results of the work being summarised and combined. The results are directly discussed in relation to the posed research questions in the following two subsections. After that, we combine and summarize the results and discuss the benefits, limitations and generalizability of the results.

The main research question of this work, "How can the teaching of programming be assisted with teaching technologies?", is discussed through the two main focus areas: efficient integration of visualization systems and tools-assisted assessment.

6.1 Efficient Integration of Visualization Systems

Here, we will combine the conclusions from our publications to answer our first research question

RQ 1, "How can visualization systems be effectively integrated into programming courses?"

Publications (i), (ii), (iii) and (iv) presented concrete answers by addressing the following three sub-questions:

RQ 1.1 How can program visualization examples support also deeper learning?

Publication (i) presents various learning taxonomies in CS education context and discusses what deeper cognition actually means in this context. From the point of this thesis, it describes the practical use cases and CS-specific adaptation of Bloom’s Taxonomy of Cognitive Domain. As the publication concludes, the levels of Bloom’s taxonomy are well present, agreeable and field-tested also in CS education. Their order and hierarchical dependency just seems to be more complex than in the original taxonomy. This is mainly because producing and interpreting programming code are separate skills. Regardless, Bloom’s taxonomy provides a commonly accepted basis on which to build other categorizations and applications on.
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Based on Bloom’s taxonomy, publication (ii) presented a categorization of visualization examples that are based on corresponding levels of the taxonomy. Idea is to apply the same principles already applied for Algorithm Visualizations through the Engagement Taxonomy: By increasing the level of engagement in the examples the student can progress on the levels of Bloom’s taxonomy with visualization examples.

For program visualizations it was required to design completely new kinds of examples as PV was not used in such high abstraction level as algorithm visualizations but more on concrete smaller items, and only to introduce the concept, thus corresponding only the first levels of cognition. Publication (ii) presented also concrete ideas for the visualization examples to reach higher levels of cognition. Publication (iii) shows a concrete case study where new kinds of visualization examples, now reaching levels 3 and 4 in Bloom’s taxonomy (Application and Analysis): *illustrative* and *problem-solving visualizations* were used successfully in a basic programming course. Implementing these examples required minor modifications to the existing PV tool [54].

Visualizations can also support deeper learning of programming from another aspect, from showcasing the whole *process* and different structures of programming as we have shown in publication (iv). The whole idea and realistic process of programming (problem-solving, debugging, algorithm design, etc.) were demonstrated to programming students in their very first lecture without telling anything else about programming. Again, to deepen also the cognitive part, engaging visualizations were successfully used.

RQ 1.2 How to integrate visualization tools into student homework assignments?

Publication (iii) demonstrated a practical case study where the new visualization categories defined in publication (ii) were taken into use. The new, cognitively-more-deeper visualization examples allowed improving consistent usage of visualizations as they could be used also when preparing for exercise sessions and for submitting homework. By having interruptive questions and fill-in-the-blanks or "fix broken code" types of assignments, the homework based on visualization tools were able to go deeper into proper homework assignments. On the other hand, this also introduced more opportunities for the students to work with the tool becoming more familiar with it and making its use more consistent during the course. Based on our results, it can be concluded that the usage of visualization examples can work well as student homework if the examples are engaging enough and provide cognitively deeper challenges.
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RQ 1.3 With proper integration from both cognitive and practical perspective, are visualization systems helping to learn programming?

The empirical studies around publications (iii) and (iv) show that visualization tools help the students in learning programming, especially the ones that are not yet familiar with the topics. Publication (iii) concludes that there was a statistically significant difference of the post-test results between the students who used visualizations and the ones that did not when looking at the students who found the course topics difficult. As a side effect, the visualization group also spent more time studying the topic, so the results might be partially explained by that. Also, the experiment of starting the whole course with "visualizations first", shown in publication (iv) was successful. The students found the example informative and used the engaging example to experiment the big picture of programming themselves.

From the results of publications (iii) and (iv) we can conclude that with consistent usage and proper course integration, visualization systems help students learn programming either directly by having a positive effect on cognition or at least indirectly by providing them a motivating and engaging environment to study.

6.2 Facilitating the Assessment of Programming Assignments

Our second research question, around tools-assisted assessment, was

RQ 2, How can the assessment process be assisted with teaching technologies?

This question is addressed in publications (v), (vi) and (vii) by answering the following three sub-questions:

RQ 2.1 What kind of teaching technologies there are in terms of features for the computer-assisted assessment of programming assignments?

Publication (v) is a survey of Computer-Assisted Assessment tools that are being used in programming courses. The general breadth of the tools is wide with a lot of independent tools being out there, mostly being developed for individual purposes. The general direction and features within the tools are following the findings encouraged in the relevant research literature. These include for instance supporting different resubmission policies and possibility for additional manual assessment to apply semi-automatic assessment processes. The publication presents a systematic categorization of the features that exist in computer-assisted assessment tools. Besides the above-mentioned, the tools have different ways for defining tests, integrating into learning management systems and sandboxing models.
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The variety of tools is partially also explained by them differentiating in certain programming paradigms or programming languages even though majority of the tools were targeted only for Java development. For CS educators the wide language support is good news because they have a good amount of options to select the tools that best fit their existing teaching goals and purposes instead of needing to design their courses "tools first".

The general trend of the tools indicates that web centrality is the dominant approach facilitating the submission practicalities. Also, the integration to existing learning management systems (like Moodle) has gotten a lot more attention making it easier for the teacher to integrate these tools into the course infrastructure.

As recommendations to tool developers to get wider adoption for their tool we recommend the following focus areas that were clearly problematic when trying to get a proper grasp of the existing tools:

- transparency and explicit, clear explanations on how the system works with emphasis on examples
- proper security model
- at least partial open-source model allowing easy extendibility and customization.

As software development processes in general are moving from traditional waterfall model towards leaner agile methods and processes, it is encouraging to see these paradigms being supported by the tools as well. For instance, Web-CAT [27] is highly emphasizing the Test-Driven Development paradigm by allowing the students to submit their own test cases for their application along with their code. Also, web applications are becoming more important and the educational tools will need to support these paradigms better. A brief summative list for teachers of the CAA tools covered in the publication (v) is presented in its Appendix A.

RQ 2.2 How can manual assessment be assisted with rubric-based assessment tools?

Rubrics in general provide a good tool for graders to define an objective grading scheme. Especially in the case where multiple graders are used, they provide a unified and objective scheme for everyone to use consistently. There are two possible problems with traditional, paper rubrics: Firstly, all the graders might not use them consistently possibly skewing the grading into a certain direction and hindering the overall inter-consistency between graders as shown in Publication (vi). Secondly, as students need constructive and personalized feedback from their programming
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Assignments, the grader needs to separately write the feedback manually, re-writing the same issues several times.

Publications (vi) and (vii) show that when rubrics are used through a tool, for instance via a separate web-based rubric-tool or as an integrated part within a CAA system, the tool subtly forces the grader to go through each step of the rubric carefully. Especially if the cumulative formation of the final grade is not shown while going through the rubric, the graders personal hunch of the final grade will not skew the results. However, we feel that the important aspect why our results were positive were because the graders found the tool to be helpful for them, making their job easier by providing features that facilitate in writing the feedback. In this case, the tool provided semi-automated phrasing which helped generating feedback based on the individual marks in the rubric.

For the teacher who is responsible for building the grading scheme, the rubric-based assessment tools certainly create extra labour. Besides defining the scheme, splitting it into small sub-parts of the rubric and inputting the rubric to the tool somehow (for instance by writing an XML file) he also needs to create all the pre-defined phrases that are to be used with semi-automated phrasing. So the teacher is not responsible only for the scheme but also for what kind of feedback should be written for each part. Depending on the level of seniority of the graders this might be a desired feature. Junior teaching assistants certainly require closer guidance in their grading from the teacher than senior colleagues. Naturally, the teacher can himself adjust the amount of effort he puts into the pre-defined phrases and how much freedom does he leave for the graders themselves. If the same course has multiple iterations, the previous schemes can be reused over time.

In the experiments, described in publications (vi) and (vii) the tool let teaching assistants create their own phrases if they found out something was missing or felt like contributing. Then, the best ones were shared to the others immediately and used as default ones for the following iteration of the course.

**RQ 2.3 Are rubric-based assessment tools effective and being used as they ideally should be?**

As shown in publications (vi) and (vii), when traditional paper rubrics were used in a programming course with multiple graders there was a clear statistical difference between the grades given by different graders: the grading was not consistent and objective. When looking at the results of the following two years when a rubrics-based tool was used, those problems of were gone and the grading did not have statistical differences between the graders. We can clearly conclude the result to be positive.
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What was also analysed in publication (vii) was the detailed usage statistics of the tool: how did the teaching assistants use the tool in terms of time, days on the task and how semi-automated phrasing was used in writing the feedback? The results showed that there were clear differences in how the nine teaching assistants acting as graders used the tool. The overall mean times spent with the tool for each submission varied between 18 and 44 minutes. Some of the difference could be explained by the different experience levels of the graders but it also indicates that some graders first spent more time with the program code then moving on to the rubric tool while some went through the code while filling the rubric simultaneously. Regardless, the mean times all fit into the assumptions and guidance from the teacher on how much to spend time with each submission\(^1\) and the idea was not to force the graders into one harmonized working process. Looking at the mean times for each assessment over time, it was found out that grading got slightly quicker as the graders got experienced with the tool which was an expected and hoped feature.

Looking at the quality of the feedback, purely from the perspective of quantitative measures, the length of feedback written with the tool was overwhelmingly large. Each student received multiple pages of personalized feedback from their submissions. We did not measure how the students felt about the quality of the feedback but the overall course feedback indicated that after multiple weeks of hard work towards their submission they appreciated receiving properly written feedback from the course staff.

Semi-automated phrasing also seemed to be a feature that the graders both appreciated and utilized as we hoped. When comparing the written feedbacks to all of the pre-defined phrases using a plagiarism tool (to find out correlation) all graders had used the feature extensively, but still customizing the feedback at least around 30%, average being around 50–50 between pre-defined phrases and custom feedback. Combining the length of the feedback, time used with the tool and the usage of pre-defined phrases we can conclude that a rubric-based tool with semi-automated phrasing helps the graders in writing a very good amount of personalized feedback in a very reasonable time.

In general, the teaching assistants used the tool the way they were expected but there were quite big differences between the different graders in their grading process. This is an aspect that the teacher needs to consider when introducing such a tool into use: The graders need to be properly introduced to the way the tool is supposed to be used but especially if more senior graders are used they should not lose their freedom of defining their own working strategies. Rubric-based assessment tools are an effective aid for the teaching staff but are not meant to replace the know-how of well-trained teaching staff.

\(^1\)...as well as what was the basis for paying the graders for each assessment.
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6.3 Summary of the Results

In this thesis, we have discussed how the teaching of programming can be efficiently facilitated by different teaching technologies, focusing especially on visualization systems and tools-assisted assessment. The combined results and a conclusive model on the role of these technologies in different parts of the student’s learning path within a programming course are shown in Figure 6.1, which we will now walk through.

Visualization systems can be used as an effective additional mean for learning programming. When being introduced to new topics, illustrative visualizations can be used, for instance within the lectures by the teacher presenting them. Having only simple illustrative visualizations shown occasionally to the students is not enough. Successful use of visualization systems requires proper integration to the whole learning process. Instead of just using illustrative non-engaging visualization examples the student should be engaged to interact with the examples. This has two main benefits: Through better engagement the student’s cognitive development within the subject is enhanced, and there are more learning situations where visualization examples can be used. Consistent usage of visualizations within the course materials and infrastructure improves the learning process. In providing actual practical examples of cognitively-improved program visualization examples, we have used the Bloom’s Taxonomy of Cognitive Development and the Engagement Taxonomy to demonstrate how visualizations can enhance the deeper levels of cognition.

As the student needs to constantly practice his programming skills, actual assessed programming assignments are a vital part of a programming course as assessment greatly guides the student focus and efforts during the course. As a lot of programming courses are organized as mass courses with hundreds of students it is impractical for the teacher to manually assess student programs. Computer-assisted assessment tools allow the teacher to provide an easily accessible environment for the students to submit their programming assignments and to receive formative (or summative) feedback from their work. There are a lot of existing CAA tools that can be used for different programming languages with different features and configuration possibilities that allow the teacher to adjust the tool to their exact course needs.

Important part of learning programming is also learning the proper process for creating software, including design, implementation, coding style, testing and debugging. As good as CAA tools are, they are not sufficient for testing everything the student needs to learn. Semi-automated assessment process uses CAA for everything that can be automatically tested but applies manual grading for the parts where human perspective is needed for assessment and for personalized, construc-
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Figure 6.1: Assisting the student learning process with different teaching technologies during the whole programming course.
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tive feedback. Rubric-based assessment tools are a useful aid for manual grading to provide consistency and objectivity in the grading especially when multiple graders are being used. They can also include convenience features that make the grading process more effortless and help in generating good feedback for the students.

Regardless of the teaching technologies that are selected to being used by the teacher, it is important that these tools are meant to facilitate and support the practical work of the teacher and help in the student’s learning process. They are not meant to replace the skilled teachers or graders and the importance of their work in supporting the students in their process of slowly but steadily becoming expert programmers.

6.4 Generalization and Limitations of the Work

The results of the work are gathered through individual experiments but have been presented in this thesis in already rather generalized format. In this thesis, we have placed our own work within the large area of similar research thus getting the confidence to generalize our findings enough to make somewhat general recommendations for teachers. Certain limitations and self-criticism however must be explicitly mentioned here.

Teachers and researchers have different opinions on the different levels of learning taxonomies, especially when adapted into practical examples. Our adaptation of Bloom’s taxonomy into CS context and the visualization categories based on the original Bloom’s taxonomy can certainly be disputed to some extend. The CS-specific adaptation of Bloom’s is applicable enough to be used to explain the phenomena of earlier research results discussed in publication (i) and is supposed to work as a mean of communication, as a common vocabulary, and a tool for teachers to understand the learning paths their students take. For the new visualization categories, our intention was not to provide an ultimate hierarchical taxonomy but instead present new program visualization types that are based on the relevant levels of Bloom’s taxonomy, regardless of their ultimate order.

The data we have collected and presented to support the effects of visualization usage in exercise sessions is statistically meaningful but certainly limited to the setup we used. In different courses, with different teaching staff, topics and practical implementations variance between results is expected. Thus, we feel we cannot make a generalized statement that program visualizations always improve learning when used properly over the course. Our results are however only positive. This is also the mixed opinion in the existing research: Even though sometimes results have not been clear, there are a lot of positive experiences with using visualizations, and usually the relative difference in results comes from how they are used, which is what we want to emphasize too.
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As stated, our survey of existing CAA tools and their features in publication (v) must be treated as a continuum study to the one of Ala-Mutka from 2005 [6]. Thus, our work does not contain the tools that were already used before 2005. Also, despite our large literature review, there must be a lot of CAA tools we have not covered.

For our results on the use of rubric-based assessment tools we were able to replicate our data analysis presented in publication (vi) also in publication (vii). With both of them showing positive results, we feel confident in saying our approach did improve objectivity and inter-grader consistency in the manual assessment. Again, when taken into other courses with different teaching staff and grading schema, the results can be different so generalization is again to be treated with a disclaimer. But at least, the situation should be improved assuming the rubric-based tool is being used following the grading schema.

Finally, one cause of possible criticism towards our work is that the included publications in this thesis in general are at least couple of years old each, some even close to ten years, and the original research in them does not include the most recent years. We acknowledge that a lot has certainly happened within CSER during those years. The introduction chapters of this thesis are up-to-date and provide insight to even the latest research in the field making this work as a whole a 10 years worth of research. Also, in this case, time has served our research well. Looking at our work after a while has given the surrounding research field time to react on it and based on the citations and discussion our work has gotten, its validity within the field has been positive. The intention of our work has not been to provide an individual set of teaching technologies to recommend but to discuss the approaches in adopting any of the existing or future tools, making our results last time better.

6.5 Benefits of the Work

Besides presenting the conclusions earlier we also want to emphasize what sort of an impact do we wish to contribute with this work to different stakeholders, teachers, teaching technology developers, CS education researchers and of course students.

Benefits for Teachers

We shall start with teachers, as this work is mainly targeted to be a thorough, but sufficiently bite-sized overview for CS teachers on the offering that CS education research has provided to facilitate parts of their practical, every-day work. We see a lot of contribution to the teachers.

Firstly, we want teachers to recognize that there is a full research discipline trying to tackle the problems they face every day. Despite being a science discipline, CS
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education research is also very close to practice, like this work, providing practical
but research-based solutions to real problems.

Secondly, if unfamiliar to the research discipline, it is very difficult to approach
the *plethora* of different tool offering, and even though something would be found,
adopting the tool efficiently to the curricula requires knowing the best practices.
Here is where we see our biggest contribution: The work introduces the field of-
fering, researched-verified results and also the best practices to efficiently integrate
tools teaching technologies into a programming course.

**Benefits for Teaching Technology Developers**

We also see contribution towards people developing these tools. Especially we want
the people who consider creating their own tools to first open their eyes for the
already existing offering. Both software visualizations and assessment tools have
developed enormously over the past decades and the general opinion in the research
is widely leaning towards collaboration and integration of the existing tools in order
to create larger ecosystems instead of individual silos. Certainly, especially as the
field of CS evolves, there will always be need for new things to visualize or assess
but instead of making completely new tools from the scratch, one should first inves-
tigate whether an existing tool ecosystem could be extended through collaboration
towards the new features. Unfortunately, this is not always possible and it is un-
derstandable why new small tools get created. Regardless, we hope to contribute
at least in advising what sort of features there are, what are the results of using
them and how people have already tackled certain issues the first phases of the tools
might have had.

As a concrete examples, for program visualization tool developers, we are con-
tributing validated results on creating systems and examples that engage the student
by the new visualization examples that we have created based on the Bloom’s tax-
onomy, shown in publications (ii) and (iii). For CAA tools, publication (v) provides
a survey of features of such tools to take into account when developing one’s own.
For rubric-based assessment tools, we have provided data on how our original ap-
proached were used with recommendations to move forward. Already using these
results, succeeding tools have been developed.

**Benefits for CS researchers**

Besides good ground work for either visualization research or around tools-assisted
assessment we find some benefits especially from the CS-specific adaptation of
Bloom’s taxonomy, the Matrix Taxonomy, presented in publication (i). Already
now, at the time of this thesis, the article has been out for several years and has been widely cited and used as a basis for the everlasting discussion around suitability of certain learning taxonomies. As has been argued, the new CS-specific Matrix Taxonomy is certainly not fitting all possible use cases, but it does provide one fresh look into the real-life problems students face when learning to program. As such, the new taxonomy does provide a useful tool for further research—which already now, has been quite active around the topic.

Certainly, the other findings of our work provide a lot of possibilities for future work in research as well. For instance, the new visualization categories give a good basis but certainly can use of further validation, new concrete implementations and eventually incremental iterations.

**Benefits for the Student**

This thesis is not directly targeted for the student even though the student is in the lead role here most of the time. The tools are meant to be used by students but rarely it is the student who has a saying on the tools used for the course infrastructure. Naturally, these tools are targeted for the student to learn better, so we hope that our ultimate biggest contribution will be towards students even though our results directly are not targeted for students to apply.

*Sometimes*, the students become teaching assistants that are grading submissions of other students. Eventually they might end up becoming teachers and even CS education researchers. Maybe, if read by a student, this work could also contribute by planting a small seed for better educational practices. But mostly, until then, *students*, we are happy to see you have selected to take the journey towards becoming expert programmers. You are, *after all*, why CS teachers and CS education researchers do their work. So, keep on rocking! *(See Figure 6.2)*

![Figure 6.2: The author of this thesis, rocking. Thank You!](image-url)
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ABSTRACT
Bloom’s taxonomy of the cognitive domain and the SOLO taxonomy are being increasingly widely used in the design and assessment of courses, but there are some drawbacks to their use in computer science. This paper reviews the literature on educational taxonomies and their use in computer science education, identifies some of the problems that arise, proposes a new taxonomy and discusses how this can be used in application-oriented courses such as programming.
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1. INTRODUCTION
1.1 Motivation
Educational taxonomies are a useful tool in developing learning objectives and assessing student attainment. They can also be deployed in educational research, for example to classify test items and investigate the range of learning these are measuring.

The well-known educational taxonomies are generic and rely on the assumption that the hierarchy of learning outcomes is the
same in all subjects, from art history to zoology. However, taxonomies are not simple to use and researchers find it hard to reach agreement on the classification of items, which limits their benefits to instructors [27]. This paper reports the work of an ITICSE Working Group investigating the hypothesis that the hierarchy of learning outcomes in computer science is not well captured by existing generic taxonomies and that computer science education would be better served by the development of a computer science-specific taxonomy.

1.2 What is an educational taxonomy? A taxonomy is a classification system that is ordered in some way. Linnaeus’s taxonomy arranged living organisms into a tree-structured hierarchy. This gave biologists a tool to help them understand the relationship between members of the plant and animal kingdoms and to communicate accurately about them [7]. Taxonomies of educational objectives can similarly be used to provide a shared language for describing learning outcomes and performance in assessments. Unlike the biological taxonomy, educational taxonomies are not usually tree-structured. To a greater or lesser extent they divide educational objectives into three domains, cognitive, affective and psychomotor. Some, such as Bloom’s taxonomy, treat each of these as a one-dimensional continuum [7], others, like the revised Bloom’s taxonomy, describe the cognitive domain using a matrix [3]. Yet others, like the SOLO taxonomy, use a set of categories that describe a mixture of quantitative and qualitative differences between the performance of students [5] and there are also taxonomies that claim they can be applied equally to all three domains.

1.3 What taxonomies are used for Learning taxonomies describe and categorize the stages in cognitive, affective and other dimensions that an individual may be at as part of a learning process. Paraphrasing Biggs [6], we can say that they help with “understanding about understanding” and “communicating about understanding”. Thus learning taxonomies can be seen as a language which can be used in a variety of educational contexts.

Learning taxonomies can be used to define the curriculum objectives of a course, so that it is not only described on the basis of the topics to be covered, but also in terms of the desired level of understanding for each topic [48]. Computing programs accredited by ABET have to be specified in terms of measurable objectives, including expected outcomes for graduates [14]. More generally, the use of learning outcomes is mandated in the countries of the European Higher Education Area [1,8,68] and is increasingly prevalent in the US and elsewhere [15].

Learning taxonomies are widely used to describe the learning stages at which a learner is operating for a certain topic. For example, a student may be capable of reciting by heart what recursion is but not capable of implementing a recursive algorithm. An instructor may aim to have his or her students learn a topic at a certain level in a taxonomy (e.g. students may be expected to be able to comprehend the concept of recursion without necessarily applying it). Once this has been done, the instructor can assess students at the chosen level through a suitable choice of questions or examples [39]. This approach is encouraged by teacher-trainers [26]. Furthermore, the students’ answers can be analyzed as belonging to one level or another; such answers can help the instructor revise his or her teaching techniques to better guide students to accomplish a certain learning stage.

Learning taxonomies have been used in many other contexts, such as introducing students to a learning taxonomy to raise their awareness and improve their level of understanding and their studying techniques [16,71]. They are also used to structure exercises in computer-based and computer-assisted instruction [21,36].

1.4 Weaknesses of taxonomies from a CS standpoint Learning taxonomies, particularly Bloom’s taxonomy of the cognitive domain, have had a considerable impact on curriculum and assessment design in the last fifty years. However, this does not mean that their use is unproblematic. The classification of a specific learning outcome or test item depends on its context. A task that challenges the analysis and synthesis skills of a beginner becomes routine application of knowledge for a more advanced learner. Similarly, a student who has been taught how to solve a problem that is extremely similar to the test item will demonstrate skills lower in the taxonomic order than one who is solving it from first principles. This is a generic problem but computer science-specific difficulties also manifest themselves.

Johnson and Fuller [27] found that colleagues disagreed about the relative difficulty of cognitive tasks in computer science. A significant proportion felt that it is easier to apply knowledge to solve simple problems than to describe this knowledge. They also found that computer science instructors did not find the terms synthesis and evaluation useful in describing learning outcomes and assessment tasks for programming courses, especially at the introductory level, instead seeing the application of knowledge as the highest skill that they should be developing. Close questioning revealed that application, as used by these colleagues, did in fact subsume analysis, synthesis and evaluation, leading Johnson and Fuller to propose a revised taxonomy with higher application as the highest level.

Lahtinen’s recent work [37] shows that the ordering of cognitive tasks in Bloom’s taxonomy is a very poor fit for the learning trajectories of some students tackling programming for the first time. In addition, the use of taxonomies is concentrated on the cognitive domain, even though learning in the affective domain is also essential for the formation of computer science practitioners. These problems led the working group to investigate whether a subject specific taxonomy would be of more use to computer science instructors than the existing generic ones.

1.5 Methodology In order to investigate this hypothesis, our working group has reviewed a number of taxonomies described in the educational literature, together with the range of uses to which they are put. We have also reviewed studies in the computer science education research literature that use one or more taxonomies as an analytic tool. In addition we have looked at the practice of assessment in computer science both for novice programming and in two other typical subject areas, drawing on the experience of members of the working group and their colleagues. We have used this evidence to propose a new, computer science-specific taxonomy and to make recommendations about how it might be used. We concentrated on the cognitive domain because that is
the area in which there is existing research on the use of taxonomies in computer science.

2. REVIEW OF EXISTING TAXONOMIES
Educational researchers have developed a range of taxonomies, developmental stages and instructional design strategies aimed at helping educators develop learning outcomes, educational resources, and assessments. These taxonomies have been based on a range of educational theories and research. Readers interested in the theoretical foundations for the taxonomies reviewed by the working group should direct their attention to the referenced papers.

2.1 Cognitive domain
2.1.1 Bloom and revision
Of these taxonomies, the most widely cited in the literature reviewed by the working group is the original Bloom’s taxonomy [7]. Bloom’s taxonomy has six categories, where each category builds on the lower ones:

<table>
<thead>
<tr>
<th>Abilities and skills</th>
<th>Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Knowledge</td>
<td>1. Remember</td>
</tr>
<tr>
<td>2. Comprehension</td>
<td>2. Understand</td>
</tr>
<tr>
<td>3. Application</td>
<td>3. Apply</td>
</tr>
<tr>
<td>4. Analysis</td>
<td>4. Analyze</td>
</tr>
<tr>
<td>5. Synthesis</td>
<td>5. Evaluate</td>
</tr>
</tbody>
</table>

Bloom’s taxonomy has since been revised by Anderson et al [3]. The authors changed the nouns listed in the Bloom’s model into verbs, to correspond with the ways learning objectives are typically described.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Cognitive processes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Remember</td>
<td>Recognizing, Recalling</td>
</tr>
<tr>
<td>2. Understand</td>
<td>Interpreting, Exemplifying, Classifying, Summarizing, Inferring, Comparing, Explaining</td>
</tr>
<tr>
<td>3. Apply</td>
<td>Executing, Implementing</td>
</tr>
<tr>
<td>4. Analyze</td>
<td>Differentiating, Organizing, Attributing</td>
</tr>
<tr>
<td>5. Evaluate</td>
<td>Checking, Critiquing</td>
</tr>
<tr>
<td>6. Create</td>
<td>Generating, Planning, Producing</td>
</tr>
</tbody>
</table>

Revised Bloom’s taxonomy [3]

These taxonomies do not define a sequence of instruction but define levels of performance that might be expected for any given content element. A learner performing at a higher level is expected to be able to perform at the lower levels in the cognitive hierarchy. This could be interpreted as implying a sequential learning process. However, the taxonomy doesn’t rule out the use of an iterative approach to learning the content.

The authors of the revised taxonomy acknowledge that there is a possible overlap in terms of the cognitive complexity among the higher level categories of the hierarchy. However, the midpoint of each of the higher level categories is seen as being more complex than the lower category [32, 67]. For example, the cognitive process of Explaining in the Understand category may require a higher cognitive load than Executing in the Apply category in some contexts.

A key difference between the revised taxonomy and the original taxonomy is that the type of knowledge elements is also defined: A. Factual knowledge, B. Conceptual knowledge, C. Procedural knowledge, D. Metacognitive knowledge. This provides a matrix into which learning objectives are mapped.

<table>
<thead>
<tr>
<th>Separate Knowledge dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive process dimension</td>
</tr>
<tr>
<td>1. Remember</td>
</tr>
<tr>
<td>2. Understand</td>
</tr>
<tr>
<td>3. Apply</td>
</tr>
<tr>
<td>4. Analyze</td>
</tr>
<tr>
<td>5. Evaluate</td>
</tr>
<tr>
<td>6. Create</td>
</tr>
</tbody>
</table>

Revised Bloom’s Taxonomy [67]

2.1.2 Niemierko, Tollingerova, Bespalko
Other taxonomies of learning objectives have extended Bloom’s taxonomy.

Niemierko and others claim that the three highest Bloom categories (higher thinking processes) cannot be ordered hierarchically in science subjects [50]. This has been used for the development of curricula in e.g. Slovakia, the Czech Republic and Poland [35]. He developed the “ABC” taxonomy of learning objectives [50] that are organized in two dimensions:

<table>
<thead>
<tr>
<th>Levels</th>
<th>Categories of learning objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Knowledge</td>
<td>A. Remembering of knowledge</td>
</tr>
<tr>
<td>II. Abilities and skills</td>
<td>B. Understanding of knowledge</td>
</tr>
<tr>
<td>III. Application of knowledge in typical problem situations</td>
<td>C. Application of knowledge in unfamiliar problem situations</td>
</tr>
</tbody>
</table>

Niemierko’s “ABC” taxonomy of learning objectives [50] Applications in category D include the analysis, synthesis, and evaluation categories of Bloom’s taxonomy.

Tollingerova’s taxonomy [35] has five, hierarchically-ordered operation categories : 1. memory reproduction of knowledge, 2. easy thought operations with knowledge, 3. difficult thought operations with knowledge, 4. communication of knowledge, 5. creative thinking

According to Bespalko learning objectives can be expressed in two stages of abstraction and four activity levels [35, 50]:

I. Reproductive activities: 1. recognition (identification), 2. reproduction
II. Productive activities: 3. application, 4. creativity (transformation)

2.1.3 Critical thinking
Some researchers see Bloom’s taxonomy as not giving enough emphasis to aspects of critical thinking. Critical thinking goes beyond the cognitive categories of the original Bloom’s taxonomy to incorporate attributes of reflective judgment with respect to the value of what is being learned and to make
judgments on the reliability and authority of the associated knowledge.

The reflective judgement taxonomy by King and Kitchener has a total of seven stages that fall into three groups indicative of pre-reflective thought (Stages 1–3), quasireflective thought (Stages 4 and 5), and reflective thought (Stages 6 and 7) [29].

Facione’s critical thinking taxonomy is more closely aligned with Bloom’s taxonomy. It lists six critical thinking skills with appropriate sub-skills. To become a good critical thinker exhibiting self regulation, the person must engage in interpretation, analysis, evaluation, inference, explanation, and meta-cognitive self-regulation [18]. The revised Bloom’s taxonomy [3] endeavours to capture some of these skills through the use of the knowledge dimensions and the inclusion of the meta-cognitive knowledge.

2.2 Unified domain taxonomy

There have been a number of attempts to produce a taxonomy that covers the cognitive (C), affective (A) and psychomotor (P) domains. The work of De Block [35] is an example of this approach:

1 Knowledge
   C: Repeat, define, show, name, etc.
   A: Listen to opinion of others, accept notes, realize, etc.
   P: Show, imitate, understand sound, smell, taste, etc.

2 Understanding
   C: Describe, characterize, say in own words, explain, compare, etc.
   A: Accept opinions of others, answer questions, react to rules correctly, ask relevant questions, participate, etc.
   P: Demonstrate a principle, put together and disassemble something that is known, etc.

3 Application
   C: Solve, calculate, number, translate, illustrate, analyze, make, etc.
   A: React to rules automatically, accept norms and values, cooperate in a group, apply norms and rules, etc.
   P: Make, produce, try, repair, adapt, cook, cut, put together and disassemble something that is new, etc.

4 Integration
   C: Design, create, summarize, judge, decide, plan, etc.
   A: React to rules spontaneously, apply norms spontaneously and behave under rules, initiate cooperation, find satisfaction in behavior and work under society’s rules, etc.
   P: Perform an activity fluently, without hesitation, without mistakes, automatically; work precisely, quickly, etc.

Niemierko [50] describes the possibility of synthesizing an overall educational taxonomy.

2.3 Structure of the Observed Learning Outcome (SOLO)

The SOLO taxonomy makes no reference to cognitive characteristics of the learner’s performance or to the affective dimension. It focuses on the content of the learner’s response to what is being assessed. It endeavours to identify the nature of that content and the structural relationships within that content. The content could be designed to assess knowledge, cognitive skills, or underlying values. The taxonomy can be used to establish the relationships expected between these different types of content. It is left up to the assessor or course designer to define the type of content expected.

The SOLO levels are:

- Prestructural – not related to topic – disjoint – missed the point
- Unistructural – simple meaning, naming, focussing on one item in a complex case
- Multistructural – ‘shopping list’ – disorganised collection of items
- Relational – understanding, using a concept that integrates a collection of data, understanding how to apply the concept to a familiar data set or to a problem
- Extended abstract – relating to existing principle, so that unseen problems can be handled, going beyond existing principles [5,6].

In defining these categories, Biggs and Collis [5] use three crucial characteristics. These are:

1. Capacity – how many things are handled in the content – “a quantitative increase in what is grasped” [6]
2. Relating operation – the way in which the content is related to the intended purpose – the integration of the components within the content
3. Consistency and closure – the drawing of conclusions or bringing to closure that is consistent

Using SOLO in assessment can provide a mechanism for holistic marking [69,70]. However, Biggs [6] provides examples of assessment strategies that use items targeted at specific SOLO levels as well as more holistic strategies.

The lower levels of the SOLO taxonomy (unistructural and multistructural) can be used to focus on individual items or attributes of what is being assessed. The higher levels with their emphasis on integration and extension of principles require a broader range of content or attributes to be examined.

The SOLO taxonomy makes no attempt to infer a cognitive processing level although it might be argued that to perform at a relational level or an extended abstract level involves greater cognitive processing than that required for unistructural or multistructural since the learners not only have to be able to recall items, they have to show the relationship among items (relational) and draw conclusions (extended abstract).

2.4 Instructional Design

Instructional designers use taxonomy concepts to guide course creation. Merrill proposed the Component Display Theory (CDT) for instructional design [46,47]. It classifies learning along two dimensions: content (facts, concepts, procedures, and principles) and performance (remembering, using, and generalizing). A complete lesson would consist of some combination of rules, examples, recall, practice, feedback, helps and mnemonics appropriate to the subject matter and learning task.
<table>
<thead>
<tr>
<th>Type of content</th>
<th>Fact</th>
<th>Concept</th>
<th>Procedure</th>
<th>Principle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Find</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Remember</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.5 Discussion of existing taxonomies

By far the most widely used of the taxonomies reviewed above is the original work by Bloom et al. Its strengths are that it is based on extensive analysis of test items, its simplicity, and its identification of distinct, recognizable aspects of the cognitive domain. Instructors have taken it to mean that they can assess comprehension, application, analysis, synthesis and evaluation and that this hierarchy maps onto a grading scheme. The weaknesses of the original Bloom’s taxonomy is that the categories have not always proved easy to apply, that there is significant overlap between the categories and debate about the order in the hierarchy of analysis, synthesis and evaluation. In addition, its simplicity means that each category combines different types of cognitive activity.

There are many variants of the original Bloom. There is evidence that the revised category names used by Anderson et al have been adopted by instructors but it is not clear that the added complexity of distinguishing aspects of the cognitive domain such as procedural and metacognitive knowledge outweighs the simplicity of the original scheme. Facione’s work is similar in its approach to improving on Bloom.

The work of Niemierko, Tollingerova and Bespalko has strong similarities to Bloom but produces two separate dimensions related to knowing and applying. This addresses the difficulty of regarding Bloom’s categories as a single hierarchy but does not map so nicely onto a six or seven point scale. Component display theory identifies essentially the same dimensions but is specialized for use in computer-based instruction.

SOLO is very different to the other taxonomies reviewed above because it deals with the content of the learner’s response to what is being assessed. Its holistic approach means that it can be used to assess performance in the affective and psychomotor, as well as cognitive, domains. By comparison with Bloom, it may be regarded as giving less guidance to instructors because is does not map onto categories of cognitive performance that can be singled out for assessment. Its strength is in encouraging a holistic approach that supports deep learning, its weakness that there is not yet much reported experience of using it for assessment in a range of subjects.

3. THE USE OF TAXONOMIES IN COMPUTER SCIENCE EDUCATION LITERATURE

3.1 Existing Literature on Taxonomies for Computer Science

A number of papers have explored how various generic taxonomies can be applied to computing topics. In particular, there are three ways in which such taxonomies have been applied: to the design of courses at various levels of granularity in time, the design of teaching, learning and assessment materials, and, finally, the analysis of student responses to exercises. In this section, we review work on these topics.

3.1.1 Design of Courses

Some authors propose using these taxonomies for the design or evaluation of courses. Indeed, the notation of educational objectives was the original purpose of Bloom’s taxonomy. This can be at a number of different granularities: it could be used for describing student progress through a single topic, through a course, or through a whole degree programme.

Howard et al. [23] propose to clearly identify goals for every lesson, and to assign them to a given level of the taxonomy. Most lessons have a number of knowledge goals, but achieving other levels varies during the course. Plotting the highest level of each lesson in a graph shows the evolution of the course according to knowledge depth. Scott [65] states that assessment should measure the level achieved by each student, and the grade should depend on his/her achievement. In particular, he notices that his teaching has been covering levels 3 (application) and 6 (evaluation). Buck and Stucki [11] outline an inside/out pedagogical approach based on Bloom’s taxonomy for cognitive development. This framework allows students to comprehend the basic concepts before they are asked to apply them.

Doran and Langan [17] report on a project that implemented a cognitive-based approach (using Bloom’s taxonomy) to the first two years of a computing degree, using strategic sequencing (spiral) and associated mastery levels of key topics. The project also investigated the use of structured closed labs, with frequent feedback and early use of teams. They used course micro-objectives mapped to specific levels in Bloom’s taxonomy. Machanick [43] describe his experience of applying Bloom’s Taxonomy in design three different courses.

Some applications have applied the taxonomy across a programme of study for a degree. For example, Sanders & Mueller [64] discuss the redesign of the curriculum at his university to bring material that is concerned mainly with lower Bloom levels to the early years of a degree programme, and vice versa. In other areas, Bloom’s taxonomy has also been used to redesign whole curricula. In particular, Reynolds & Fox [62] extend a curriculum in Information Technology based on the ACM Curriculum‘91 to include new knowledge units and describe they fit it in Bloom taxonomy levels. In the same area, Azuma et al. [4] extend this taxonomy in order to apply it to Software Engineering. Manaris & McCalla [44] presented one possible implementation of the HCI curricular guidelines.
included in CC’01. This implementation employs Bloom’s taxonomy to identify levels of student competence for each of the learning objectives.

Oliver et al. [51] discuss the idea of a Bloom Rating for courses of study. The course assessments are analysed by instructors and the level in Bloom’s taxonomy that the assessment is designed to engage the students at. These are then averaged for all of the assessments on the course, and this is termed the Bloom rating. This is then applied to looking at how courses develop in the cognitive demands that they make on the students over the three years of their degree programme. They note that some modules early in the degree programme have a high rating, and some towards the end have a low rating.

This paper makes a number of assumptions about the use of Bloom’s taxonomy. Firstly, that the course should develop students’ cognitive skills over the (three) years of the course, engaging students at a low cognitive level at the beginning of the degree and working towards the higher levels towards the end of the degree. There is also the assumption that an assessment works at one particular level. A danger with this is that becomes normative, and that it is used as a “quality measure” – the higher the Bloom rating, the better the course.

Johnson and Fuller [27] report on two studies of computer science courses carried out by students in the first year of computer science studies within a university: a panel of assessments rated by instructors, and interviews with the instructors on each course. A significant conclusion from these studies is that the most significant level for many of the courses studied is the application level; applying techniques to the creation of artefacts would seem to be at the core of what the study of computing is about. However, for complex application problems students need to use skills that would be classified at the analysis/synthesis/evaluation levels. The authors propose a new level of “higher application” for subjects such as computing. This encompasses cognitive activity that is aimed at solving a problem, yet which needs the traditionally “higher level” skills that engage students at the analysis/synthesis/evaluation level.

A recent paper by Kramer [31] identifies abstraction as a core skill that is important for many areas of computer science. The author discusses Piaget’s model of cognitive development, which consists of four stages: sensorimotor, pre-operational, concrete operational, and formal operational [54]. His argument is based on studies that show that a significant percentage of the general population do not develop this final stage in the taxonomy: they do not progress to the stage of making significant use of the formal operational processes. Following on from this, he argues that getting students to this stage is a prerequisite for the students studying many aspects of computing, and that we should devise courses that ensure that students reach this stage of general cognitive engagement with material that they encounter before teaching most computing topics, or that we could use measures of abstraction ability as a way of selecting students for computing courses.

Finally, Rademacher [56] reports research in progress includes the conceptual development of a model and metrics to determine and classify the level of cognition and added value included in selected knowledge management (KM) systems. He joins Bloom’s Taxonomy of Cognitive Objectives and Greenwood’s Six C’s of the Knowledge Supply Chain in order to contribute a new approach for assessing the role of knowledge management systems including value, skill sets, learning, modeling, and media.

3.1.2 Design of Teaching Materials and Assessments

Another way in which these taxonomies are used is in designing teaching materials and assessments. For example, structuring materials to help students to move through a taxonomy, or structuring assessments so that they assess a wide range of levels of engagement with this material.

A number of authors have discussed how learning taxonomies can be used for assessment design. Lister [38] notes that typical assessments in introductory programming leap straight into higher levels of Bloom’s taxonomy, and presents a course design and examples of assessments that move students through the Bloom hierarchy. Thompson [70] reports on the use of the SOLO taxonomy to structure the marking scheme for a programming course, and in particular using this taxonomy to help students understand the grade that they have been assigned. Farthing et al. [19] discuss the design of a new kind of multiple-choice question (permutational MCQs) that can be used more readily than traditional questions to assess higher-level skills.

Lahtinen and Ahoniemi [36] are concerned with the use of taxonomies for the design of visualizations to help students understand programming not only in the elementary cognitive levels but to support their progress further also. They look at each level of Bloom’s taxonomy, and discuss the kinds of visual material that would be relevant to presenting and interacting with material at each level resulting into a categorization of program visualization examples. Naps et al. [49] make a comprehensive study about the educational effectiveness of visualizations for computer programming education. They identify a set of good practices that have proved to be educationally effective. Bloom’s taxonomy is proposed as a standard framework that educators can use to measure such effectiveness. Ihantola et al. [25] have developed a taxonomy of algorithm visualizations: whilst not a “learning taxonomy” as such (it does not give a structure for how students’ development is meant to be guided by these visualizations) it could be used alongside such a learning taxonomy to investigate the match between students’ development as learners and the technology required to support that development.

Some authors have designed software tools to assist at some level. Thus, Kumar [34] has developed a set of applets (named “problets”) to assist at the application level for well-delimited topics. Each problet allows randomly generating instances of a problem involving a concept, a question to be answered and some kind of visualization or interaction to help solving the problem.

Buck and Stucki [11] extend the J Kare1Robot environment to give support to all the levels in Bloom’s taxonomy. For instance, students are continuously asked the next statement to be executed by Karel. At the end of the run, they are given a score that shows their competence at the comprehension level. Ala-Mutka [2] reports a different automated assessment approach. Facts: there exist different objectives and evaluations but these
objectives are not reached. The reasons are: There aren’t obvious and joint criteria and the design of tasks is not careful. A possible solution is to design the objectives, the tasks and the assessments with some obvious criteria based in Bloom’s Taxonomy.

Hernán-Losada et al. [21] describe insecurities and ambiguities that they found in applying taxonomies to the design of educational tools. They may classify difficulties into two classes: terminology and the inherent complexity of programming itself. They propose a guide to use the taxonomy within the Computer Science. Moving on from this, in their more recent paper [22] they describe their experiences with designing and developing learning tools inspired by the taxonomy of Bloom. They present a generic framework for the design of these applications and describe the tools developed for the learning of object-oriented programming.

3.1.3 Analysis of Student Responses to Exercises, and Measuring Student Progress

Whalley et al. [72] investigate the results of applying the Bloom and SOLO taxonomies to analysing the results of a programming exercise that was carried out by students at a number of universities. Nine of the questions in this exercise were multiple choice, the final was a free-text question that required students to give an English description of a piece of code. The conclusions of this paper are that the difficulty of these questions correlates strongly with their placement on the taxonomies (in that most students can tackle the lower-rated questions, a subset of those can perform on the higher level questions, then a subset of them on the highest). A particular item of interest is the free-text question that was asked at the end. The authors use SOLO to analyse the responses to these questions. This is carried further in [43] where they analyse the responses to this question and to a further question, related to classifying programs and investigating similarity between programs, and examine students responses using the SOLO taxonomy.

Lister et al. [42] report on the authors use of the SOLO taxonomy to describe differences in the way students and educators solve small code reading exercises. Data was collected in the form of written and think-aloud responses from students (novices) and educators (experts), using exam questions. During analysis, the responses were mapped to the different levels of the SOLO taxonomy. From think-aloud responses, the authors found that educators tended to manifest a SOLO relational response on small reading problems, whereas students tended to manifest a multistructural response. These results are consistent with the literature on the psychology of programming, but the work in this paper extends on these findings by analyzing the design of exam questions.

Lister and Leaney [39,40] also notice that typical programming assignments correspond to level 5 (synthesis). Instead, they group the six levels of the taxonomy into three pairs, so that achieving a level in a given pair yields the corresponding A, B or C grade. In addition, they identify grading practices adequate to each pair, namely lab exercises and exams, multiple choice exams, assignments, projects, and peer review. These ideas have been applied by Box [9], in particular emphasizing the way in which taxonomies can be used to provide a transparent means by which assignments can be explained to students and students can understand their grade and how performance fits into overall progress on courses. In particular, this paper gives comprehensive guidance to lecturers who are considering using Bloom-style structuring for their assessments. Cukierman and McGee Thompson [16] report on the use of Bloom’s taxonomy directly with students, in order to help students devise learning strategies to help with their learning of topics in computer science.

The paper by Burgess [13] reports on the author’s experience with using Bloom’s taxonomy in marking assessments. The grade given to an assessment depends on the level in Bloom’s taxonomy that the student’s response suggests that that student is working at.

Buckley and Exton [12] review Bloom’s taxonomy as a richer descriptive framework for programmers’ knowledge of code and illustrates how various software maintenance tasks map to knowledge levels in this hierarchy. A pilot study (with 2 students) is presented showing how participants’ knowledge of software may differ at various levels of this hierarchy.

4. EXAMPLES OF THE USE TAXONOMIES IN SOME CANONICAL COMPUTER SCIENCE COURSES

The interaction between typical computing learning outcomes and taxonomies can be further illustrated through examples. This subsection presents three such examples, chosen to be typical of courses that appear in a wide range of computing curricula. One is a first year course, the second is from material that is often given at an intermediate level and the third demonstrates features of final year courses. They are all based on actual courses but have been adapted to suit the needs of this paper. The discussion covers the use of Bloom’s taxonomy of the cognitive domain and the SOLO taxonomy, because these are the only ones that we found being used in practice in the computer science education literature. In addition, there is some consideration of Bloom’s taxonomy of the affective domain because this could improve constructive alignment between the values instructors want to instill and the ways we assess computing students.

4.1 Introductory Programming Example

4.1.1 Description of course

This is typical introductory object-oriented programming course. It lasts for a single semester and takes an objects-first approach to teaching Java programming, closely following a well-known textbook. The students have lectures and classes (labs) each week. The lectures, which are optional, introduce new concepts. Students are expected to do programming exercises in the class sessions and finish these off in their own time. Some of the class exercises are marked and these marks contribute 20% of the final course result. The main assessment for the course is currently a closed book examination that contains a mixture of multiple choice questions and essay answers.

4.1.2 Learning Outcomes

At the end of the course students will be able to

- Use an object-oriented programming language to write programs.
• Discuss the quality of solutions through consideration of issues such as encapsulation, cohesion and coupling.
• Recognise and be guided by social, professional and ethical issues and guidelines

4.1.3 Assessment using Bloom in the cognitive domain
Bloom’s taxonomy in the cognitive domain is conventionally used to assess the first two learning outcomes given above. A typical approach is to write assessment items that are intended to assess at a single level and then to award some fraction of the total number of marks available, depending on how complete the student’s response is seen as being. It is relatively unusual to have tasks that are seen as giving students the chance to respond at more than one level, along with assessment criteria indicating which level the student is seen as operating at.

4.1.3.1 Example 1
Consider the following class definition:
```java
public class Car {
    public int numberOfSeats;
    private String model;
    private int engineCode;
    public Car(String model)
    {
        model = model;
    }
    public int getSeats()
    {
        return numberOfSeats;
    }
    private String getModel()
    {
        return model;
    }
    public void setEngineCode(int code)
    {
        if(code >= 100) {
            engineCode = n;
        } else {
            engineCode = code;
        }
    }
}
```

Decide which statement is correct (A, B or C). Only one statement is correct.

**Accessors / mutators**
(a) The method `getSeats` is an accessor method.
(b) The method `getSeats` is a mutator method.
(c) The method `getSeats` is both an accessor and a mutator method.

**Discussion** This test item could be assessing recall if it is using an example that the students have seen before. If they have not, it could be a simple example of application of a rule. A conscientious, or over anxious, student could have come across this example before even if it was not used in lectures. A student who did not bother to go to lectures may be applying this rule from first principles, even if the examiner expects students to be using recall. It is thus hard in practice to determine which of these two Bloom cognitive levels a student is performing at.

4.1.3.2 Example 2
In designing an application, the concept of coupling is important. One guideline states that you should have weak coupling. What is coupling, and why should you have weak coupling?

**Discussion** This tests whether students have reached the “explain” level. In the unlikely event that the reasons for weak coupling have not been spelt out in lectures, it could be at a considerably higher level.

4.1.3.3 Example 3
Write a method to calculate the winnings of a lottery ticket with three integers, a, b and c on it. The header of the method is:
```java
public int lotteryTicket(int a, int b, int c)
```
If the numbers are all different from each other, the method returns 0. If all of the numbers are the same, the method returns 20. If two of the numbers are the same, the method returns 10. For example:
```
lotteryTicket(1, 2, 3) → 0
lotteryTicket(2, 2, 2) → 20
lotteryTicket(1, 1, 2) → 10
```
Write a full implementation of this method.

**Discussion** The instructor is likely to expect this to be straightforward example of apply.

4.1.4 Assessment using SOLO
Example 1 above focuses on a single piece of information, ie recognizing the naming of an accessor method. This means that it can be used to assess at the unistructural level.

4.1.4.1 Example 4
Provide two examples of loop constructs that can be used in a method to calculate the minimum value in an array. The header of the method is:
```java
public int min(int []a)
```

**Discussion** this test item requires identification of two distinct loop constructs but not necessarily working code. This means that it can be used to assess at the multistructural level. If the question asked the student to write a routine that calculates the minimum value then it is targeting a relational response since to develop working code requires an understanding of how different constructs work together.

4.1.4.2 Example 5
In plain English, explain what the following
For each of the following modifications, show the result $B^+$-tree obtained by applying the modification to the $B^+$-tree shown below. Suppose that the maximum fan-out is 4. (Always start with the $B^+$-tree shown below; do not apply the modifications to the result of previous modifications.)

![Example B+ Tree](image)

(a) Insert 21.
(b) Delete 50.
(c) Insert 79.
(d) Delete 10.

**Figure 1. Example 8.**

segment of code does:
```c
bool bValid = true;
    for (int i = 0; i < iMAX-1; i++)
    { 
          if (iNumbers[i] > iNumbers[i+1])
          {
            bValid = false;
          }
    }
```

**Discussion** This seeks a relational response in the sense that the student needs to recognise what is being performed as a whole (relational response) rather than describing the actions of the individual statements (multistructural response); see [40,70,72].

4.1.4.3 Example 6
Performance at the extended abstract level requires students to generalise their knowledge. An example of testing for this could be as follows: the students have been taught how to use an ArrayList. They are now asked to implement code using the Java library LinkedList class. This expects them to generalise the knowledge of working with one collection type and apply it in a near context.

4.1.5 Assessment in the Affective Domain
The learning outcome “Recognise and be guided by social, professional and ethical issues and guidelines” represents an area of learning in which instructors want students to take what they have learnt to heart, not simply to be able to play back what has been told to them. To provide constructive alignment between learning outcome and assessment, it is necessary to assess in the affective domain. The problem is that there is no time for this learning to be embedded, so it is not very feasible to assess it during this module. The answer may be to move the assessment of the affective dimension to a later course.

4.2 Databases Example
4.2.1 Description of course
This course is an introduction to the principles, use, and applications of database systems. It assumes no previous knowledge of databases or database technologies. Topics include: an introduction to relational database systems, relational database model, entity-relationship model, relational algebra, SQL, relational design, and advanced topics such as relational query evaluation, XML databases, and fundamentals of transactions and concurrency.

4.2.2 Learning Outcomes
This course contributes to the development of the following capabilities:
- Enabling Knowledge: Fundamental database concepts including analyzing, designing, defining, constructing and manipulating relational database systems.
- Problem Solving: Ability to design and implement database solutions for various application areas and to build queries for users’ needs, based on analysis of data modeling problem specifications.
- Critical Analysis: Ability to analyze data modeling problem specifications and derive alternative conceptual models that represent the problem in different perspectives leading to alternative database designs.
4.2.3 Assessment using Bloom’s taxonomy in the cognitive domain

4.2.3.1 Example 7

The INSERT statement provides an optional clause to list the columns that you are inserting values into. Why is it prudent to list the columns when you are developing code for a production system?

Discussion This invites students to describe the syntax of an INSERT statement and infer what can go wrong. This is the Comprehension level of Bloom’s cognitive taxonomy. However, students who do not know the syntax but have learnt by trial and error that not listing the columns can produce unexpected results may answer at the lower level of Remember.

4.2.3.2 Example 8

See Figure 1.

Discussion Most database courses drill students on this kind of problem, so the question requires Application of known rules. Note that no explanation is required. Many instructors would consider that this would make the question more difficult, even though Comprehension, and Explaining in Anderson et al’s revision of Bloom’s taxonomy, comes at a lower level than Application.

4.2.3.3 Example 9

A database contains the following tables:

- MOVIE(movieID, title, yearReleased, genre, ratingCode, nationality)
- RATING(ratingCode, ratingDescription)
- PERSON(name, DoB)
- MOVIE_PERSON(movieID, name, role)

where role can take the values “Director”, “Producer”, etc.

Write a query to return the title, rating, and year released of all movies released from 1970 – 1995 inclusive that were directed by Quentin Tarantino, Ron Howard, or Brian DePalma. Movies should be listed from most to least recent with titles listed alphabetically for each year.

Discussion This type of question typically presents a new scenario to the students, so they are expected to operate at the Analysis level to solve it.

4.2.3.4 Example 10

Roger Ebert, a well-known movie critic, wants to compare directors across ratings and genres to see if there are any trends (e.g., do certain directors typically choose movies from a particular genre with particular ratings?). Using the tables in example 10 above, write a query to help Roger analyze the directors who have released one or more movies since 1960. Specifically, list each director along with the genre, rating description, and the number of movies the director has directed in the given genre with the given rating. However, keep the amount of data manageable by only including rows with more than 10 movies. List your results from highest to lowest number of movies. If multiple rows have the same number of movies then list the director, genre, and rating description alphabetically.

Discussion This is a more complex example of analysis. It falls short of Synthesis, or Creating in the revised Bloom’s taxonomy, because the problem is very self contained and there is effectively a single right answer. If the student had to find out about the world of movies as well as about databases, it would required synthesis.

4.2.3.5 Example 11

For each schedule below, tell whether it is conflict-serializable. If yes, also tell:

• Whether it is recoverable;
• Whether it avoids cascading rollbacks;
• Whether it is possible under strict 2PL.

(a) T1.write(B), T2.read(A), T2.write(A), T1.read(A), T1.write(A), T1.commit, T2.commit
(b) T1.write(B), T2.read(A), T2.write(A), T1.read(A), T1.write(A), T2.commit, T1.commit
(c) T1.write(B), T2.read(A), T2.write(A), T2.commit, T1.read(A), T1.write(A), T1.commit
(d) T1.write(B), T2.read(A), T1.read(A), T2.write(A), T1.write(A), T2.commit, T1.commit
(e) T2.write(B), T2.read(A), T2.write(A), T1.write(B), T2.commit, T1.read(A), T1.commit

Discussion This also requires analysis but falls short of evaluation.

4.2.4 Assessment using SOLO

Example 7 above seeks a unistructural response because it deals with a single construct. Example 8 is multistructural because knowledge of both Insert and Delete constructs is required but they are used independently. Examples 9 and 10 target a relational response because the student has to understand how SQL syntax can be applied to her or his analysis of the problem. Example 11 is also seeking a relational response.

4.3 Computing Professionalism Examples

Professionalism within computing is a topic of concern to many professional organizations (IEEE/ACM, BCS etc). These organizations have sought to make professionalism an explicit learning objective (instructional modules) at the university-level. Within computing, this often involves some form of work-based learning. The question of concern is how to assess professionalism? Instructors have often relied on written reports to assess the student’s ability to apply professional concepts. Additionally, many instructors have attempted to assess professionalism through the use of peer, employee and self evaluations.

4.3.1 Description of course

A course in computing professionalism covering topics concerning the social impact, implications and effects of computers on society, and the responsibilities of computer professionals in directing the emerging technology. Relevant professional skills are explored via active-learning activities such as business writing, oral presentations, debates, job hunting and interviewing, professional etiquette, critical thinking, and peer reviewing. An extension to this course gives students the opportunity to apply their skills in consulting capacity, working with real clients to solve their problems.

4.3.2 Learning Outcomes

Students completing this course should be able to...
• review and analyze the effects—both anticipated and observed—of the insertion of computer technology into many aspects of society;
• combine their understanding of technology\'s effects with their personal values, to express and carry out ethical behavior with respect to computing and its impacts, including an ability to articulate and weigh the pros and cons associated with diverse ethical positions;
• identify, analyze, and act upon work situations that have potential ethical, legal, or other professional implications;
• produce written documents of varying type and size in a competent and professional fashion, including the ability to review and critique colleagues\' work;
• design and deliver an interesting, concise, and relevant oral presentation with technical content.

Students completing the extended course will
• Be able to apply the concepts and techniques required to build software systems to meet the needs of small enterprises
• Have developed their own computing professional identity through applying the ACM/IEEE code of ethics
• Interact "professionally" with a client through meetings, written reports and email.

4.3.3 Assesment using Bloom\'s taxonomy in the cognitive domain

4.3.3.1 Example 12 A review of a technical article
Following reviewing and editing guidelines, students are asked to analyze and critique an assigned article, including providing an answer to questions dealing with the organization and writing style of the article.

Discussion This requires students to Evaluate in the cognitive domain. There is also an element of Synthesis (Creating in the revised taxonomy), particularly if the students are expected to extend the review to their own discussion of the topic of the article.

4.3.3.2 Example 13 Group Debates
The debates are intended to sharpen the student\'s skills to adopt and support one or more viewpoints on an issue about ethics or professionalism in the workplace. The class is broken down into groups of 4-5 students. Each team will choose an ethics topic and write a scenario that raises issues associated with this topic. Teams are instructed to choose topics that have believable arguments both pro and con.

General topics to consider include Special needs, ADA requirements, Universal accessibility, Consideration of public risks in system development, Internet censorship, Competitive intelligence or industrial espionage, Intellectual rights, copyrights, & patents, Privacy, National missile defense system, Protection of the environment or ecology, Ethics of medicine or biotechnology, Scientific fraud or plagiarism, Hackers, Professional and legal liability for defective information or software, Viruses, worms, and other "malware", Technological obsolescence (losing jobs to automation), Cryptography and public encryption, Whistle-blowing.

Discussion This allows students to demonstrate skills of analysis, synthesis and evaluation. Note that because they are asked to take a stance for the sake of debate, they cannot be assessed in the affective domain.

4.3.3.3 Example 15
Proposal to a hypothetical work group about a professional issue: This assignment takes place in four phases. The first deliverable is a two-page (500 words) plan for how the student is approaching the proposal-writing process. The second will be a first draft of an 8-page proposal (approximately 2000 words) researched and written according to the earlier plan. The third deliverable is review of another student\'s proposal. The fourth deliverable is a final draft of the proposal, in which the student makes revisions and responds explicitly to the review feedback.

Discussion This gives students excellent opportunities to demonstrate synthesis and evaluation.

4.3.4 Assessment using the SOLO taxonomy
In utilizing the SOLO taxonomy, it is not simply the professionalism attributes that can be assessed. In assessing at the relational or extended abstract level, it is possible to assess how professionalism interacts with or relates to other more technical attributes.

4.3.5 Assessment in the Affective Domain
The learning outcomes of the extended course described above are concerned with the development of professional attitudes and values as well as with cognitive skills. These can be measured using a variety of instruments. One is a reflective log, in which students are asked to report their feelings and motives and to evaluate their own performance in the consultancy role. Another instrument is the instructor\'s observation: was the student proactive in working professionally or was nagging required to ensure that tasks were completed punctually and to a high standard? Finally, feedback from the clients has an important role in determining whether the student\’s professional values and commitment are demonstrated under all circumstances.

5. WHAT IS SPECIFIC ABOUT COMPUTER SCIENCE
The learning taxonomies discussed in sections 2 and 3 are generic, implying that the types of learning and the ordering of the hierarchy are constant across subjects. However, this may not be the case. For example, in applied subjects such as computing, a principal learning objective is the ability to
develop artifacts (in computing, pieces of software) [30]; by contrast, instructors in other subjects (such as English Literature) place more emphasis on skills of critique and less on producing artifacts (such as novels). It could therefore be argued that in applied subjects, Application encompasses Synthesis and Evaluation, rather than being a lower level skill. It is notable that the recent ACM overview of computing curricula [28] refers to performance competencies rather than learning outcomes, reinforcing the perceived importance of Application.

We can also distinguish between disciplines in which there is an emphasis on learning through interpreting and those in which learning is predominantly achieved through doing. Economics and Theology could be seen as examples of the former, Dance and Music performance of the latter. This is not to suggest that Economics and Theology do not require their students to do in the sense of repeatedly writing essays; however they are learning about the practice of the subject rather than running an economy or developing a new religion. Computing students are expected to do a lot of learning through doing, whether it is learning about software engineering by developing systems of increasing complexity, learning about networking by implementing protocols or learning about group dynamics by working in teams.

There are several other characteristics that apply specifically to computer science as discipline. First, and perhaps foremost, studying processes and problem solutions is very central to, if not the essence of, computer science. One could say that solving problems and producing an effective and efficient solution is the core goal of a computer science professional. Computer science centrally involves modeling the real world, representing domains of the most varied nature and complexity, representing knowledge in general and dealing with processes and solutions for problems in such domains.

In order to address the complexities of the problems and domains, there is an essential need to abstract and decompose problems into subproblems and modules. Abstraction, modularity and reusage of previous solutions constitute essential abilities needed by any computer science researcher or professional.

Other characteristics of computer science are creativity and openness to novelty, considering that they are inherently related to finding solutions to problems. It is also worthy of notice that computer science is becoming more and more multidisciplinary, and hence professionals and academics need good communication skills not only among themselves but also with experts in other disciplines.

The following list of keywords encompasses what this working group considers to be intrinsic characteristics of computer science. Clearly, a comprehensive learning taxonomy should be useable for assessment of all of them.

Intrinsic characteristics of computer science:

- Problem solving
- Domain modelling
- Knowledge representation
- Efficiency in problem solving
- Abstraction/modularity
- Novelty/creativity
- Categorization
- Communication skills with experts in other domains
- Adoption of good practice in software engineering

This final feature of computing reflects the need to develop professional skills and values. It is not enough that students should know what constitutes good programming style; we want them to have taken this to heart so that they instinctively write elegant code whenever they work on a piece of software, not just when marks are explicitly available for doing so. Similarly, any intended learning outcome relating to the ACM/IEEE or other professional code of conduct ought to go beyond “Knows about the code of conduct”. We want students to respond positively to it by internalizing it and making it part of their personal set of moral and ethical principles, so that they automatically behave according to its precepts, even under challenging circumstances.

6. A NEW TAXONOMY FOR COMPUTER SCIENCE

In this section we present a new taxonomy designed to be suitable for computer science and engineering, especially for learning programming (in the broadest meaning of the word). We also present a novel way to apply any existing taxonomy which better deals with modularity and increasing levels of abstraction, aspects that typify engineering and computer science in particular.

6.1 Two Dimensional Adaptation of Bloom’s Taxonomy – The Matrix Taxonomy

The intent of the proposed taxonomy is to provide a more practicable framework for assessing learner capabilities in computer science and engineering. The immediate target for this work is computer programming, but we feel the taxonomy is applicable to other fields of engineering in which practitioners produce complex systems. It is meant as a partial solution since (among other things) it does not address the affective domain, only indirectly deals with abstraction skills, and incompletely handles structural relationships in the content.

The inspiration for this taxonomy was research [41,73] indicating that comprehension of program code and the ability to produce program code are two semi-independent capabilities. Students who can read programs may not necessarily be able to write programs of their own. And the ability to write program code does not imply the ability to debug it. Robins et al. [63] describe this independent interpretive skill as the ability to distinguish the intended behavior of the program from the actual behavior of the program.
Although a review of the literature reveals a wide range of possible candidates, only Bloom’s taxonomy of the cognitive domain appears to be widely used in computer science course and assessment design. Its main strengths are that the levels are reasonably easy to understand and there is a developing literature, reviewed above, on how to use it to devise test items. Thus we felt it would form the most natural basis for our proposed taxonomy.

We used the revised version of Bloom’s taxonomy [6] which responded to problems with the linear approach at the higher levels. It provides a level of creation (Higher Application) which requires competency at all the previous levels and one that does not (Create). In order to visualize this distinction and the semi-independent skills of reading and writing program code, our taxonomy employs a two dimensional matrix with an adaptation of Bloom’s taxonomy which is presented in Figure 2.

The dimensions of the matrix represent the two separate ranges of competencies: the ability to understand and interpret an existing product (i.e. program code), and the ability to design and build a new product. Levels related to interpretation are placed on the horizontal axis and levels related to generation are placed on the vertical axis, with the lowest levels at the lower left corner. The names of the levels are from the revised version of Bloom’s, as we feel they are sufficiently unambiguous. It is understood that students traverse each axis in strict sequence. For example, it is not possible to begin to do synthesis (Create) until there is some degree of competency through the Apply Level.

6.1.1 Applying the taxonomy – traversing the matrix

The matrix should be especially useful for instructors needing a marking grid for their students. Also it rather clearly illustrates all the different learning paths students may take, as discovered in recent work by Lahtinen [37].

Different students take different “learning paths” in the matrix taxonomy. For instance, when a student learns a new programming concept he first achieves the knowledge of this concept. At that point the student is in the cell (the state of) ”none/Remember” shown in Figure 2. If this student continues with learning by imitating a ready example of a program but without deep understanding of the concept, they will achieve the state ”Apply/Remember”, i.e. applying/trying to apply the concept without real understanding, with trial and error. This behaviour is illustrated in Figure 3. If instead of imitating, the student decides to first find more information on this concept, as from a book, they might proceed to the cell ”none/Understand” to the right of the initial cell. This means that the student is not yet able to produce program code, but he might already understand the meaning behind this concept.

A competent practitioner of a concept would be placed in the cell ”Create/Evaluate”, which means that he is able to perform at all the competency levels in the matrix. This can also be identified as the level Higher Application [27] and can be reached through different paths as shown in Figure 6.

However, there are students who attain only some of the competencies. For instance, the theoretical students identified in a cluster analysis study [37] may be placed in the cell ”none/Evaluate” which means that they are able to read program code, analyze, and even evaluate it, but cannot yet design a solution or produce program code. This is not the most common pathway for students to follow, but these students have only proceeded in the horizontal direction as shown in Figure 4.

The same study revealed another group, called the practical students, who could be placed in the cell ”Create/Understand” of the matrix. Being in that cell would indicate the ability to apply and synthesize without the ability to analyse or evaluate even their own program code. This behaviour is illustrated in Figure 5. The problem for these practical students is in not being able to debug their own solutions when they encounter errors.
Mapping Programming Activities to the Matrix

We provide a mapping from a set of computer programming activities to the cells of the matrix in order to illustrate the discriminatory power of the proposed taxonomy for this subject area. This is done with a list of problem-solving activities related to programming collected as a reaction to difficulties encountered in using Bloom’s Taxonomy. The activities shown in Table 1 are mapped to the cells of the taxonomy. See Figure 7.

Table 1 – A list of problem-solving activities related to programming

<table>
<thead>
<tr>
<th>Solution Activity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adapt</td>
<td>modify a solution for other domains/ranges</td>
</tr>
<tr>
<td>Analyse</td>
<td>probe the [time] complexity of a solution</td>
</tr>
<tr>
<td>Apply</td>
<td>use a solution as a component in a larger problem</td>
</tr>
<tr>
<td>Debug</td>
<td>both detect and correct flaws in a problem</td>
</tr>
<tr>
<td>Design</td>
<td>devise a solution structure</td>
</tr>
<tr>
<td>Implement</td>
<td>put into lowest level, as in coding a solution, given a completed design</td>
</tr>
<tr>
<td>Model</td>
<td>illustrate or create an abstraction of a solution</td>
</tr>
<tr>
<td>Present</td>
<td>explain a solution to others</td>
</tr>
<tr>
<td>Recognize</td>
<td>base knowledge, vocabulary of the domain</td>
</tr>
<tr>
<td>Refactor</td>
<td>redesign a solution (as for optimization)</td>
</tr>
<tr>
<td>Relate</td>
<td>understand a solution in context of others</td>
</tr>
<tr>
<td>Trace</td>
<td>desk-check a solution</td>
</tr>
</tbody>
</table>

Table 4. The pathway of the students who attain only theoretical competencies.

Table 5. The pathway of the students who attain only practical competencies.

Table 6. The goal, “Create/Evaluate” or Higher Application, can be reached through different pathways.

To “adapt” a solution probably requires competency close to Create on the vertical scale and at least Understand on the horizontal scale, because modifying involves production and knowing what and how to modify requires understanding. “Apply” in the meaning of Table 1 may be as high as Create on the vertical axis since it calls for some creative ability, probably more than implied by the Apply level, in spite of its name. The position in the horizontal axis depends on the situation. To “debug” calls for a collaboration of both interpretation and building so should be high on both axes, perhaps in the cell “Create/Analyse”. The ability to “design” naturally implies Create on the vertical scale and likely some degree of interpretation on the horizontal scale, though how much is uncertain.

“Refactoring” and “Relate” are shown at the highest level of interpretation because both call for a deep understanding of the context of the problem and solution. We view “refactoring” as involving an improvement on the original design, thus admitting a possible placement even higher than “design”.

To avoid belaboring the mapping example, we simply state that similar reasoning inspired the placement of the remaining activities. The point is that a mapping is feasible and does result in a fairly complete covering of the grid. Furthermore, most of these activities are general enough to be immediately applicable to other fields of engineering.
Several of the solution activities may be amenable to assessment using the SOLO taxonomy, which considers the organizational complexity of the problem. This dimension is not at present well illustrated by our matrix, though it may be expected that SOLO levels generally increase as one goes from the origin to the upper right. Consider the activity “present”: One would prefer the ability of presentation at the relational level of SOLO as opposed to uni- or multi-structural. “Design”, “relate”, and “model” are other activities we have identified for which SOLO is useful. In contrast, “implement” as defined in the table, involves applying a process to an otherwise completed design, and thus may be less related to skills involving complexity.

Many of the activities are related to the ability to work with abstraction, an ability that is vital for computer programming and has been discussed as an overriding argument for an alternative learning taxonomy [33]. Design, model, refactor, debug, and present may easily be seen to involve extensive consideration of abstractions. As examples, these activities may include as sub-activities the following: traversing levels of abstraction, mapping between levels (precision being essential for programming!), constructing new abstractions (with the attendant requirements of retaining needed detail and eliminating unneeded detail), adapting abstractions, and using abstractions as models of the original problem and/or solution.

A subject of some discussion in this working group was how to apply the matrix taxonomy to the affective domain. We have designed this taxonomy only for the cognitive domain but non-cognitive skills (e.g. social and emotional skills and the adoption of professional standards) also play a major part in programming practice. Internalization of professional practices is indeed an essential component of learning for computer programmers. Possibilities considered included extending the matrix in one or both directions by another level, or devising a companion matrix. Our overall feeling was that there is so little experience in computer science of assessment of values and attitudes that this would be premature. Krathwohl, Bloom and Masia’s taxonomy for the affective domain [32] appears to be usable for courses aiming to develop professional values and we would like to encourage its adoption so that an evidence base can be accumulated.

6.2 Applying Taxonomies Iteratively - a Spiral Architecture for Applying a Learning Taxonomy

Robins at al. describe a schema as “a structured chunk of related knowledge” [63]. The student’s learning goes through learning new schemas, modifying and combining them in order to produce new, more abstract schemas. Thus, the learning of programming could be seen as an iterative process. In the very beginning, the student is taught really simplistic and basic pieces of information and places to apply them. Instead of learning some things here and there, programming is a skill that is learned by building new information on top of earlier information. So in a way the basic pieces of information students are first struggling with become the bits and pieces they use in subsequent learning of new material. Compared to other cyclic learning styles e.g. the experimental learning style described by Kolb’s Learning Cycle [30], the idea here is to proceed to a new level after each cycle.

The idea of a cognitive learning taxonomy can also be used in an iterative, spiral way. When the student is learning the basic concepts and the simplest subjects, he is going through the taxonomy in respect of that subject only. After having created a schema on that subject, he is then guided into a more abstract subject. When looking only at this new subject, the student is starting again from the lowest level of taxonomy—but now using the earlier material as a prerequisite.

The spiral process could be applied to Bloom’s taxonomy, in that when the student is learning a new subject, his prerequisites—the materials to use in building new knowledge—have become his new basic knowledge, although the student has perhaps reached the level Create or Evaluate on those earlier subjects. Create could be described as the ability to combine one subject with others in order to build new solutions. This may also be seen when new solutions or subjects are learnt by building upon and integrating previous knowledge. This is easily seen to be true when considering that topics that are difficult and require in-depth analyzing by students are mere basic knowledge for expert programmers. Applying Bloom’s taxonomy iteratively is illustrated in Figure 8.

Here is an example of a learning spiral: In the beginning a programming student is taught how to use a loop structure. He will go through all the levels of Bloom’s taxonomy while learning it. He knows that a loop can be used for iteration; he understands how the loop works; he is able to apply a loop when told etc., eventually learning it thoroughly. After reaching the highest levels, the loop structure has become a tool for the student to use in subsequent programming. As the student is trying to learn how to sort an array, the loop can be seen as his basis knowledge upon which he is building his new knowledge. Later as the student is trying to implement a top-application1 to

---

1 The application that displays and updates sorted information about the top CPU processes
his own operating system, he will use the sorting of an array as a part of his base knowledge.

Traditionally programming has been taught starting with low levels of abstraction, moving on bit-by-bit to higher abstractions. For example, consider learning expressions, loop structures, functions, classes, design patterns etc. There are still many situations where one returns for more in-depth learning. Using a high level programming language itself establishes a starting level of abstraction, and using the objects-first approach immediately raises that level. The spiral approach with learning taxonomies must not be seen as going directly from bottom to top, but by seeing each round as thoroughly learning some new piece of information which is then used as a basis for the next round in the topic. It is of benefit to know how to write functions using C++ when one is trying to do something similar but more challenging with a lower level language such as Assembly, because then one already has knowledge of procedures, functions, parameters and return values.

The spiral application of a taxonomy is not limited to any particular taxonomy such as Bloom's. One round of the spiral (the learning of a new schema) could be described by any taxonomy suitable for describing students' abilities in that subject. For instance, the Matrix taxonomy proposed in subsection 1 could be applied in a spiral way. One learning path from the elementary level "none/Remember" to the Higher Application level "Create/Evaluate" can be seen as one round of the spiral. When rising to a higher abstraction level, the student starts his "learning path" once again from the lower left corner.

When trying to move up a level of abstraction (as in to start a new round of the spiral) the student may not have reached the Higher Application level "Create/Evaluate". To use his skills as a basic knowledge for the next, more abstract round the student may well be in one of the nearby cells, such as "Create/Analyse". While already progressing in the next round (with a more abstract subject), the student may eventually reach the "Create/Evaluate" state of the earlier level through his experience in using it. Thus the two rounds would in a way be followed in parallel for a while. On the other hand, if the student has taken one of the less desirable learning paths illustrated in Figures 3 and 4 (theoretical or practical only) and attempts to progress to the next round, he could be building his knowledge on misconceptions and may later face problems.

7. CONCLUSIONS AND RECOMMENDATIONS

Despite the wide range of taxonomies presented in this paper the Bloom's taxonomy of the cognitive domain seems to dominate the field of computer science course and assessment design. Though having many benefits, its principal weakness is that the levels do not appear to be well ordered when used to assess practical subjects such as programming. Our recommended solution is to separate Bloom's six levels into two dimensions, Producing (incorporating apply and create) and Interpreting (incorporating remember, understand, analyze and evaluate). This removes the strict ordering while retaining many of the concepts of Bloom's taxonomy. This generates a matrix that can be used to identify a range of different learning trajectories and hence to guide students in how to improve their skills and understanding.

Discussions with colleagues also exposed a lack of alignment between learning outcomes and assessment practice in the area of professionalism. Instructors bemoan students' lack of commitment to good engineering principles but fail to assess this, sending mixed messages to learners. This can be addressed by assessment in the affective as well as the cognitive domain. There no evidence in the literature of this being done, so the most sensible course would be to use an existing taxonomy for this purpose.

We recommend the use of our matrix taxonomy for the design and assessment of programming and software engineering courses. We also recommend that instructors and course designers use Bloom's taxonomy of the affective domain to achieve constructive alignment between their desire to produce computer scientists with professional attitudes and values and the messages they send through assessment tasks. Further work is needed to evaluate both these methodologies in computer science education.

Figure 8. Bloom’s Taxonomy as a Spiral Taxonomy.
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ABSTRACT
Most of the visualizations on the level of introductory programming concentrate on presenting programming concepts to the learner. However, the learning problems of novice programmers are not usually in concept understanding but culminate to major difficulties in producing programs on their own. Thus, the needs of the learner and the purpose of the visualizations do not seem to meet.

Bloom’s taxonomy introduces six levels of cognitive development that the learner follows. Widening the scope of visualizations to cover all these levels can be a solution for guiding the learning better by visualizations.

This paper introduces a categorization of visualizations. The categories presented are related to the levels of Bloom’s taxonomy. To show how the categorization can be used, we also introduce examples and ideas on how to develop visualizations to the categories.
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1. INTRODUCTION
Visualizations have been used to aid learning in many areas of computer science education but we believe they are not used pedagogically as advantageously as they could be. In the introductory programming course level there are visualizations available for free use. Our work suggests a possible solution on how they could be developed to be more effective and directed better for the needs of the learner.

The biggest problem of novice programmers does not seem to be the understanding of basic programming concepts but rather learning to apply them [5]. It has been concluded [10, 11] that novice programmers are typically limited to superficial knowledge of programs and tend to approach the program 'line by line' rather than looking at the larger wholes of the program. They may know the syntax and semantics of individual concepts, but do not know how to build programs using them [13]. Hence, it is important to emphasize the usage strategies of the concepts in the teaching materials.

In this paper we introduce ideas on how to produce visualizations for novice programmers to enhance the students’ own programming skills (not only concept understanding). The ideas for developing visualizations are divided into different levels according to the Bloom’s taxonomy of the levels of cognitive development. Section 2 will start with presenting work done by visualization tool developers earlier. In Section 3 we will introduce Bloom’s taxonomy and in Section 4 its application in visualizations by presenting a categorization of visualizations. Section 5 will present the examples and ideas for developing the visualizations. Section 6 analyzes the implementation of visualization. Some visualization tools are also placed in the categories as examples. The conclusions are presented in Section 7.

2. RELATED WORK
On the level of introductory programming courses, most of the visualizations concentrate on explaining the program code and its behaviour. There are visualization tools such as VIP [12] for C++ and Jeliot 3 [7] for Java that contain an interpreter of the programming language or its subset and can thus visualize any given structures or little programs. One benefit gained with an interpreter based tool is the easier creation of the actual visualization examples. With the interpreter handling the code and its visualizing the person creating the example can concentrate only on the actual content.

Some introductory programming course level visualizations, e.g. [1], are built one by one to visualize just one certain program, for example with Flash [2]. In these cases, creating the example can take much more time than with the interpreter based tools. Nevertheless, many examples on this level are plain click-and-watch examples. Some of the examples also enable the student to actively participate in the visualization by providing his own input for the program. The level of the learner engagement seems to be a critical factor in enhancing the learning with visualizations [8]. Since it is usually easier to make the interpreter based tools interact with the learner, the effort spent in developing the interpreter is usually worthwhile when measuring the pedagogical value of the tool.

On more advanced level of programming, for instance in courses about data structures or algorithms, the visualizations are usually developed to provide a more abstract picture of the visualized structure instead of staying in the code structure level as in the basic programming visualizations. One obvious reason for this is that these subjects are usually not directly associated to only one programming language but rather to pseudo code presentation. Examples of visualization tools on an abstract level are Trakla [6] and JHAVE [9] that concentrate on the behaviour of algorithms and their usage on data structures.
Table 1: Introduction of the levels of Bloom's taxonomy

<table>
<thead>
<tr>
<th>Level of the taxonomy</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Knowledge</td>
<td>The student knows the facts or the concepts from the area, no real understanding</td>
</tr>
<tr>
<td>2. Comprehension</td>
<td>The student perceives the meanings of the facts and understands how the concepts work</td>
</tr>
<tr>
<td>3. Application</td>
<td>The student is able to apply the knowledge in new situations for example in exercises described by the teacher</td>
</tr>
<tr>
<td>4. Analysis</td>
<td>The student can identify and solve problems on his own and analyse the components of the subject</td>
</tr>
<tr>
<td>5. Synthesis</td>
<td>The student can make own conclusions from the earlier levels and generalise what he has learnt for new situations and thus build larger/new wholes combining his earlier knowledge</td>
</tr>
<tr>
<td>6. Evaluation</td>
<td>The student can compare and assess different kinds of ideas and make choices according to this reasoning</td>
</tr>
</tbody>
</table>

Many visualisations present concepts without processing them further. Since learning problems are often connected to more advanced issues than individual concepts [5], we suggest that learning materials could be directed to develop program generation, modification and debugging skills. Creating programs on ones own is important in learning programming, so visualizations should have more problem solving nature instead of only representing concepts.

3. BLOOM’S TAXONOMY AND ITS USAGE IN TEACHING PROGRAMMING

The taxonomy developed by Bloom et al. [3] categorises six different levels of cognitive development when learning a subject. The taxonomy is general and can be applied to studying computer science and programming among others.

The levels of the taxonomy are shown in Table 1. They are often approached linearly, because it is easier to proceed to one of the levels if the learner knows the earlier levels of the taxonomy. On the other hand, some of the levels (e.g. synthesis and evaluation) could also be inverted [4].

Here we discuss the levels using loop structures as an example. The lowest level of the taxonomy is knowledge, which means that the student knows the facts or the concepts from the area, for example when learning loop structures in programming, this level could mean that the student knows that while, for and do-while loops exist and their syntax. This does not require understanding of the actual behaviour of the loop structures, just the knowledge that they are used for repeating things. With more understanding of how a loop works and the differences between the three loop structures and their behaviour the student has reached the second level, comprehension.

In the third level, application, the learner already understands the subject so well that he is able to apply it in new situations. For example, he can add a loop structure to an existing program or modify the condition of the loop. When he is able to analyze code for example to recognize the purpose of a complex loop structure or to fix a logically broken loop, the student’s level of cognitive development is on stage four, analysis. On this level, concepts such as a loop invariant could be introduced to the learner, since they need a more analytical way of looking at the code.

Synthesis covers making ones own conclusions from the earlier levels. It is the fifth level in the taxonomy. On this level the learner is able to use the loop structures in his own program code. Combination with his earlier knowledge, for example using function calls as the condition of a loop statements, is also placed on this level. At this point the learner also knows in which kind of situations a loop structure is needed.

The sixth and the highest level of the taxonomy is evaluation which means that the learner can compare and judge different kinds of ideas in building and using loop structures. As with the second level, comprehension, the learner compared the meaning of different loop structures, in level six he is able to compare their adequacy for certain situations and thus design clearer (to understand and to implement) programs using loops.

Naps et al. [8] have shared ideas on what the student can do on different levels of the taxonomy and what kinds of tasks the student can be given to support learning on these stages. Their study is about teaching data structures and algorithms. The taxonomy can be used similarly in introductory programming courses. Our aim is to improve the usage of the taxonomy in visualization development on the area of introductory programming.

4. VISUALIZATION CATEGORIES

We have analyzed the different kinds of visualizations that exist and planned new types of visualizations that could be helpful for students who are learning the basics of programming. We recognised that to achieve the different levels of Bloom’s taxonomy the student needs different kinds of materials. Visualisations can be used versatily for supporting these different levels. Table 2 introduces the different categories of visualizations we have recognized and their relation to the taxonomy.

So far the visualisations used on introductory programming courses mainly focus on the two first levels of Bloom’s taxonomy: knowledge and comprehension. With more effective visualization tools and more effort in designing the visualizations the cognitive stage can be deepened to further levels.

4.1 Illustrative visualizations

Visualizations are mostly used presenting profound examples on new subjects to students. We call these illustrative visualizations because they do not usually require much participation from the student. The student mainly follows the visualization. Typical characteristics for illustrative visualizations are:

- Brief and simple.
<table>
<thead>
<tr>
<th>Level of the taxonomy</th>
<th>Visualization category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Knowledge</td>
<td>-</td>
</tr>
<tr>
<td>2. Comprehension</td>
<td>Illustrative visualizations</td>
</tr>
<tr>
<td>3. Application</td>
<td>Utilizing visualizations</td>
</tr>
<tr>
<td>4. Analysis</td>
<td>Problem-solving visualizations</td>
</tr>
<tr>
<td>5. Synthesis</td>
<td>Productive visualizations</td>
</tr>
<tr>
<td>6. Evaluation</td>
<td>Discerning visualizations</td>
</tr>
</tbody>
</table>

Table 2: The application of Bloom’s taxonomy in visualizations

- The code is often made just for illustrating a certain language feature and does not necessarily implement a program which could be useful elsewhere.
- Profound instructions describing both the syntax and the semantics.
- Step-by-step program run.

Introducing a new concept superficially reaches only the first level of the taxonomy (knowledge). Animating and deeply explaining each step can help student reach level two (comprehension). Letting the student lead the run of the visualization itself for example by entering his own input for the program and following the behaviours of the program the understanding can help reaching level two even better.

The reason why we do not introduce a name for a visualization category reaching only the first level of the taxonomy (knowledge) is that implementing visualizations for this level only is quite difficult and useless. Let us consider a situation where a novice programmer has learned how to print a text and then wants to repeat printing the same text. The teacher tells him that the problem is solved by implementing a loop and demonstrates the syntax of a loop. At this point the first level, knowledge that loop statements exist, has already been reached. Supporting only this with visualization has no actual use because the same visualization example can give more than just the syntax.

The benefits of illustrative visualizations take place when the student wants to know how something actually works and in what kind of situations it can be used. Being able to answer these questions makes the difference between the taxonomy levels one and two. Thus we suggest that visualizations should be developed to support at least the level two of Bloom’s taxonomy.

4.2 Utilizing visualizations

To deepen the cognitive stage of visualizations to the level application, the student should participate more than just following the visualization as in the illustrative examples. One solution is to build programming exercises to run on a visualization tool. We call the next stage of the visualization categories utilizing visualizations because in this category the student is supposed to both visualize the code and use the knowledge he has gained so far.

The skill the student has to practise on this level of the taxonomy is to apply his knowledge in a new situation. As a basis for doing this, the student can be given a program that already implements a little programming structure. The task can be to modify the behaviour of this structure to satisfy new requirements or to implement a little extension to the functionality. Since the goal is not to produce a completely new program yet and the task requires only simple knowledge application, this category is called utilization instead of production.

The visualization tool makes these kinds of examples easier for the student because the student can start with getting to understand the existing code by visualizing it. After understanding the code the student has a basis for making a step forward to make some modifications to the code. Writing his own pieces of code for solving the problem makes the student apply the concept in a new situation which is a skill rated on level three (application) of Bloom’s taxonomy.

4.3 Problem-solving visualizations

On the fourth level of the taxonomy (analysis), the student is supposed to identify problems and solve them, which naturally created the name problem-solving visualizations for the next category of visualizations. Since problem solving is a common method of teaching, there are numerous different ways of building problem-solving visualizations. We introduce two different subtypes of problem-solving visualizations in the following subsections. Certainly, many more subtypes can be developed.

4.3.1 Debugging visualizations

Maybe the simplest way to produce a problem-solving visualization is to give the student an example program that contains an error and a description of what the code should do. Naturally the error cannot be a simple syntax error but a logical one, which can be difficult to locate. The student can first animate the code with the visualization tool to locate the error. This is usually much easier for the student than locating an error by just reading the code. Often the student has to give different inputs to the program and visualize it more than once to find the error.

After tracing the error the student can then try his own solution for fixing the bug and see if the solution was a correct one by visualizing the fixed code. An automated testing for correctness can also be used with feedback and hints if possible. This, of course, requires more from the used visualization tool.

4.3.2 Analysable visualizations

The code example in problem-solving visualizations need not to be broken. The teacher just has to be more creative in defining the problem when the code already implements the desired functionality. At its simplest, the problem can be to understand and explain what does the program implement and how does it reach the final result in detail. The question is not just about the final state of the program, because this can be seen by just running the visualization to the end. The main point is the student has to find out how the program reaches the result and which phases it has to go through. To direct the student to divide the problem into smaller parts and analyze each of them carefully, the assignment can include smaller, more detailed questions.

Naturally examples like this could be done just in paper and pen, but if the student can watch the code animated, it can help him to solve the problem. We believe that aiding with visualization does not lessen the learning task beyond this example, but supports it by providing another perspective to approach it. Nevertheless, going through the code so deeply that the student is able to answer questions about it, deepens the stage of learning and rises up to the level four (analysis) of the taxonomy.
4.4 Productive visualizations

The fifth level of the taxonomy is synthesis, which means combining the learner’s earlier knowledge to produce new wholes. Thus we handle this level by assignments to implement a completely new program without a code to get started with.

Again, there are different ways of aiding this kind of tasks by visualizations. Here we introduce two subcategories visualizing the student’s solution and visualizing the assignment. These two subcategories can also be combined so that both of the ideas are used to aid the student in implementing his own program.

4.4.1 Visualizing the student’s solution

The interpreter based visualization tools that enable the student to visualize his own code also provide the possibility to start creating a completely new program from a scratch in the visualization tool. This way the student is using the visualization tool to replace his usual program development environment. The teacher can give an assignment to implement a new program that satisfies certain requirements. Then the student can visualize his own solution or parts of it during the programming process.

The normal way of doing programming assignments just using an ordinary programming environment instead of a visualization tool also supports the stage five (synthesis). The benefit gained by using a visual environment is to support the students who have problems in piecing together how the program runs. In a way, the usage of the visualization tool replaces the usage of a debugger for finding the places where the program behaves wrong. Using a visualization tool can be more beneficial since novice programmers very seldom know how to use a debugger effectively.

The idea of working on a code in a visualization tool is that the student can implement a little part of the program and visualize it before writing the rest of the program. Sometimes visualizing the code already in the very early development stages can reveal mistakes in the thinking process of the novice programmer. The pictures provided by the visualization tool usually help the learner recognize if he has made wrong choices with the data types. When following the execution of the program in the visualization tool, the student often also recognizes when the control of the program does not follow the path he has meant it to follow. When the errors are found, it is also possible to take an action to correct them.

4.4.2 Visualizing the assignment

In bigger programming assignments, visualizations can also be helpful in giving the assignment. In this case, it is not the student’s code that is visualized but the assignment itself. Especially the novice programmers have sometimes difficulties in reading a specification that is complicated and full of formal explanations on how the program is supposed to work. Sometimes looking at a visual presentation on the expected program behaviour gives a much clearer picture on what to start working on, even though the student still needs to build the program structures by himself. The point is not giving the assignment only by a visualization but to complete the assignment using a visual presentation.

This kind of visualization of course requires the visualization tool to show the main points of the algorithm and not just the programming structures. In the earlier types of visualizations, we have concentrated of visualizing the code. For preparing this type of visualizations we need a new kind of tool on a higher level to support visualizing the behaviour of the algorithm.

4.5 Discerning visualizations

It is very important to teach the student to look at the program critically from the beginning of learning program-
5. VISUALIZATION EXAMPLES

We use loop structures as an example of a course content in which learning can be aided by visualisations. Loop structures are a concept introduced quite in the beginning of learning programming regardless, if the approach to programming is imperative or object oriented. Even if introduced in the beginning, it usually is not easy for students, so visualisations are useful in teaching it. All the examples presented in this section handle loop structures.

We cover all the different types of visualisations introduced in Section 4 in our examples. The examples are kept simple, so they can be presented to students on their first programming course and do not require understanding of complex algorithms.

5.1 Illustrative visualizations

Figure 1 shows a screen shot of an illustrative visualisation implemented with VIP [12]. The example code shows the use of two nested for-loops. The program prints given amount of the powers of two. The program is run step-by-step with instructions at the window in the top-left corner describing the run of the program in detail. Concurrently, the state of the program is animated in Variables window on the right side. As a hint for the student, the assignment can propose to try the behaviour of the program also with the input 0. This example is comparable to a lecturer first introducing subject to the students.

5.2 Utilizing visualizations

Figure 2 shows an example where the visualisation tool contains a ready made program that prints the five first results of the multiplication table of six. The student can visualize this code to get started. The task is to change the program to print the five first powers of six. Only a small part of the code (with a white background in Figure 2) is left for editing. After a short reflection student finds the task to be implemented with a loop. Solving this problem rises up to the third level of Bloom's taxonomy (application) because student must independently notice the need for a loop in the solution and then implement it.

An even easier version of a utilizing visualisation could be, for instance, that the given code example contains an infinite loop structure (while (true) {...}) that repeats something useful. The student is supposed to modify the loop by inserting a rational condition for the loop so that the program run will end at some point. Another assignment for the student could be implementing a for-loop when the

```java
int counter (string word) {
    int longest = 0;
    int count = 0;
    for (int index = 0; index < word.length(); --index) {
        count = 1;
        if (index != word.length() - 1) {
            while (word.at (index) == word.at (index + count)) {
                count += 1;
            }
        }
        longest = max (count, longest);
    }
    return longest;
}
```

Figure 3: The code example of a problem-solving visualization (debugging visualization) on loops

original version in the visualisation tool uses a while-loop.

The modification tasks can be built so that the student is able to modify all the program code or so that only some parts of the code are left for editing. This, naturally, depends on the visualisation tool and its capabilities. Sometimes with the novice students, it can be clearer to point for the student exactly which part is he supposed to edit.

5.3 Problem-solving visualizations

In Section 4 we presented debugging visualisations and analyzable visualisations as examples of problem-solving visualisations. Here we give an example of both of them.

5.3.1 Debugging visualizations

Figure 3 presents a code example that could be used for implementing a debugging visualization. The code example includes the definition of function counter that counts the longest sequence of same characters following each other in a word. The code contains an index out of bounds error that occurs only if the word ends with multiple similar characters, so it is not easy to find. The task given for the student is to locate the error and correct it.

The correction the student needs to carry out is simply to modify the condition of the loop. On each round of the loop it needs to be checked that the index of the string is not out of bounds. I.e. the student needs to add an extra checking to the condition of loop.

5.3.2 Analyzable visualizations

Figure 4 describes an example of an analyzable visualization. The student is given a complex function (non-helpfully named as compute()) using three nested for-loops. The task is simply to analyse what the function does. Some guidance is provided with few smaller questions to begin with.

This kind of a code can easily be visualised by existing visualisation tools. The questions presented in the example are open, so checking the correct answers is not possible by software. There could also be modifications of this exercise so that the questions would be multiple choice. Then the students' answers could also be checked by the visualisation tool. On the other hand, open questions can be more helpful for the student, because they leave more space for his own reasoning.
5.4 Productive visualizations

As the name of this category tells, on this level the student is producing a program on his own. We do not necessarily need an example program for the student to start with. The task can be given as a simple specification of a program behaviour.

5.4.1 Visualizing the student’s solution

As an example of a visualization tool that could be used as a program development environment we mention VIP [12]. It contains a possibility for the student to enter his own code and visualize its behaviour. VIP’s code editor was built specially for this kind of usage.

Any programming assignment that requires the student to use loop structures and combine using them with his earlier knowledge will be good for this category. The most important point is that the assignment requires the student to completely design and implement the program without an example to follow or a template to start with. One example could be to implement a program that sorts the content of an array since the simplest sorting algorithms require repeating things with loop structures.

5.4.2 Visualizing the assignment

As already suggested in the previous subsection, after learning how loop structures work, the student could implement a very simple sorting algorithm, e.g. selection sort. This, however, is a very challenging task for a novice programmer, but it can be aided very much by adding a visualization whose main points are described in Figure 5 to the textual assignment description.

This way the algorithm is given to the student and he can concentrate on implementing the right kind of loop structures to make the algorithm work on the programming lan-
Discerning visualizations

As an example case of using visualizations to compare different kinds of solutions on the same subject, we use reversing a string. It is a simple programming task that can be solved in many different ways. Figure 6 demonstrates two different ways to reverse a string. The demonstration is naturally much more understandable as a visualized presentation than as a still picture like here.

When just looking at the different program codes reversing a string it is quite obvious that they are both loop structures, and it can be very difficult for a novice programmer to say much more about it. The animated presentation in the visualization tool can concretize the differences so much that the student can do assessment that will reach the level six of the taxonomy (evaluation). The student can easily recognize that solution on the right side (Figure 6) requires extra memory for only one character and the loop only needs to go through half of the string where as in the other solution the need for memory is bigger and the loop needs to handle the whole string.

As another example of a discerning visualization we can consider programs doing the same task in an iterative way and in a recursive way. There are many different examples about tasks that can be solved both ways.

Building discerning visualizations can be easier for the teacher if he collects frequently given answers to problems from the students and chooses the best ones for the visualized examples. One way to make the student even more engaged in the evaluation is to let him solve the problem independently first. Then he can look at the different solutions as visualizations and discuss the pros and cons of his own solution compared to the other possibilities.

This kind of visualizations can be done in a visualization tool that concentrates on animating the code structures. It can, however, be more beneficial by a visualization that stays on a more abstract level showing the main principals of the algorithm.

6. IMPLEMENTATION OF THE VISUALIZATIONS OF DIFFERENT CATEGORIES

As already stated, most of the visualizations available on the field of introductory programming are illustrative visualizations (level 2). On the level of learning data structures and algorithms, Trakla provides problem-solving visualizations (level 4). The problem-solving visualization examples of data structures are different from the ones presented in this paper even though the idea behind them is the same according to Bloom's taxonomy.
7. CONCLUSIONS

This paper presented a categorization that divides the visualizations according to the level of cognitive development as defined in Bloom's taxonomy. To ensure all the different visualization categories are actually achievable, the paper also presented ideas on how to build visualizations on each level.

It is also possible to make exercises to support all the levels of Bloom's taxonomy in a normal way using a pen and a paper, too. The benefit in using visualizations in all the categories was to support the students who have difficulties in perceiving how the program works.

When producing new visualization materials, more attention should be paid on the pedagogical level of the visualizations. When designing the use of visualizations in the course level, the instructor should also take care that all the different categories of the usage of visualizations are covered.
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Abstract
Visualizations are widely researched and used in teaching but the results of their benefits in learning are vague. We introduce an experiment of using visualizations in learning introductory programming. The aim was to support students in their preparation for the exercise sessions by using visualizations. The students’ preparation consists of two phases that both are supported: reviewing the subject and a homework assignment. Thus this is also a novel approach to using programming visualizations and integrating them to the course content.

The experiment shows positive results especially among the students with no prior programming experience and the students who consider the programming course challenging. We conclude that integrating the use of visualizations to students’ preparation for exercise sessions leads to better learning, more meaningful studying, and ultimately to better preparation. Therefore we also suggest this as a possible way for integrating visualizations to the course.

Keywords: Computer Science Education, Programming, Visualizations, Novice Programmers

1 Introduction

The learning problems in programming are often connected to more advanced issues than individual concepts, so the learning materials and situations should also be directed to develop more advanced programming skills [5]. One of the biggest learning problems of the novice programmers is that they have to handle abstract concepts of which they do not have a concrete model in their everyday life [7]. Thus, providing interactive visualizations as extra material for the students is a good way to concretize the subject in the beginning.

The most common use of visualizations is demonstrating a code example as an illustrative visualization. We wanted to make students participate in the visualization and integrate the use of visualizations to the students’ preparation and homework.
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assignments for their weekly exercise sessions. The effects of this approach were tested in a real learning situation by in-class tests.

2 Background

The research done on the field of visualizations has resulted in instructions on how to build visualizations so that they will be pedagogically as beneficial as possible. For instance, Naps et al. recommend that the visualizations should engage the student to participate in the visualization actively [6]. As possible ways to do this it is suggested, e.g., that the visualizations should enable the user to provide his own input for the program and that there should be an interactive prediction in the visualization tool [8]. To increase the interactivity of the visualizations they can also be built to support all six stages of cognitive development listed in Bloom’s taxonomy [4].

Despite all these recommendations and ideas on how to improve visualizations, the reports on their usage are diverse. A wide study conducted by Hundhausen et al. states that it is more important how the visualizations are used than what their content is [3]. In an other publication, Hundhausen reports that visualizations can actually distract the students’ attention away from the subject [2]. On the other hand according to Ben-Bassat Levy et al. visualizations benefit the students with learning problems. This was also our main interest of research [1].

3 The Experiment

This experiment took place on an introductory course for programming (CS1) in Tampere University of Technology. The prerequisites for the course are limited to only basic knowledge of computer literacy and it is the first programming course for the students. The programming language used on the course is C++. There are weekly lectures and exercise sessions. The students ought to complete a small homework assignment prior the exercise session. The homework assignment requires them to familiarize themselves with the basics of the new subject. This usually also means reviewing the content of the lectures with the course material.

The idea of visualizations was familiar to the students already before the experiment. We had supported the students’ own studying by providing visualizations on the course web page. The printed course material contains web addresses of the visualization examples and the visualization tool – VIP [9] – was also demonstrated on a lecture.

The experiment took place on the fourth and the fifth week of the course. On the first week of the experiment (the fourth week of the course) the exercise sessions dealt with loop structures and on the second week arrays. These weeks were chosen because both of the subjects are typically difficult for novice students [5] and they are easy to visualize.
3.1 The Method

We used two random groups of about 30 students who had enrolled for the exercise sessions. The target group used visualizations when preparing for the exercise session and the reference group did not. The organization of the experiment is illustrated in Figure 1.

3.1.1 Settings before the Exercise Session

Both groups had the printed course material for reviewing before the exercise sessions. Besides the printed course material, the students in the target group were provided an extra web page with instructions on how to review with the visualization examples and links to the examples. On both weeks the reviewing material contained two illustrative visualizations [4] to clarify the concepts.

The actual homework assignments were exactly the same for both groups. The only difference was that the students worked on them using different tools. The reference group had the assignment available on the course website. Most students in the reference group had used pen and paper to write the code and the answers to the questions. Some of them had also used a regular code editor and a compiler.

The web page provided for the target group contained the homework assignment as text just like for the other students. In addition, there was a link to a visualization tool where the student could start working on the code. VIP [9] contains a code editor where the student can write his own solutions, compile them and run them as a visualization.

3.1.2 Settings in the Exercise Session

On the experiment weeks, there was a short written test in the beginning of the exercise sessions to measure the students’ learning. The students were not notified about the test in advance. They were not allowed to look at the materials and they returned their answers anonymously. The task was to write really small programs similar to the ones they had implemented in their homework assignments. The time was limited to only five minutes because the tasks tested the very basics and therefore would have been easily implemented in the time – assuming the subject was well learnt. We also wanted to have more variation inside the groups by limiting the time. Only the best students would complete the whole test.

Besides the small test, all the students responded to a short survey for background information, e.g., about their previous programming experience and how they felt about their progress on the course. Also the amount of time used, both on reviewing the subject and on doing the actual homework assignment, was asked. The students in the target group also answered another survey concerning the use
of the visualizations as a supporting tool for exercise preparation. The survey form was attached to the test so that the background information can be connected to the test answers.

3.2 The Homework Assignment

The exercise sessions in the first week dealt with loop structures. In the homework assignment there was a simple example of a while-loop. The task was first to find out what the piece of code does and to understand how it works. Then the students had to modify the code to implement another kind of functionality. The task reaches the level application (3) of Bloom’s taxonomy of cognitive development, since it requires ability to apply one’s knowledge in a new situation. Thus the assignment version implemented in the visualization tool is a utilizing visualization [4].

The subject in the second week was arrays. To widen the perspective of visualizational aid we chose this homework assignment differently: The students familiarized themselves with a given complex loop structure handling two arrays and answered questions related to it. The task requires identifying and analyzing the components of the code, so it is on the level analysis (4) of Bloom’s taxonomy. Thus the version implemented in VIP is an analyzable visualization [4].

4 Results

On the first week, there were 21 students present in the exercise session of the target group and 27 students in the reference group, i.e. altogether 48 students. On the next week the corresponding numbers are 21, 22 and 43.

As visualizations are mainly targeted for the novices and the students who have learning difficulties, we constricted the comparison of the groups to only the novices (no previous programming experience) or the ones finding the course subjects so far difficult or very difficult (here called the strugglers). The division and the numbers of the students in the groups is illustrated in Figure 2.

The results are divided into two parts: the effects on learning results and the effects on studying behaviour. The first represents the students’ knowledge on the subject measured in the test as the second represents how the students prepared for the exercise session.

According to the results from the first week, the use of visualizations benefits learning: we found a statistically significant difference of the mean values of the test grades between the groups. The results from the second week are analogous and support the results from the first week. Because of the smaller difference in the second week, this section mainly concentrates on representing the results from the
4.1 The Effects on Learning Results

The effects on learning results were analyzed by rating the students’ answers for the test. For example, on the first week all three tasks were graded on a linear scale with points from 0 to 4 resulting the maximum of 12 points. On the second week the maximum was only 8.

The loop tasks seemed to be difficult for the students to complete in the given five minutes. The mean result was altogether only 3.5 out of 12 points (standard deviation 2.5). An independent samples T-test was used to analyze the difference between the groups. The means for the focused subset of novices and strugglers are 3.6 points (standard deviation 2.2) for the target group and only 1.7 points (standard deviation 1.5) for the reference group. This shows a significant statistical difference ($p < 0.05$). Even if the comparison is done to the whole groups (instead of only the focused subset) there is a small analogous difference between the groups.

In the next week, the corresponding means of the novices and strugglers are 3.1 points out of 8 points (standard deviation 2.3) for the students in the target group and 2.3 points (standard deviation 1.9) for the ones in the reference group. The trend is same as on the earlier week.

As the students carried out the tasks in the test sequentially, they all started with the first task. Figure 3a shows the percentage values of each grade in this task. Only the novices and the strugglers are taken into account. Almost all students in the target group (10 out of 12 = 83%) got at least one point and even 42% full 4 points as the reference group had the same numbers in 53% and 6%. The same phenomenon can be observed in the results of the second week.

4.2 The Effects on Studying Behaviour

Since the novices and the strugglers were the only ones whose learning results are different, it is logical that they are the only ones’ whose studying behaviour was influenced by the visualizations. Thus this subsection concentrates only on the novices and strugglers of the groups.

According to the students’ answers to the survey about their preparation, the students in the target group had used more time than the students in the reference group. Both the time spent on reviewing the subject and the time spent on doing
the homework assignment were higher. The difference was bigger in reviewing the subject. The comparison between the time usage on reviewing the subject in the first week of the experiment is shown in Figure 3b.

More than a third of the students in the reference group spent less than 5 minutes in reviewing. More than 90% of the students in the target group spent longer than 5 minutes. It is clear that the students using the visualization tool concentrated longer even though the statistical significance between the groups can not be stated.

Also the feedback of the survey about visualizations as a preparation tool resulted in plain positive feedback. Students wrote comments like "Though having read the specified course material, I really understood the subject after using the visualization examples."

4.3 Comparing the Results of the Two Weeks

The experiment was not done in a strictly controlled situation but in a normal teaching group so some circumstances varied between the two weeks of the experiment. E.g., there were more absent students on the second week. The subjects on the two weeks were different so we also had a new type of homework assignment and a different test on the second week. All of these factors have influenced the results.

On the first week, the homework assignment was a utilizing visualization and on the second week an analyzable visualization. One important reason for the difference in the results can be that utilizing visualizations engage the student to produce his own code where as analyzable visualizations engage the student to observe the code intensively. The test performed in the class room was about producing their own code. So on the first week the preparation and the test were more similar than on the second week.

The in-class test was not announced in advance so on the first week of the experiment no one expected it. On the second week the students might have assumed that there could be a test again. Thus the students may have prepared better for the exercise session. This can also be one of the reasons why the statistical difference was not achieved on the second week.

5 Discussion

Even if the circumstances between the weeks of the experiment varied, it is advantageous that the experiment was done in a real learning situation. We captured the students’ experiences in a situation where they act as they would act normally when studying. Thus the results can better be applied to planning teaching in the future.

The results show that the use of visualizations helped the students who have most challenges in learning programming (the novices and the strugglers). They learnt more if they used visualizations when preparing for the exercise sessions. The students who had earlier experience in programming already had a mental model about the subject and thus the use of visualizations was not so helpful. Also the
students who felt that the subject was easy could form the mental model without using visual materials. Hence, they did not benefit of the use of visualizations so much either.

Another result was that the students who used visualization examples along with the normal course material spent more time on reviewing the subject than the others. Studying obviously became more interesting as a new visual perspective was provided.

So what really can be concluded from the results is that visualizations do aid learning, but it is not sure whether this results directly of their usage. It can also result from the fact that when using visualizations, the studying itself is more interesting and the students use more time on it and thus learn better. However, it is not important, if the visualizations improve the learning results directly. The most important result is that they do improve them.

The difference between the two weeks of the experiment – the week when the students did a utilizing visualization exercise and the week when they did an analysable visualization exercise – also supports the recommendation from Naps et al. that the visualization should engage the student to work actively [6]. Utilizing visualization makes the student produce their own code where as analysable visualization only makes them analyze code written by someone else. The engagement to the visualization is more intense with a utilizing visualization. Also the learning results from the week when the utilizing visualization was used are better.

Using visualizations in students’ preparation for exercise sessions had definitely a positive outcome because of the better learning. The exercise sessions ran smoother because students were better prepared due to the increase in their motivation. This also shows that using visualizations in preparing for exercise sessions is a working way of integrating visualizations to the rest of the course content.

The problems and considerations of this kind of approach are technical issues and the time spent by the teacher. Implementing tasks with visualizations requires quite advanced tools that have to be available for every student. Also preparing the tasks with a visualization tool takes more effort from the teacher than without a visualization tool.

When planning new ways to use visualizations in a course the teacher should also bear in mind that not all want to use new kinds of learning tools. As the use of visualizations mainly benefit the novices and the strugglers, it can be annoying for the students that do not need it. Some of the students might not like visual learning style or just have their own idea on how to work. Thus we recommend that the use of visualization tools is optional.

6 Conclusions

Using program visualizations improve the learning of students with no earlier programming experience and the students who have difficulties in programming. We cannot say whether the better learning results originate from the pedagogical impact of the visualizations or from the fact that the visualizations made the students
study for a longer time. Either way, using visualizations improved the students’ learning and preparation for the exercise sessions which was the purpose. Therefore, we recommend both using visualizations in teaching and using the exercise sessions to integrate the visualizations to the other parts of the course.
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\textbf{Abstract}

In the beginning of learning programming students have misconceptions of what programming is. We have used a kick-start activation in the beginning of an introductory programming course (CS1) to set the record straight. A kick-start activation means introducing the deep structure of programming before the surface structure by making the students solve a certain type of problem in the first lecture. The problem is related to a realistic computer program, simple enough for everyone to understand and allow students to participate in debugging. A visualization-based approach helps making the example more concrete for students. In this article we present the concept kick-start activation and one concrete example. To support the example, we have also developed a visualization using the visualization tool JHAVÉ. We got positive feedback on the example and suggest further development of kick-start activations in order to make the beginning of learning programming more motivating for students.

\textit{Keywords:} Teaching programming, Novice programmers, Visualizations, Kick-start activation.

\section{Introduction}

Students who enroll to introductory programming courses (CS1) have plenty of misconceptions about the nature of programming and some students do not know what programming is at all. The course typically starts with the teacher trying to correct the misconceptions by emphasizing that programming is more problem-solving and thinking than typing program code. The concept of an algorithm is introduced, as well as some tools for implementing algorithms and designing programs, such as pseudocode or flow charts.

A classical first example of an algorithm is a recipe in a cook-book. A recipe is a relatively unambiguous, detailed set of instructions. If you follow the instructions carefully you will have a food portion as the result. However, there are problems
with this example. Firstly, it is not at all related to computers. Thus students might feel that the teacher is stating the obvious or even explaining nonsense when he/she is talking about cooking and algorithms instead of programming. Secondly, even though comparing cooking recipes and algorithms gives a clear idea on what an algorithm is, it does not really help to understand what a programmer does. There is no occupation where the job is to develop new recipes. Thus, the underlying idea of programming is not delivered to the students. Thirdly, the metaphor also does not help in explaining the programming process for the student. There are no concrete examples on important phases like designing, testing nor debugging. The student might still continue carrying the misconception of programming being merely the implementation of an algorithm.

We introduce a different way to start the course: *kick-start activation*. In this approach, we get into the deep structure of programming before the surface structure is even introduced. Our target audience is especially the students who do not know anything about programming before the kick-start activation.

In this article we first present the idea of a kick-start activation in Section 2. Then we introduce our example and explain how we use it in Section 3. Section 4 presents the visualization and feedback. Finally, discussion and conclusion are included in Section 5.

## 2 Criteria for a Kick-Start Activation

In our opinion, to make the opening of the course interesting for students, one needs to get directly into the real problems, i.e., a problem that requires an algorithmic solution. In the case of programming this means skipping the surface structure, such as the syntax of the programming language, and starting from the deep structure of programming, i.e., a problem that the students solve themselves. We call this kind of an introduction *kick-start activation* because it is a fast-forward jump-in approach and it engages students in the example since they solve the problem.

Our *main criterion* for the example presented in the kick-start activation is that it has to be based on a *real computer program*. The benefits of a real programming example are:

- In addition to introducing the concepts of algorithms, pseudo code and flow charts one can also introduce
  - problem solving and the phases of programming,
  - the idea of testing algorithms and the idea of testing programs, and
  - what the work of a programmer is like.
- It helps to explain the difference of human thinking and the way the computer works.
- The execution of the algorithm can be explained and demonstrated with a computer.
- One can also show a an implementation in a programming language to give an example. Students can identify the control structures of the pseudo code from the program code. Even if the students do not understand the programming language
syntax yet, it gives them a concrete example on what a programming language looks like.

- It can be concretized by a program visualization that the students can run.

Our second criterion is that the kick-start activation needs to be simple enough so it can be understood by everyone. We decided that it has to be an example that relates to everyday life. Besides that we chose not to use a real programming language nor any terms, pictures, or other details that relate to computers. For example, we did not want \[\] -operators in the algorithm or memory addresses in the pictures. These would just add extra details that are irrelevant at this stage. Instead of using a programming language it is easier to fade out the surface structure of programming by using a natural-language-like pseudo code presentation and flow charts. To concretize the pseudo code and flow chart we developed a visualization that illustrates how the algorithm would be run by a computer if the computer could understand it.

The third criterion for a kick-start activation was to make students take part in the example. As programming is much more thinking and problem-solving than using the programming language syntax, there are numerous programming related activities that students can try already in the beginning of the course. For instance testing an algorithm is a task that can be given to a student. One practical way of doing this is developing a buggy version of an algorithm that the students can debug.

3 Our Example: Hyphenating Finnish Words

The topic of our kick-start activation was the hyphenation rules of the Finnish language. Word processors have spell checking and automatic hyphenation, i.e., computer programs are hyphenating Finnish words. In addition, every student knows how to spell Finnish so the topic is general enough.

The exact rules for hyphenating Finnish are not common knowledge in Finland even if it is easy to hyphenate Finnish for everyone who knows how to speak the language. Fortunately the rules are simple enough to be explained to students in a few sentences. Still, it is non-trivial to build a hyphenation algorithm. The algorithm requires a loop structure to go through the letters of the hyphenated word and a couple of if-statements to choose which hyphenation rule to apply.

For example, the first of three hyphenation rules called the consonant rule states the following: if there is a vowel followed by one or more consonants, a hyphen is placed directly before the last consonant. The window on the right hand side in Figure 1 presents the algorithm based on the rules. The consonant rule can be identified in the marked area of the figure.

A word is a data structure that can be understood even without knowing the data type string. A word can also be drawn like a line of alphabet building blocks (See the window on the left hand side in Figure 1). Introducing the computer

---

3 In this situation actually: in Finland every student knows how to spell Finnish.
memory or other similar details for the student is unnecessary. Drawing the data
structure as a line of building blocks actually allows us to visualize the addition of
a hyphen: a picture animation where a block with the character ‘-’ slides and slips
in between the blocks of the word.

On the lecture, our intention was to highlight that designing and testing the
algorithm with pen and paper is a big part of programming. To describe this
clearly we used a three step example:

(i) First we quickly designed a hyphenation algorithm. Though it seemed to be
correct the hasty design had on purpose produced a buggy solution.

(ii) Then the students tested the algorithm and hopefully found the error. After
this we discussed how important it is to understand the problem before you
start designing the algorithm.

(iii) Finally, we explained the hyphenation rules deeper for the students and de-
signed a new algorithm properly. The final result was a correctly working
algorithm.

The example included two algorithms. We call these the premature algorithm (pro-
duced in step 1) and the mature algorithm (produced in step 3).

The purpose of the testing phase was to activate the students. They were actu-
ally performing a programming related task even if they thought they did not know
any programming yet. The idea is that the students can use the visualization to
run and test the algorithm. The testing could of course be done using only pen and
paper, but the visualization is handy in it. We gave a link to the visualization to the
students for later use so that they could revise the lecture using the visualization.

4 The Visualization

There are many program visualization tools available for presenting basic program-
ing structures for novice programmers for instance, Jeliot 3 [4] for Java, VIP [12]
for C++, and Ville [7] and Planani [9] for multiple different languages. These visu-
alization tools work on program code level, so they assume that the student already
understands some programming language and thus are not suitable for our target
audience. There is also a visualization tool called RAPTOR [1] where the students
can construct flow charts and the tool will visualize them for the student. The
RAPTOR flow charts are also close to the program code level, e.g., the tool shows
the content of variables and arrays.

We needed a completely syntax-free common purpose visualization tool where
we can write the algorithm in a few Finnish sentences and draw the building blocks
exactly according to our needs. Thus, the existing program visualization tools did
not suit our purposes. However, in the field of algorithm visualizations there was
one tool flexible enough: JHAVÉ [6] and its Gaigs support class package. With
a bit of imagination we were able to use this algorithm visualization tool slightly
unorthodoxically and produce the hyphenation visualization.

The info screen of JHAVÉ’s execution window is normally used for showing
algorithm specific instructions written in HTML. The tool allows the use of images as a part of the HTML page with the <image> tag. This feature let us implement the flow chart animation with a set of fixed images. The images were then presented in the correct order by showing a particular image in each state of the program. With the possibility of using HTML and images in JHAVÉ, one could design many sorts of examples as the technical implementation is limited solely to the creation of the images.

Using JHAVÉ, we implemented two different presentations of the hyphenation algorithm visualization: a pseudo code view and a flow chart. Both of these presentations also contain a window with the alphabet building block picture of the hyphenated word. Screenshots can be seen in Figure 1 and Figure 2. There were two different algorithms that we visualized: the premature and mature. Since there are two different presentations of both the algorithms we actually had four different visualizations.

The student can control the visualization using the step and step-back buttons. The execution of the algorithm is visualized by coloring the nodes in the flow chart or the lines of the pseudo code synchronously with the steps. As the program is hyphenating words, the state of the word in each step is visualized in the window with the alphabet building block picture on the left hand side. There are pictures of two words: the original word without the hyphens and the result where the hyphens are added as the algorithm proceeds. The visualization also colors the alphabet building blocks that the algorithm is handling.

### 4.1 Student Engagement

According to research on the field of visualizations, student engagement is vital for learning when a student uses visualization [11]. Naps et al. [5] present a Visualization Engagement Taxonomy that describes six levels of learner engagement with visualization technology. On top of the lowest level of existing engagement—Viewing—are the more active levels: Responding and Changing an existing visualization and Constructing and Presenting ones own visualization.

As the algorithm is given fixed in the hyphenation algorithm visualization, the student engagement is enhanced by allowing the student to provide his/her own input word for the algorithm. This corresponds to the level Change of the Visualization Engagement Taxonomy [5]. To attain the level Response also, the flow of the program is interrupted with pop-up questions querying about the next behavior of the program.

### 4.2 Student Feedback

We evaluated the visualization with a quantitative survey after the lecture where we used it. We handed in a questionnaire on paper for the students. We received altogether 113 responses. 71 of the respondents (63%) had no programming experience before the course.

The feedback was generally positive since 53% of the respondents said that the
visualization looked nice (agree or totally agree), 86% thought that was useful for learning (agree or totally agree), and only 5% thought that it disturbed the lecture (agree or totally agree).

We performed a cross tabulation and a $\chi^2$-test for some of the variables and found out that the students with no earlier programming experience thought that the vi-
Visualization was more useful for learning than the students who had programmed before coming to the course. This difference is statistically significant ($p < 0.05$). The reason is also obvious: the students with earlier programming experience already had an understanding on how algorithms and flow charts work so they do not need the visualization for understanding the hyphenation algorithm. This result shows that we managed to help the students who were the target audience of the visualization.

After all, the most important feedback was that our students were listening to the hyphenation example intensively on the lecture. Two teachers tried the example and both of them could sense a notable difference in the lecture situation compared to the cook-book example.

5 Discussion and Conclusions

The kick-start activation received positive feedback both from the students and the teachers who used it. We think that our approach was successful because the criteria were designed carefully and there was a visualization tool that aided both presenting the example and understanding it. This example could be used as a source of ideas for other topics to build kick-start activations of.

There are not many program visualization tools available for our target audience—the students who do not know anything about programming yet. In addition to our visualization we have found a system called SICAS [3] that could probably also be used for presenting a kick-start activation. It is based on similar principles and allows students to construct their own flow charts and visualize them. However, currently it is not used the same way we used our visualization.

The conceptual framework of programming knowledge developed by McGill and Volet [2] suggests that in addition to syntactic and conceptual knowledge a programmer also needs strategic knowledge of programming. Reports on the state of field show that visualizations are often used for only presenting programming concepts [10]. The scope of our visualization is more in the strategic knowledge since it focuses on the programming phases: testing and design.

In the development of the visualization we also emphasized student engagement in the levels of the Visualization Engagement Taxonomy [5]. The visualization is most activating when the student is guided to use it in the three step lesson we described in Section 3. This requires either a teacher to explain the hyphenation problem and the need for debugging the first version of the algorithm or the student to read this from the material by himself. The idea of connecting a visualization to a certain study material is similar to the one presented in an ITiCSE working group report about hypertextbooks [8]. We think that the visualization of the mature version of the algorithm could also be used without the debugging phase just for presenting the concepts algorithm, pseudo code, and flow chart. This way the example would be less challenging and the activation of the student would be left only to the pop-up questions.

The best possibility for activating students would be to make them correct the
bug or build a completely new correct algorithm after finding the bug from the premature version of the algorithm. This can, however, be very challenging for a novice student so we did not try it. It would be an interesting future work idea to build a visualization tool where the student could build the correct algorithm by modifying the flow chart. Another idea for future work is that we could implement different kinds of premature algorithms. There could be easier and more difficult bugs for the debugging task.
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ABSTRACT
This paper presents a systematic literature review of the recent (2006–2010) development of automatic assessment tools for programming exercises. We discuss the major features that the tools support and the different approaches they are using both from the pedagogical and the technical point of view. Examples of these features are ways for the teacher to define tests, resubmission policies, security issues, and so forth. We have also identified a list of novel features, like assessing web software, that are likely to get more research attention in the future. As a conclusion, we state that too many new systems are developed, but also acknowledge the current reasons for the phenomenon. As one solution we encourage opening up the existing systems and joining efforts on developing those further. Selected systems from our survey are briefly described in Appendix A.

1. INTRODUCTION
Assessment provides the teacher with a feedback channel that shows how learning goals are being met. It also ensures for an outside observer that students achieve those learning goals. Assessment provides both means to guide student learning and feedback for both the learner and the teacher about the learning process – from the level of a whole course down to a single student on some specific topic being assessed.

Students often direct their efforts based on what is assessed and how it affects the final course grade [6, Chapter 9]. Continuous assessment during a programming course ensures that students get enough practice as well as get feedback on the quality of their solutions. Providing quality assessment manually for even a small class means that feedback can not be as instant as in one-to-one tutoring. When the class size grows, the amount of assessed work has to be cut down or rationalized in some other way. Automatic assessment (AA), however, allows instant feedback without the need to reduce exercises.

Why do so many automatic assessment systems exist, and why are new ones created every year? Many systems share common features and it would seem that systems already exist that fulfill most assessment needs.

One clear reason for the variety of tools has to do with their availability and lifespan. Tools are often created as a part of a thesis or for a particular course. They are finished enough for studying a research question or to support the needs of one particular course, but are not suitable for distribution. It is rather common that the very first version of a tool was something that the teacher did quickly for his/her very own purpose. These tools might get publicized if some research was the original motivator, but as they never emerge as supported pieces of software, similar systems get implemented again and again. Correspondingly, there are far less systems that are widely adopted than there are papers about new tools.

We argue that presenting a big picture about the recently developed and currently available AA systems would help both teachers find the tools they might be searching and developers avoid reinventing the wheel. Literature survey is one way to achieve this. In this survey, our goal is to serve teachers who need to give grades to large classes. This is where the automatic grading of programming assignments can free the teachers' time significantly for doing something else, that can not be automated [9].

Related research, with focus on related surveys, is presented in Section 2. The exact research questions and the methodology used in this survey are described in Section 3. Results are introduced in Section 4. Selection of AA systems, also mentioned in Section 4, are presented in Appendix A. Conclusions, some recommendations based on the data, and our expectations related to the future trends in automatic assessment of programming assignments are discussed in Section 5.
2. RELATED WORK

Tools are an actively researched approach to support teaching programming. For example, a survey by David Valentine found that 18% of the papers published in SIGCSE conference between 1983 and 1993 were tools papers, whereas between 1994 and 2003 the number was 24.6% [78]. In the *Survey of Literature on the Teaching of Introductory Programming* by Pears et al. [55] from 2007, tools were the single largest group among papers classified between tools, curricula, pedagogy, and programming languages. Analysis by Sheard et al. [68] from 2009 also supports the importance of both assessment and tools. Top three themes in their classification of CS education research papers were: 1) ability / aptitude / understanding (40%), 2) teaching / learning / assessment techniques (35%), and 3) teaching / learning / assessment tools (9%).

Pears et al. have also summarized that tools that support teaching programming can be divided into:

- visualization tools (e.g. ANIMAL [60], Jeliot [49], and Tango [73]),
- automated assessment tools (e.g. TRAKLA2 [40], WEBCAT [16], and BOSS [37]),
- programming support tools (e.g. BlueJ [5]), and
- microworlds (e.g. Karel [54], and Alice [12]).

As stated before, our focus is on tools for automated assessment of programming assignments.

There are a few surveys of AA in the context of programming assignments. A *Survey of Automated Assessment Approaches for Programming Assignments* [1] by Kirsti Ala-Mutka from 2005 concentrates on what features of programming assignments are automatically assessed whereas Douce et al. [14] review the history of the field from 1960s to 2005. One of the main findings by Ala-Mutka is that dynamic analysis – that is, assessment based on executing the program – is often used to assess functionality, efficiency, and testing skills. Static checks that analyze the program without executing it are used to provide feedback from style, programming errors, software metrics, and even design. Tools that cover both static and dynamic testing are also well presented in the survey. There are many features to assess, and Ala-Mutka concludes that the selected AA approach should always be pedagogically justified. Although we believe a lot has been done since 2005, a recent survey from 2009 by Liang et al. [42] provides little new to the work of Ala-Mutka. ITiCSE 2003 working group led by Carter conducted a survey among CS educators (not only programming) to get a snapshot of AA practices and an analysis of respondents’ perceptions of automatic assessment [9]. One interesting finding was that the teachers who were not familiar with AA considered its potential more limited than the respondents with experience from AA.

Not all programming exercises can be automatically assessed. Several articles discussed how to design good assignments from the pedagogical standpoint. However, how to deal with the restrictions set by the automatic assessment is not often addressed. Forišek investigated International Olympiads in Informatics1 (an event similar to the ACM International Collegiate Programming Contests2) and found that certain types of assignments they used were unsuitable for automatic assessment [17]. Forišek presents concrete examples of bad assignments (i.e easy to cheat tests) and heuristics on how to detect them. Greening, on the other hand, suggests that programming assignments should be more open in nature instead of satisfying a strict set of specifications often required by automatic assessment [25]. Furthermore, we believe that the very fact that the assessment is automatic is likely to change how some students approach the exercise. Knowingly submitting a weak or even incorrect solution that gets accepted by a machine is quite likely more socially acceptable than trying to cheat a person.

Some of the research outside CS education research will also help us understand when to apply AA and when not to. For example, what kind of problems in code can be detected automatically and what not has been investigated (e.g. [45]).

3. RESEARCH QUESTION AND METHOD

Based on the previous section, we conclude that the trends and improvements in automatic assessment of programming assignments from the last five years have not been systematically collected. Thus, the following research questions are addressed in this paper:

1. What are the features of automatic assessment systems reported in the literature after 2005?
2. What future directions are indicated?

To answer the questions, a systematic literature review was carried out. This means that an explicit procedure in selecting the systems and papers was applied (see [7] for details): to be included, a paper must have presented an AA system providing summative, numerical feedback from programming assignments or described results from using such system.

By programming assignments we mean assignments where students write code and submit it for assessment. Therefore AA of diagrams (e.g. [76]), AA of algorithm simulation (e.g. [40]), and other visualization based approaches (e.g. providing formative feedback based on visualizations) are not included. In addition, we only included systems where first hand experience was reported. This means that classical systems often mentioned in the related work section (e.g. CourseMarker [30], Assyst [34], etc.) are left out – unless experiences from those systems were reported in the literature we surveyed.

We collected the data by searching for phrases ‘automatic’ OR ‘automated’ AND ‘(assessment’ OR ‘grading’) AND ‘programming’ from the conference proceedings and journals through ACM Digital Library and IEEE Xplore. We then applied the inclusion criteria to the abstracts and finally read all the remaining papers. Search terms were collectively decided after first manually examining (reading the abstract and scanning the rest) all the articles of ITiCSE proceedings and three journals: Computer Science Education, Olympiads in Informatics, and Transactions on Computing Education (formerly Journal on Educational Resources in Computing) between 2006 and 2010.

Because of our inclusion criteria, not all of the systems included in this survey are first published after 2005. A 2005 is when the survey of Ala-Mutka was carried out.

---

2. [http://cm.baylor.edu/](http://cm.baylor.edu/)
We applied an iterative process to find the consensus about how to group features of the systems (i.e. subsections of Section 4). We read a selection of papers, made the first version of categories, read more papers and revised the categories. This was repeated until no significant features leading into new categories were found. Some of our results are explained by our background in automated assessment. As a short summary, our attitudes towards automation are positive, we have all used AA several years in our courses, and we have been developing AA and other educational systems.

4. RESULTS

In this section, we introduce the features identified in the literature survey. Systems are cited, but the focus is on features, not on systems.

4.1 Programming Languages

A majority of the systems are either targeted only for Java or have support for Java. This fits well with the trend of Java being one of the most used introductory programming languages. Other popular languages supported by the systems include C/C++, Python, and Pascal. Pascal was especially used in most of the competition platforms, where a typical language support also included C/C++ and Java. In addition, we found examples of not so main stream teaching languages like Assembler [36, 43] and shell scripts [70].

Some of the systems are language independent. Especially if the assessment is based on output comparison, any language that can be executed on the same environment can be automatically assessed after the system is configured to compile and execute solutions in that language.

4.2 Learning Management Systems

Extending the existing learning management systems (LMS) like Moodle4 to better fit into the special needs of CS education seems to draw increasing interest (e.g. [56, 62, 63], the forthcoming ITICSE’10 working group, and many others). One argument supporting LMS–AA integration is to avoid reimplementing all the course management features. As a LMS hosting several (not only programming) courses has a huge number of users, it is a tempting target for attackers. Malicious code executed in such an environment is always a serious threat. Therefore, securing AA systems integrated into LMSs is extremely important. Despite the challenges, we believe that there are more pros than cons in this approach and that there is an increasing demand to bring automatically assessed exercises into LMSs.

We found the following AA extensions to LMSs: CTPrac
ticals [27] to bring VHDL and Matlab exercises into Moo
cle, Automatic Grader [74] to assess students’ Java assignments in Sakai5, AutoGrader [29, 51] to support Java assignments in Cascade6, WeBWorK-JAG [21, 22, 23] to bring automatically assessed Java exercises into WeBWorK7, SISA-
EMU [36] to provide Assembler programming assignments through Moodle, and finally VERKKOKE [2] to bring socket programming and routing into any LMS with SCORM sup-
port (e.g. Moodle). In addition, EduComponents [3, 4] brings programming exercises to Plone8, a content management system, not a fully featured LMS.

4.3 Defining Tests

Assessing the functionality of students’ code is still the most often used approach to grade programs. The ways to do this can be divided between the use of industrial testing tools and various specialized solutions. Examples of using industrial tools were:

- **JUnit** based approaches were used in several systems (e.g. [3, 72]). In some cases students even created their own tests with JUnit [15].
- **Acceptance testing frameworks**, (e.g. EasyAccep
t [66, 67]) where tests are defined in a natural-language-like scripting language. Tests are easy-to-read requirement specifications as well as used for the assessment at the same time.
- **Webtesting frameworks** like Watir9 in AWAT [75] and Selenium10 in Electronic Commerce Virtual Labor

Specialized solutions included:

- **Output comparison** is the traditional approach used by many of the systems we found. Survey of Ala-
Mutka [1] already reported several variations of output comparison including running the model solution and student’s code side by side and the use of regular expressions to match the output.
- **Scripting** can mean almost everything, and at the same time it is the most commonly reported way to define tests. For example, a script can be a shell script compiling the program, running it, and comparing the output to a file containing the expected output.
- **Experimental approaches** like comparing program graphs of a student’s solution to the pool of known correct answers [50, 80] or deriving test cases with a model checker [33] were also reported.

4.4 Resubmissions

Practice is important in learning programming and there should be room for mistakes and learning from them. AA can help as it can give feedback despite the limited human resources. However, to prevent mindless trial-and-error problem solving, the number of resubmissions should be controlled [44]. Here are some examples of how the problem of trial-and-error can be tackled.

- **Limiting the number of submissions**, in addition to having deadlines, is the trivial approach supported by most of the current systems.
- **Limiting the amount of feedback** is another clas
cial way to force students think after a failed submis
sion. However, this can also create confusion among students. Especially, students not familiar with AA (who do not trust AA yet) may feel that the feedback

---

• Compulsory time penalty after each submission can be used to direct students behavior [1]. Moreover, length of this penalty can grow exponentially after each failed attempt [35].

• Making each exercise slightly different is an interesting concept used in QuizPACK by allowing parameterized, automatically assessed random assignments for C programming [8]. Trial-and-error makes no sense when you need to start from scratch to submit again.

• Programming contests provide a completely alternative approach where the assignment specification is visible only for a short period of time during which the assignment needs to be completed while competing against time (and others). This approach is adopted to education, for example, in Mooshak [26]. The competition aspect has been proven to be an excellent motivation for the students [41] but also generates a number of problems. How to teach students good scheduling of software development process if they are encouraged to perform as fast as possible at least partly regardless of the quality of the work?

• Various hybrid approaches and modifications are also possible. For example, Marmoset [72] supports both unlimited and limited number of submissions. First, there is a public test set to check the basic functionality. These tests can always be executed and repeating submissions are not penalized. Second, there are release tests that can only be asked n-times. Feedback from the release tests is also limited to force students to think before asking tests to be executed.

4.5 Possibility for Manual Assessment

It is often a good idea to combine both manual and automated assessment. Teaching assistants (TAs) can provide extra feedback by manually assessing a submission or they can override the grades, etc. From the tools we surveyed, we were able to identify two levels of manual intervention (no support for manual intervention being the third).

• To enable the teacher to view the student submissions is the lightest way to support manual intervention. In this approach, the tool itself does not provide any features for the marking but at least makes it possible to manually assess the same submission. Often the same effect can be achieved by logging into the assessment system and fetching the submissions from the database or filesystem where they are stored. However, supporting this through the AA system makes it possible to separate the roles of TAs from administrators of the AA system.

• Combining manual and automatic feedback means TAs feedback and automated assessment can both exist at the same time and support each others. This is supported in Web-Cat [16], for example.

None of the systems clearly described that they would allow TAs to completely override the automatic feedback but we still expect some systems to support this. However, this can easily create confusion among both teachers and learners if the origins of the grade are not transparent.

4.6 Sandboxing

Since the programming assignments are typically graded by running the students’ solutions on the server side, securing the server against possibly malicious or just incorrect code is important. A good discussion on the possible attacks against a grading server can be found in [18]. However, as important as this topic is, a large portion of the included articles ignored this. The following approaches to secure execution of students’ code were mentioned in the articles:

• Proper sandboxing. Relying on existing solutions to securely run programs is a common approach. This can be done by using multiple tools like Systrace (used in EduComponents [3]), linux security module (used in [48]), Java security policy (used in [48]), ptrace (used in Moe [46]), and chroot (used in CTPracticals [27]).

• Static analysis. Security can also be addressed by using custom solutions. For example, Algorithm Benchmark uses regular expressions to try to filter out malicious code [10].

• Grading on the client. Some systems deal with sandboxing by doing the grading on the client side in students’ own computers. Mailing It In [65] uses client’s email software to launch tests on client side, whereas E-Commerce virtual laboratory [11] uses Selenium-RC to push tests back to the client that did the submission.

Additional security feature implemented in some systems is to have a different server for running the student programs instead of doing it all on the same machine as the rest of the system. This is done, for example, by EduComponents [3].

In addition to securing AA systems, sandboxing can help when assessing the performance of students’ programs. Sandboxes can be configured to limit the available memory or CPU time to ensure assessed solutions are efficient enough (e.g. [27, 79]).

4.7 Distribution and Availability

It is surprising, and quite disappointing, to see how few systems are open-source, or even otherwise (freely) available. In many papers, it is stated that a prototype was developed but we were not able to find the tool. In some cases, a system might be mentioned to be open source but you need to contact the authors to get it.

4.8 Specialty

Quite often the driving force for the development of a completely new tool is a revolutionary idea of something that has not yet been done. Or at least this is the case with tools that get researched and published. Specialities of AA systems identified during the survey included:

• Automatic assessment of GUIs has been identified already in the survey of Douce [14] and is still of interest. New systems are still developed [24] and the existing ones are extended to meet the special requirements of GUI exercises [77].
• SQL tutoring systems have existed since the late 90’s.
New systems for this specialty were recognized also in this survey (e.g. [13, 38])
• Concurrent programming assignments are often extremely error prone and problems may be hard to detect. Testing concurrency is demanding and specialized tools are developed to help (e.g. [52]).
• Web-programming and testing both functionality and security of the websites students implement is getting more attention together with the web-programming getting a stronger position in the curricula. These systems are typically testing a web site (HTML + JavaScript) ignoring how the server side of the site is implemented (e.g. [11, 19, 28, 32, 75]).
• Letting students do the quality assurance, either by writing tests for themselves (e.g. [77]) or reviewing code of others (e.g. [61]) is often well grounded to the pedagogical needs.

5. DISCUSSION AND CONCLUSIONS
In this paper, we have surveyed the recent developments of automatic assessment tools for programming assignments. We have done this by systematically collecting relevant articles published in years 2006-2010 to get a sense what has happened in the field since the previous literature reviews on the topic were conducted. The systems included can be roughly divided into two categories: 1) automatic assessment systems for programming competitions and 2) automatic assessment systems for (introductory) programming education.
To answer our first research questions, we have discussed the key features of AA systems in Section 4. From these, we think that the differences in how tests are defined, how re-submissions are handled, and how the security is guaranteed were the most significant.
Based on the data we collected, it is possible to make some recommendations how new AA systems could get more widely adopted. First, we recommend that authors describing new systems should explain more explicitly how the system actually works and provide more examples. For example, instead of stating that the assessment is based on scripts, examples should be provided. In addition, security of the assessment systems should get more attention. Use of proper sandboxing based on existing security solutions should be encouraged and use of home baked static analysis should be avoided. The latter can leave the system vulnerable, since, for example, the filtering of code using regular expressions is error-prone. Ultimately the security needs to be provided in a way that makes installing the system as easy as possible without compromising security. However, configuring a sandbox can be complicated. Preferably, initial security configuration should not rely on teachers’ skills. For example, writing a proper Java security policy is doable (although letting AA system to provide such policies is better) but setting up a secure linux playground with chroot, for example, is demanding and teachers might be tempted to make shortcuts. In fact, we believe that lack of sandboxing, or the difficulties in configuring the sandbox, is often one of the obstacles in adopting a system.
The lack of open-source systems might be one of the reasons for the constant development of new tools – that are also likely to remain in-house. We understand people do not want to publish something unfinished but at the same time this slows down new ideas from spreading wider. Thus, we argue that by open-sourcing the existing tools to some popular online version control repository like GitHub11 or Google Code12, the tools could be much more willingly adopted by others.
To answer our second research question, we expect new research to emerge from the following fields, from where the first steps were identified in this survey:
• Integrating automatic assessment into LMSs. As another possible path, some of the assessment systems can grow into LMSs if they are modular enough and if they get the momentum behind them. For example, we see that Web-CAT with the various assessment modules already implemented into it is a good candidate to become a CS specific LMS.
• Putting more effort into security of automatic assessment systems. This is also related to the LMS integration because having multiple courses hosted on one platform makes this a more tempting target to hack.
• Automatic assessment of web applications students implement. This can be seen to continue the GUI and SQL testing efforts that have longer traditions. The new aspect we expect to get more importance is security/penetration testing of students’ web applications.

There seems to be a steady interest in developing new automatic assessment tools. Sometimes the need to implement yet another system can be challenged and one should ask whether the new feature could be added directly into an existing open source system as in Web-CAT [77], for example. In addition, to increase the adoption of existing systems and thus avoiding the reinvention of the wheel, we strongly suggest automatic assessment system developers to make their systems open source making it easier for others to contribute.

6. FUTURE WORK
Classification presented in Section 4 can be further improved. For example this could be a starting point for a more formal Delphi study [64] with more experts deciding on the categories. Outcome could result in a taxonomy on automatic assessment of programming assignments.
In this survey, we had quite narrow scope. There are many systems closely related to AA we did not cover: systems designed for formative/visual feedback (e.g. [31]), peer review systems (e.g. [71]), and systems to provide feedback on misconceptions and problem solving strategies (e.g. [59]) – to name a few. Identifying the types of systems that can cooperate in an AA setup is essential for understanding how AA systems should be improved from the technical perspective.
Many of the papers we surveyed reported educational experiments and results of comparing different approaches in automatic assessment. Combining those results with the features of AA systems (presented in this paper) is something we are looking next. This is important for improving AA systems from the pedagogical perspective.

11http://github.com/
12http://code.google.com
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APPENDIX

A. LIST OF TOOLS

This appendix briefly describes publicly available (to download or with a demo site where to experiment) tools found in this survey. Many papers did not have explicit statement about the availability of the system, and in many cases we failed to find a site. There were also cases where university’s public version control where the system was distributed no longer existed. It should be noted that some of the tools we failed to find could be available by asking the authors. This was not done in differences found in this survey and the URL from where more information can be retrieved are mentioned for each system.

AutoGrader [29, 51] is a subproject of Cascade LMS. It has been used to assess Java, but according to authors it can be extended to other languages. Tests are executed through Java reflection similarity to what JUnit does.
http://www.cascadelms.org/autograder/ (GPL like)

AWAT [75] is an environment for web programming assignments where students only submit an URL of a site they developed. Teacher defines which components should exist on the web-page and tests by using the Watir Ruby library both combined into an Excel sheet. Testing is then performed by using Internet Explorer from the submission server.
Open source, contact authors

CTPracticals [27] is a Moodle module to bring automatically assessed VHDL exercises into Moodle. External test script and sandboxing are both configurable through the Moodle UI. The framework can also be extended to other programming languages. For example, there are Matlab exercises on the demo site.
http://guac.ac.uma.es/demo (login credentials in [27])

EasyAccept [66, 67] framework provides a natural-language-like scripting language to write tests for Java programs. Requirements are presented in a form of acceptance tests.
http://easyaccept.sourceforge.net/ (GPL)

EduComponents [3, 4] is a set of components to the Plone CMS for creation, management and assessment of programming assignments. It has different backends for different programming languages which allow (depending on the language) unit testing, comparison to a model answer or more formally defined testing.
http://plone.org/products/eacutoassessmentbox/ (GPL)

Linuxgym [70] supports exercises and examinations of unix scripting skills. An extensive exercise definition language is also included.
http://linuxgym.com/ (GPL)

Moe [46, 47] (originally MO-eval) is a modular environment for programming contests with sandbox, queue manager, and submitter for managing submissions, and different graders (that can be combined). The aim is make various modules interchangeable.
http://mj.ucv.cz/moe/ (GPL2)

Mooshak [20, 26, 58] has its origins in programming contests, although it has also been used in teaching. One of the specialties of Mooshak is that results of the assessment can be publicly shown to other students.
http://code.google.com/p/mooshak/ (Artistic License/GPL)

Peach³ [79] is a highly configurable system for programming education and contest hosting.
http://peach3.nl/ (Artistic License v2)

ProtoAPOGEE [19] is a prototype of a proposed system to grade web sites like AWAT. APOGEE relies on Watir test library and it can also take series of screenshots from the web site being assessed. Screenshots can then be used as feedback to explain why a test failed.
http://vlab.gwu.edu/Projects/APOGEE/ (sources and video for academic research or evaluation)

Resolver [69] combines formal verification and traditional programming assignments. There are exercises where students need to demonstrate their understanding of formal specifications by writing tests and exercises where students write programs verified against formally expressed contracts.
http://www.cs.clemson.edu/~resolve/ (GPL3)

RoboCode [53] supports Java and .NET assignments where students’ programs compete with each other. Grades can be based on the results of the competition.
http://robocode.sourceforge.net/ (Eclipse Public License)

USACO’s [39] competition hosting environment has been developed by the USA Computing Olympiad. The system also offers web based problem development tools to aid in creating competition problems.
http://train.usaco.org/usacogate (demo)

UVA Online Judge [57] is mainly intended as a programming contest training site. Users can practice on the large number of existing problems and submit their answers in multiple languages. It is also used for hosting online programming competitions.
http://uva.onlinejudge.org (demo)

VERKKOKE [2] is an online teaching environment for socket programming/routing. It generates individual programming assignments which the student completes and submits. One of the specialties is the SCORM integration with LMS systems (e.g. Moodle and Optima).
http://www.tml.tkk.fi/Research/VERKKOKE/ (MIT)

Web-CAT [15, 77] is a system where students are required not only to submit source code, but also unit test their own code. Part of the grade is based on the test coverage achieved by students’ own tests. Web-CAT has a plugin architecture for different graders, static analysis, support for other languages, etc.
http://web-cat.cs.vt.edu/ (demo)

WebBworK-JAG [Java auto-grader] [21, 22, 23] is an extension module to the WebBworK exercise delivery platform. The module allows checking Java programs with JUnit.
http://csis.pace.edu/~scharff/webwork
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ABSTRACT
It is important for learning that students receive enough of educational feedback of their work. To get the students to be seriously disposed to the feedback it has to be personal, objective and consistent. In large classes ensuring such feedback can be difficult. Grading rubrics are a solution to the objectivity and consistency.

ALOHA is an online grading tool based on rubrics which all the graders have to use. Particularly, ALOHA provides features that make the grading process more convenient for the graders and the teacher. By facilitating the graders work ALOHA allows them to focus more on feedback writing.

To test the effectiveness of ALOHA in objectivity and consistency we did a comparative statistical analysis on the distribution of grades. The results supported the assumptions showing improvement resulting in similar distribution of grades amongst different graders who used the tool.

Categories and Subject Descriptors
K.3.2 [Computers and Education]: Computer and Information Science Education

General Terms
Algorithms, Design, Human Factors

Keywords
Grading; Rubrics; Programming; Assessment; Teaching

1. INTRODUCTION
Novice level programming courses in Tampere University of Technology tend to be large courses with hundreds of students. On one hand we need to provide profound and personalized feedback for novice students to enhance learning but on the other hand we need to keep our workload maintainable.

Computer-aided assessment (CAA) is a way to facilitate the workload [5]. Its use can be divided into fully automatic assessment and semi-automatic assessment. Using fully automatic assessment is efficient but can not be used for everything. The novice students need feedback from a human being in things like design and coding style. [3]

Semi-automatic assessment is a compromise between automatic and manual assessment: automatic tools are used for some parts of the grading and manual assessment for others [2]. As many good tools like BOSS, ASSYST, Ceilidh, Scheme-Robo, and CourseMarker [5] exist for automatically assessing the program correctness, our work focuses on facilitating the manual assessment, which usually requires the use of multiple graders in mass courses.

Our object was to facilitate the manual assessment process by automating its repetitive routines and to achieve consistency and objectivity between graders. We present general features and ideas implemented in a grading tool called ALOHA, briefly introduced in our earlier work [1]. We will also present a statistical analysis regarding the benefits of the tool from the perspective of consistency and objectivity of the grades.

2. PROBLEMS OF GRADING
One problem with large courses is that many student submission resemble each other. As the grader is supposed to inspect dozens of these submissions it is likely that without care the objectivity would suffer. For instance his mood could affect the grading as well as the order in which he is grading the submissions—a mediocre submission can appear brilliant if it proceeds a couple of kousy ones. Also the grader can in a rush forget to check some parts of the work for some submission resulting in biases in grading.

According to Habeshaw et al. [7], the only definite way to grade objectively is by using only objective tests (multiple-choice questions etc.), but doing so would not be desirable in courses where a major part of the learning is based on the student programming by himself. To ensure consistency among graders, they need to be properly trained for the job and they are required to use marking schemes to direct their attention to the appropriate things in a student’s work [7]. Becker suggests a similar approach and also defines the schemes as rubrics [4].

The use of rubrics increases objectivity because the assessment is split into small enough parts. The grader can concentrate on a single aspect of the work instead of giving a general grade for the final work. The total grade can later be derived from the grades given to the parts.

As many of the submissions are alike they also have the same mistakes and the grader keeps repeating the same im-
Figure 1: The user roles in ALOHA and their main functionalities.

provement ideas over and over again. It is convenient for
the grader that he can easily reuse the feedback phrases he
has written earlier. However, the feedback should not be
generic multipurpose phrases but detailed, personal com-
ments pointing out particular sections of that work. The
feedback should help the students to improve their work or
to suggest what to do differently.

3. DESCRIPTION OF ALOHA TOOL

Earlier we used traditional rubrics in grading but unlike
Becker we did not let the students see the filled rubrics.
All graders did not use the rubrics properly but might have
formed the grade before even filling the rubric. The
purpose of ALOHA\(^1\) is to provide the rubrics online in a way
that each grader has to fill them correctly and in a coher-
ent way. ALOHA also helps the grader in creating feedback
by providing the opportunity to use, edit and personalize
ready-written phrases.

ALOHA is run on a separate server and is used through
a web browser (resulting in platform indepency). Each user
has access to certain roles in the system: administrator,
teacher and grader. The borders between the different user
roles are absolute, meaning that if a teacher wishes to grade
a work, he must first have the appropriate role. This is done
to distinguish the different user types from one another and
to ensure that only the grader has the power to give the
grade. The main functionality for each role is represented
in Figure 1.

The teacher is responsible for adding graders and stu-
dents to a course and assigning student submissions for the
graders. The rubric is defined by creating an XML file that
defines the structure the grading process should follow. It
also defines some template feedback phrases for the graders.
Finally, after a submission is graded, the teacher can send
the related feedback to the students or student groups ei-
ther individually or all-at-once. The only role that has the
ability to actually send the feedback is the teacher.

3.1 Grading with ALOHA

After the grader has logged in to the tool, he is presented
with a list of student submissions the teacher has assigned
to him. This is called the work list. Each submission has a
state which describes whether the grading of the submission
is yet to be started, in an unfinished state or finished and
accepted. The grader chooses one of the submissions on his
work list and is taken into the grading view, shown in Figure
2.

\(^1\)Arvostelutyökalu Laitoksen Ohjelmointikurssien HArjo-
tustöille

3.1.1 Grading Hierarchy

The grading view represents the grading rubric. The grading
is based on a hierarchy shown in the left of Figure 2
consisting of categories (in the Figure: Documentation, Dy-
namic tests, etc.) Each category is divided into subcategories
(First document, Final document, etc.) These are given a
grade based on the grading items related to it ("First doc-
ument returned?", etc.) Each grading item has a collection
of phrase templates that the grader can add to the feedback
text of that subcategory and personalize.

3.1.2 Semi-Automatic Phrasing

The phrase templates form one of the main features in
ALOHA called semi-automatic phrasing. This means that
the grader can choose suitable phrases to be added directly
to the feedback text. This is an idea which was also found
useful by the creators of Agar [10]. When a phrase is se-
lected, it is copied as text into one of the Positive/Negative/
Neutral -feedback forms, depending on the type of the phrase
(each phrase is classified as one). The text in the form is
editable so the grader may modify it if he wishes. Often the
idea is that the phrase the grader chooses from the list of
phrases is purposefully incomplete and the grader manually
completes the phrase, thus personalizing the feedback.

3.1.3 Forming the Grade

After all the grading items in one page have been given
a value and the grader is satisfied with the feedback text,
he must finish the grading of the subcategory by selecting
a grade for that subcategory. The grader does this by looking
at the values selected for each grading item. The item values
do not force any certain grade. Their purpose is to show the
grader how well the submission failed in this subcategory.
To help in selecting the appropriate grade, the teacher may
have provided a hint for that subcategory.

ALOHA uses the grade of the subcategory to award the
submission a number of points for that particular subcate-
gory. The relationship between the grade and the amount
of points is defined by the teacher while configuring the as-
ignment. After the grade has been given, the grading of this
subcategory is finished and that subcategory is marked as
ready.

The grader continues to grade the submission subcate-
gory by subcategory until he has finished them all. At this
point, the grader is offered an option to finish the grading of
the entire submission. By selecting to finish the grading, he
is taken to preview the final feedback and shown the final
grade suggestion. The final feedback is composed from all
the individual phrases the grader chose and personalized or
wrote himself during grading the subcategories. The final
grade suggestion is similarly calculated by using the individual grades given to each subcategory. The calculation formula defined by the teacher takes the weighting of subcategories into account.

### 3.2 Customization

ALOHA offers some important customization features. For the teachers, it offers a chance to define the grading scale individually for each assignment. This is done by implementing an assignment-specific plugin that defines the grades, possible sanctions for submitting late etc. by each grading automatically. The plugin is implemented in PHP, just like the rest of the system. Instead of just plain grade limits based on points the more complex plugin-based solution allows more freedom for the teacher. The categories of the rubric can also be given different weightings in the XML file. Certain graded aspects of the submissions can be defined more valuable than others (e.g. programming style could be weighted more important than the functionality of the program).

For graders, ALOHA gives a lot of freedom in grading student work. ALOHA suggests a final grade based on the points given by the grader and the teacher-defined configuration of the assignment. The grader may then choose to accept the suggested grade as the final grade or to change it to any other possible grade (with explanation).

Another important feature for graders is the possibility to edit the phrases offered by the teacher through the assignment configuration, as well as defining their own phrases. This functionality exists because the teacher cannot preempt all possible phrases needed to grade a student work.

Finally, the grader is can edit the final feedback, which is eventually sent to students. This is not restricted so the grader has free hands to do what ever is most educative.

### 4. FIRST EXPERIENCES

This grading process was introduced during spring semester 2006 on four courses in TUT. Two of the courses were introductory course on programming and others a course on mobile programming and a course on advanced object-oriented programming.

#### 4.1 User Opinions

The general opinion towards the process and the tool amongst the graders was positive. They liked to think about ALOHA as a check list for the important issues and the grade suggestion was found useful. The best-liked features were the semi-automatic phrasing and creating personalized feedback mails while filling out the rubrics.

If the grading scale was narrow (e.g. 0-3) the grade suggestion of ALOHA was not found as useful as when the scale was broader (e.g. 0-6). This is obvious because the grader can "see" if a submission is to be given 2 or 3 much easier in a narrow scale than in a broad scale.

Some graders had used the predecessor tool of ALOHA–Arvostin–and found the grader's customization possibilities described in Section 3.2 as a good add to an already good basic idea. Only one long-term grader found the process useless and said: "It took me much more time to grade, because I had to go through all the grading items". As a teacher who wants a consistent grading, this comment actually sounds very positive towards the tool.

The teachers liked the tool because of its benefits for the grader but they also saw the unpleasant side of the customization possibilities: it required much more effort to create the grading for a new assignment because of the large XML-template, submission listings and implementing the grading plugin. Still, this was the first time the tool was used and learning took time too. On the other hand teachers
found themselves saving time because of the administration features of ALOHA.

No profound study of student satisfaction towards feedback by ALOHA has been conducted. This is mostly because the tool has been used so far mainly in elementary programming courses so the students have not received any different sort of feedback for comparison. Nevertheless the students have said the feedback was useful for them for further courses.

4.2 Statistical analysis of the Objectivity

We compared the grading distributions of the same course, Programming 2, in two years. In both years there were nine graders. The assessment criteria were the same in both years. The grading scale was from zero to six points. In addition to program functionality the graders evaluated programming style, design and documentation. The submissions were divided amongst the graders randomly.

In the first year (2003) the grading was done without any tool. The graders were given similar rubrics to the ones ALOHA uses but printed in paper. No one could follow if the graders used them. In the second year (2006) the graders used ALOHA in the grading. We analyzed statistically only the submissions carried out without any special arrangements (165 students in 2003 and 109 in 2006). For the 2006 data we analyzed the grades ALOHA suggested. Possible changes in the final grades are not taken into account. The grades in 2003 were decided only by the grader himself.

Figure 3 shows the distribution, mean, and standard deviation of the grades of all nine graders in 2003. Figure 4 shows the same information from year 2006. The mean values of the grades given by different graders were analysed by variance analysis (One-way ANOVA). The distributions of the grades given by all graders can be estimated to be close enough to normal distribution so that variance analysis can be used.

In the group of graders using ALOHA there were no statistically significant differences between the graders (p > 0.05). When the tool was not used there is a statistically significant difference (p < 0.05) between the grades given by the most lenient grader ("R" in Figure 3) and the ones given by the two strictest graders ("O" and "V").

5. DISCUSSION

The statistical analysis shows improvement in grading objectivity resulting in statistically insignificant differences amongst the graders. On the basis of only one comparison between two years this result cannot be generalized so that the use of online rubrics tool would be a solution for objective grading. A more sound proof would require statistics on inter-grader reliability using a common set of assignments. This would however require the extra resources to have multiple graders to grade the same submissions.

When not using ALOHA, most of the graders had graded coherently. The problems were limited to only a couple of graders whose grading was stricter or more lenient. On the basis of these results the tool seems to get these stricter or lenient graders to use similar distribution of grades than the others.

Other rubric-based assessment tools exist, but most of the research carried out on them is about peer-reviewing [8, 9] and some even on self-evaluation [6]. Thus many of the existing tools are designed so that they could be used by the students also. The tools, like RRAS [9] or Aropä [8], do not have features to facilitate the creation of the written feedback, like the successful phrasing feature of ALOHA. By leaving the possibility of students' own use out, we have been able to provide more features to aid the course staff. Thus, we should be able to facilitate our graders' work and give students more pedagogically valuable feedback on their work. A CAA-tool called Agar [10] has a similar idea but unlike Agar, ALOHA concentrates only on the manual grading instead of providing also automated tests and thus differs from ALOHA in many ways.

One considerable idea on the usage of ALOHA is not to let the graders know the grading scale but grade only with the points so that the graders do not have any idea nor effect on the forming of the final grade. This also allows the teacher to set the grade limits based on a certain wanted distribution. The downside of this is that it constricts the authority of the grader. Experienced graders may feel that their work is interfered if they do not get to decide about the grade themselves.

The tool is useful in courses where there are several graders but with only one grader the benefits are mostly limited to the more comfortable grading process. Of course if the grading takes several days of time the tool might help the grader to stay consistent throughout the whole process. Still, the construction of a grading template for just one person might require too much effort compared to its benefits.

The objectivity aspect of ALOHA is not that useful when an assignment is graded with the scale accepted/rejected (especially if almost every student should pass the assignment). The feature that calculates the actual grade is then obsolete but ALOHA can still be used to calculate possible bonus points. Nevertheless, the tool can be used to write good, consistent feedback texts.

From the teachers point of view ALOHA is useful for two reasons: maintaining the objectivity and ensuring that each student will receive a personalized feedback email. From the graders perspective ALOHA is most useful because of facilitating the grading process with the phrase templates and customization features. We paid high attention on listening to the graders' opinions during the development process and accomplished a system that the graders are willing to use.

So far ALOHA is used only in programming courses, but its usage is actually not at all bound to programming nor even computer sciences. The limiting issue is that the building of a grading for an assignment requires moderate programming skills. Because it does not really have to be the teacher himself who does this, the tool could be used in other disciplines too for example to grade project works or essays.

6. CONCLUSIONS

We have introduced few problems related to using multiple graders which is common in mass courses. ALOHA was built to facilitate these problems concerning consistency and objectivity in grading but also to make the grading process more comfortable for the grader. Despite many tools exist to support fully automatic assessment, we found ALOHA to be unique with its features in supporting manual assessment and especially the creation of written feedback.

The tool has been taken to use and it seems to make the grading process more convenient for the graders and also for the teacher. To test the objectivity we analyzed the grading
distributions of the same course in two years statistically and the results indicated that ALOHA removes the problem of couple of graders who are clearly either stricter or more lenient than the others.
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ABSTRACT
Over the years, a lot of research has focused on how to assess programming courses. For programming courses, semi-automatic assessment combining automatic and manual feedback has been shown to be a good solution. In this paper, we will focus on the manual assessment part and analyze the use of a rubrics-based grading tool on larger courses with multiple graders. Our results show that the use of such tools can support objective grading with high-quality feedback with reasonable time usage. Finally, we will give some pointers for teachers intending to adopt such tools on their courses.
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1. INTRODUCTION
The authors, like many other Computer Science educationalists, have taken the long path of search for the best practices to give programming education, or more precisely, how to assess programming courses. The courses are often held as mass courses with hundreds of students. The search is thus an ongoing struggle between doing as much as possible automatically, for instance, using Computer Aided Assessment (CAA) tools, and still retaining the personal touch for the students by providing formative assessment.

Formative assessment has been found to be critical for students’ learning [6]. However, formative assessment is not widely used [7], mainly due to the increasing student/staff ratio, demands outside teaching (research, administration, etc.), and increasing concern with attainment standards [11].
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For programming courses, Semi-Automatic Assessment (SAA) has shown to be a good combination of easing the teacher’s workload while still supporting the students well enough [3]. In SAA, the students’ programming projects are tested with CAA tools for their correctness. Besides correctness, automatic assessment can also be extended to measure static parts, like coding style or algorithmic performance. After the program is functioning “well enough”, a teaching assistant (or the teacher him/herself) reads the code, now focusing on other things like program design and individual implementational Tips&Tricks. As a result, the student receives personal feedback but the grader has not had to waste time on testing the program. So, Semi-Automatic Assessment is a combination of CAA and manual grading.

Multiple good CAA tools exist (see [8]) for the aid of the automatic part but this paper is about facilitating the other part: the manual grading. To put it short, the following problems have been the basis for the original work, more widely presented in [1]:

• Consistency: The mass courses often hold not only many students, but many graders. How to obtain consistency amongst them? The grading should not be affected by who is the grader.

• Objectivity: All student submission should be graded with the same criteria and each criterium proven to be taken into account. So, the grader shouldn’t just read the student submission through and in his mind decide the grade with “his gut feeling”.

• Writing good feedback over and over again: Especially in elementary programming courses, the submissions – and thus the feedback written about them – resemble each other. This can be facilitated to make the grader more efficient and the feedback better.

Habeshaw et al. [9] argue that to ensure consistency among graders, they need to be properly trained and required to use marking schemes to direct their attention to the appropriate things. Becker suggests a similar approach to be used for programming assignments, and also defines the schemes as rubrics [5]. The idea of rubrics is to divide the grading into small enough parts so that each part can be objectively graded following given instructions.

The use of computer-assisted grading rubrics has been shown to help in solving the first two problems [1] and also to improve the speed of assessment [4]. To make the use of rubrics more convenient as well as combining the writing of the feedback to them, we have previously developed a grading tool called ALOHA [2].
After two full years of the use of ALOHA tool, it is time to evaluate how it has served its original purpose in helping with the three previously mentioned problems. However, the ALOHA tool itself serves here only as an example. What this paper is about is what the title says: Analyzing the Use of a Rubric-Based Grading Tool.

In this paper, we introduce a few relevant measurements we have performed for a set of gradings done with ALOHA. What is measured is not the students, but the behaviour of the teaching assistants (TA) who used the tool. Each measurement has a certain purpose resulting into a discussion on the different ways of using the tool. As a general result of this paper, we will provide results on the effectiveness of the tool as well as instructions on what to take into account when taking such a tool into use.

2. ALOHA IN BRIEF

To get the idea of what was the concrete use case in this study, we briefly introduce the main idea of the tool we used: ALOHA. The tool with all its features is explained in more detail in previous work [2].

The purpose of ALOHA is to provide grading rubrics online in a way that each grader has to fill them correctly and in a coherent way. ALOHA also helps the grader in creating feedback during the grading process. For the teacher, the tool is also a useful tool for general management of the submissions and the feedback process (e.g. assigning submissions for graders, sending feedback mails, and collecting grades).

After logging into the tool, the grader is presented with a list of student submissions the teacher has assigned to him. The grader chooses one of the submissions and is taken into the grading view, shown in Figure 1.

The grading view represents the grading rubric. The grading is based on a categorized hierarchy shown in the left of Figure 1. As the grader is going through the hierarchy, he selects the suitable grade for each small grading item of which the whole grade is eventually formed. At the same time, the grader will write the feedback for that part of the grading either manually or using predefined phrase templates. These templates are created by person responsible for the rubric (typically, the teacher).

The phrase templates form one of the main features in ALOHA called the semi-automatic phrasing. This means that the grader can choose suitable phrases to be added directly to the feedback text. When a phrase is selected, it is copied as text into one of the Positive/Negative/Neutral -feedback forms, depending on the type of the phrase (each phrase is classified as one). The text in the form is editable so the grader may modify it if he wishes. Often the idea is that the phrase the grader chooses from the list is purposefully incomplete and the grader manually completes the phrase, thus personalizing the feedback. After the whole submission is graded, the grader needs to accept the complete grade and the generated feedback text with the possibility to yet modify it, as a whole.

3. MEASUREMENTS

In this section, we present all the measurements we conducted and what we were hoping to see from their results. The results itself are also combined to this section.

3.1 Experiment Settings

The use scenario here is the grading process of the second elementary programming course in Tampere University of Technology (CS1 level) held in spring 2008. In the course, the students create individually a larger programming project. The grading is done semi-automatically so that the students submit their work to a CAA system, which checks the functionality and static coding style measurements. After reaching sufficient level, each submission is manually read and assessed by a teaching assistant using ALOHA.

The manual assessment process is profound and should take from 30 minutes up to two hours of the teaching assistant’s time. Each of the nine TAs had 16 to 18 submissions to grade resulting into altogether 150 student submissions. As a result of the grading, all the students were supposed to receive a well-written, personalized feedback mail and a grade between 0 to 6, 1 meaning passed and 6 being the best possible grade (quite rare).

To monitor the use and TAs’ grading behaviour, we made ALOHA to log every action that was done. The whole data we analyzed then consists of a vast amount of timestamped actions, grades, and feedback mails. Of those we measured the following: objectivity between different graders, different time usage measurements, and the (statistical) quality of the feedback. To reinforce our findings we also performed statistical analyses for the results.

3.2 Objectivity in Grading

As explained in Section 1, one of the problems with multiple graders is objectivity: the grade should not be affected by who is the one assessing it. Rubrics are designed to solve this problem. In the first evaluation of ALOHA, the effect on achieving this was measured and successfully found to be positive [1]: In this same course, before using ALOHA there was a statistically significant difference between the grades given by a couple of the TAs. After introducing ALOHA the next year, there were no longer such statistically significant differences.

To confirm these results from previous years, we replicated this measurement. We performed a one-way anova test for the mean grades given by different TAs. We wanted to see if there were the kind of differences that someone would generally give better grades than others or vice versa. The results are presented in Table 1 combined with the previous results for comparison.

The result of this measurement remained positive as this year showed no statistically significant differences between the graders (p=0.1561). This means that now with measured use of two years, a rubric based tool has a positive effect on achieving objectivity.

3.3 Time Spent Using the Tool

As we wanted to know more about how the teaching assistants use the tool, we analyzed the time spent on various tasks in the grading process. The tasks we were interested in were the time spent on grading a single grading page (such as the one shown in Figure 1) and the time spent on modifying the final feedback. In addition, the total time of these will be examined. The results of this analysis are presented in Table 2 (outliers have been removed from the data). However, it should be noted that these times are not equal to the actual time spent on grading the works, but it does give
Table 1: Means and standard deviations of grades given by graders in three years (Y1-Y3). Scale is 0-6. Years 2 & 3 used ALOHA. Statistically significant difference marked with *. The TAs were different in each year.

<table>
<thead>
<tr>
<th></th>
<th>Y1</th>
<th>St.d</th>
<th>Y2</th>
<th>St.d</th>
<th>Y3</th>
<th>St.d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>5.3</td>
<td>1.0</td>
<td>4.6</td>
<td>1.2</td>
<td>4.6</td>
<td>1.4</td>
</tr>
<tr>
<td>4.5</td>
<td>1.3</td>
<td>4.2</td>
<td>0.9</td>
<td>4.5</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>4.2</td>
<td>1.3</td>
<td>4.1</td>
<td>1.4</td>
<td>4.3</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>4.2</td>
<td>1.1</td>
<td>4.0</td>
<td>1.0</td>
<td>4.1</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>4.1</td>
<td>1.7</td>
<td>3.8</td>
<td>1.3</td>
<td>4.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>1.1</td>
<td>3.8</td>
<td>1.3</td>
<td>3.9</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>3.4</td>
<td>1.5</td>
<td>3.6</td>
<td>1.8</td>
<td>3.6</td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>3.2</td>
<td>1.8</td>
<td>3.4</td>
<td>1.3</td>
<td>3.5</td>
<td>1.5</td>
<td></td>
</tr>
</tbody>
</table>

us a rough minimum estimate of it. Besides the rough time estimate these results also give us an examination on how differently the tool is actually used.

The measurement for the time it takes TAs to fill a single grading page of the rubric is the time between the page being opened and the feedback being saved. As can be seen from the table, there were quite significant differences in the time spent on a grading page (in fact, there were even statistically significant differences). However, there was no correlation between the time spent on grading and the grades that were given.

One interesting thing we observed was how the time for grading page changes while the TA grades more assignments. The time for category grading decreased for all but one (TA6). This suggests that the tool is useful, since it makes grading faster with experience. However, the time change was not too radical for us to be concerned about the quality of the grading.

Another timing statistics we measured was the time used to customize the final feedback that is sent to students via email. Here, there were small differences between the TAs. Some assistants did little customization at this point, which can suggest that the ALOHA tool worked well while grading the categories. On the other hand, we feel that the TA should at least read through the final feedback and make sure it is formatted correctly. Thus, we feel that there is room for improvement in the tool. Currently, the assistant has to click on a link to go and modify the final feedback. This should be improved to include the feedback modification functionality on the final acceptance page of the grading.

The total times for grading one assignment are the sum of the total time used for assessing all the grading pages of one assignment and the time used to modify the final feedback. The total times are, of course, varying radically. This, however, is quite expected and nothing to be too alarmed about since some of the graders might use the tool only at the end of the grading after reading the code, and some use it parallel. In fact, informal discussions with the TAs confirm these different behavior patterns. More detailed inspection of different behaviors cannot be done through analyzing usage logs, but would require studying their actual work.

3.4 Days on Task

To get some sense on when the assistants use the system, we examined the number and distribution of the days they used ALOHA for grading. These are displayed in Table 3 (we have left out days after the initial grading deadline, since there were only few extended deadlines and resubmissions). The most positive notion we can make is that most of the TAs started the assessment earlier than the last few days before the assessment deadline (on the beginning of the last week shown). In addition, they worked on several, often consecutive days. Only TA4 labored through all the assignments in just three days, two days being right before the deadline. This kind of behaviour is human, but it should
be discouraged by the course personnel due to the inevitable grader fatigue that can affect grading.

3.5 Quality of Feedback

The overall quality of the feedback is a subjective measurement and would basically require qualitative analysis. A couple of quantitative measurements can, however, be done to get some indisputable measurements of the feedback which are affecting the overall quality.

3.5.1 Amount of Lines

The overall length of one feedback mail can be used as one quantitative measurement for the quality of the feedback. Longer feedback of course does not mean a better feedback, but a good feedback requires at least a proper amount of text. Also, if the feedback mail is long, the student feels that the assistant has used time and effort for the grading and really wants to help the student. This is an important aspect of how the students value the given assessment.

We measured the amount of lines in each feedback mail. The average length of all the feedback mails was as high as 113 lines (multiple pages of text). So, it can easily be concluded that in general the feedback was of high quality concerning this measurement. There were differences between the graders in this category. Some of the assistants wrote noticeably longer feedback than others, even as long as 269 lines! However, even the shortest feedback mails were a bit over 60 lines, which can still be found as a proper amount of feedback (especially if the submission had nothing wrong).

3.5.2 Percentage of Predefined Phrases

To get insights on how much the assistants customize the feedback for students, we measured the amount of personalized feedback. A typical approach to this would be to assess it qualitatively, introducing some subjectivity. We took a completely different approach, though.

As mentioned, ALOHA includes the possibility to use predetermined phrases for the feedback, the semi-automatic phrasing. Similarity of a document consisting of only the predetermined phrases with the amount of personalized feedback can be measured by using a plagiarism detection system. We used a system called Nalkki [10], developed at the Tampere University of Technology. A feedback with minimal personalization will then score high against the “all-phrases-document” on the plagiarism measure and a personalized feedback will have a lower score. However, this again is not directly correlating with quality as the phrases itself should be of high quality too. A high use of them might indicate that the grader is using the tool more efficiently. On the other hand, a too high value tells that the feedback is not really personalized at all and the student might spot that, especially if comparing the feedback with peers.

The overall percentage of predefined phrases in all feedbacks was a bit over 50%. Here, we also observed great differences between the graders: some of the assistants had an average percentage of over 70% where as couple had used predefined phrases (without any modifications) only for around 30%. We find this range of values quite acceptable and understandable, but as one of the assistants had some feedbacks with the value as high as 90%, there might be more than just efficient use of the tool. This part requires more guidance, control and most easily more phrases that really require manual additions.

A positive observation was that there was no correlation at all with the length of the feedback and the amount of predefined phrases. On the basis of these numerical results this means that a long feedback can also be written with the efficient use of the semi-automatic phrasing feature.

4. DISCUSSION AND CONCLUSIONS

So, how can the data collected and the results of the analysis be used? The separate measurements themselves provide interesting statistics from the different ways of using the tool as well as proof of the effectiveness of the tool. The results indicate that different graders have indeed different working methods. Some prefer reading the submission first as a whole and some read it parallel to writing the feedback and grading it. This is rather obvious, but despite these different habits, our results confirm the following:

- All the graders used well enough time with the tool. None of the teaching assistants used too much time with the tool. In addition, the time required for grading one assignment decreased as the number of graded assignments increased.

- The TAs wrote proper feedback combining the provided phrases and personalized feedback.

- The grading remained objective – the previously existing problem of non-objective grading amongst multiple TAs seems to be extinct.

Together these results show that, in general, a rubric-based tool with convenience features (here, semi-automatic phrasing) strongly supports the manual grading process. Thus, the original goal and purpose of the tool – objective grading with high-quality feedback in reasonable time – is met.
Table 3: Days used for grading the assignments. X marks a day the TA graded assignments. The dates mark the first day of a week, starting from Mondays (day/month).

<table>
<thead>
<tr>
<th>TA</th>
<th>26/5</th>
<th>2/6</th>
<th>9/6</th>
<th>16/6</th>
<th>Days</th>
</tr>
</thead>
<tbody>
<tr>
<td>TA1</td>
<td>XXX</td>
<td>X</td>
<td>XXX</td>
<td>XX</td>
<td>9</td>
</tr>
<tr>
<td>TA2</td>
<td>X</td>
<td>X</td>
<td>XXXX</td>
<td>X</td>
<td>9</td>
</tr>
<tr>
<td>TA3</td>
<td>XX</td>
<td>XX</td>
<td>XX</td>
<td>X</td>
<td>6</td>
</tr>
<tr>
<td>TA4</td>
<td>X</td>
<td>XXXX</td>
<td>XX</td>
<td>X</td>
<td>3</td>
</tr>
<tr>
<td>TA5</td>
<td>X</td>
<td>XXXX</td>
<td>X</td>
<td>X</td>
<td>9</td>
</tr>
<tr>
<td>TA6</td>
<td>XXXX</td>
<td>XX</td>
<td>X</td>
<td>X</td>
<td>9</td>
</tr>
<tr>
<td>TA7</td>
<td>XX</td>
<td>X</td>
<td>XXX</td>
<td>X</td>
<td>7</td>
</tr>
<tr>
<td>TA8</td>
<td>X</td>
<td>X</td>
<td>XXX</td>
<td>X</td>
<td>10</td>
</tr>
<tr>
<td>TA9</td>
<td>XXXX</td>
<td>X</td>
<td>XXX</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

Based on the benefits indicated by our results, we firmly suggest the use of this kind of tool for the teachers responsible for courses with multiple graders. Besides aiding in grading management, it aids in ensuring objectivity and a proper level of feedback. However, creating a good grading template which includes the rubric and the phrases requires effort. Once it’s done for one course, it can be reused between different years with only small modifications.

We also received good experience on collecting data from the use of a grading tool. When designing a new grading tool it is also a good idea to integrate data collection to the tool itself, providing immediate statistics for the teacher on the grading process. One should also consider letting the graders themselves access the statistics to monitor their own work compared to other graders. In the future, we intend to do further research into what the TAs’ grading process is like. However, if the monitoring is too detailed and the data is not interpreted discretely, there is the risk of the graders feeling a lack of trust and that their work is being monitored too much.

While our results provide sufficient insurance on everything running as hoped, one must remember that the teaching assistants in focus were well trained both for the tool and for the general guidelines for the grading. Thus, we want to conclude with a few important points for teachers intending to use rubrics-based grading tool to help them acquire the benefits reported in this paper:

- The rubric and the phrases for semi-automatic phrasing need to be designed carefully. For large parts, the given feedback is based on the phrases in the rubric.
- The graders need to be well instructed to know how they are expected to use the tool, what sort of feedback they are expected to write, and how to assess.
- A rubric-based grading tool can be a really good aid for the whole course staff, but it does not replace the independent responsibility and skills of the graders.
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