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The introduction of particles to create a fluidizeed combustor increases mixing and
reduces temperature fluctuations, allowing emissieduction and a wider range of
fuels. The particles and combustion air createrapticated gas-solid multiphase flow.
Mathematical modelling of such flows is very chalieng and the simulations require
considerable computational capacity. Improving thexformance of fluidized bed
combustors requires knowledge of the particle nmotothe reactor. As a result there is
a need for a quick, time-averaged simulation methatl could be used as a design tool
in the industry.

This thesis concentrates on the particle dynamitsa onon-reacting, pilot-scale
Circulating Fluidized Bed (CFB). The particle matizvas studied by applying image
based measurements and transient computer sinmdatwth the Eulerian two-fluid
approach. The goal for the measurements was taderaletailed information about the
particle behaviour for the validation of transiand time-averaged simulations, and for
modelling parameter definition.

For the simulations, the goal was to evaluate #asibility of using a solver based on
the OpenFOAM open source code library to simulateulating fluidized beds.
Meaningful simulation of the pilot-scale CFB reeuar modification of the Eulerian
multiphase solver included in the public OpenFOABlease. The results, speed,
stability and parallel efficiency of the modifiedlger were found to be competitive.

Shadowgraphy was the illumination method of chdarethe measurements. Local and
instantaneous particle volume fractions were ddtedhby correlating the grey-scale
values of the recorded images. Patrticle velocitiese measured with the Particle Image
Velocimetry (PIV) method based on a statistical edeination of the particle
displacement from the images. For the particle katalle random motion a method
based on change in the PIV-correlation peak widdés wised. The method was
implemented — together with a PIV algorithm — in WIAAB. Particle Tracking
Velocimetry (PTV) methods for the measurement divildual particle properties were
reviewed, developed and validated, but were onlgliegp to the measurement of
particle size distribution from a separate sample.

Results are presented for simulated and measurédi@anean velocities and volume
fractions, as well as for the measured standardatien values, the volume fraction
weighted mean particle velocities, the Reynoldsssis and the particle small-scale
random motion.
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Leijupetikattila on erityisesti biopolttoaineideroltioon kehitetty lampdvoimaloiden

kattilatyyppi. Leijupetikattilan palotilassa on kieitéd partikkeleja, joita leijutetaan

alapuolelta pumpatulla polttoilmalla. Reaktorissdevat partikkelit tehostavat

sekoittumista ja tasaavat lampoétilan vaihteluja. m&& mahdollistaa péaastojen
alentamisen ja laajemman polttoainevalikoiman. Tém&rityisen tarkeaa kaytettdessa
biopolttoaineita, joiden laatu voi olla hyvin vagfgva.

Partikkelit ja polttoilma muodostavat leijupetikitan fysikaalisesti huomattavan
monimutkaisen kaksifaasivirtauksen, jonka mallintan on hyvin vaativaa. Nykyaan
leijupeteja simuloidaan ajasta riippuvilla simulaglia, mutta laskennallisesti ne ovat
hyvin raskaita virtauksen epévakaan luonteen vasttnpitkistd keskiarvotusajoista
johtuen. Kattiloiden suorituskyvyn parantaminentiagetoa partikkelien liikkeesta ja
jakautumisesta. Taten on olemassa tarve nopeallé&akeskiarvotetulle
simulointimenetelmalle, joka soveltuisi teollisundguunnittelukayttéon.

Tyo keskittyy partikkelien dynamiikkaan reagoimattmssa pilottikoon kiertoleiju-
pedissd, mita tarkastellaan seka& mittausten ettdearsen mallinnuksen avulla.
Tutkittavan laitteen koko sallii nopeiden kaksitdasten simulointien ja kehittyneiden
kuvaan perustuvien mittausmenetelmien kayton, jekaolisi mahdollista teollisen
mittakaavan laitteessa. Mittausten tavoitteena oottda yksityiskohtaista tietoa
partikkelien liikkeestd ajasta riippuvien ja aikak®arvotettujen simulointien
validointiin ja malliparametrien maarittamiseksi.

Virtaussimuloinneissa on kaytetty ajasta riippuvgaler-Euler -kaksinestemallia.
Tavoitteena on ollut selvittdéd OpenFOAM-nimiseerpaan lahdekoodin kirjastoon
perustuvan virtausratkaisijan soveltuvuutta leijigge mallinnukseen. Ohjelman
julkinen levitysversio sisaltaa tarkoitukseen mdhsiesti soveltuvan ratkaisijan ja lahes
kaikki tarvittavat mallit. Ratkaisijaa testattaess&uitenkin paljastui, etta

merkityksellinen kiertoleijun simulointi vaatii OpEOAMin ratkaisijan muokkaamista.
Ongelmat liittyivat péadasiassa ratkaisijan kayityseen suurilla partikkelien

tilavuusosuuksilla, erityisesti kaytettaessa kinseen teoriaan perustuvaa partikkeli-
partikkeli -vuorovaikutusmallia. Ongelmat ilmenivéaiatkaisujen epafysikaalisina
tilavuusosuuksina seka ratkaisijan yleisené epauaka.

Ongelmien poistamiseksi ratkaisijaan on tehty mksito Kineettisen teorian
partikkelien tilavuusosuutta rajoittavan termintklpaineen (engfrictional pressurég,
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kasittely on muutettu implisiittisemmaksi. Partikka tilavuusosuuden siirtoyhtaldlle

on lisatty adaptiivinen alirelaksointi seké& senstgariippuvassa ratkaisijassa vaatimat
lisditeraatiot. Nailla muutoksilla ratkaisijan valsaparantui, mutta kaytetty kitkapaineen
kasittely mahdollisti sen toimimisen epéafysikaaliadiikemaaralahteena. Tasta johtuen
ratkaisija ei ollut edelleenkaéan kyllin vakaa. Olngen ratkaisemiseksi on kehitetty

algoritmi rajoittamaan kitkapaineen suuruutta hiisesti ja laskentaelementeittain.

Rajoitin perustuu kitkapaineen tuottaman vuon jaumuwirtauskentan vertailuun.

Muutosten jalkeen ratkaisija on osoittautunut ttdos nopeuden, vakauden ja
rinnakkaistumisen osalta kilpailukykyiseksi.

Numeeriseen vakauden parannuttua oli mahdollistkittga tarvittaviin fysikaalisiin
malleihin. Niiden osalta ratkaisijaan on lisattyodatettuihin liikemaarayhtaloihin
perustuva alihilaturbulenssimalli, kaksi partikk@liausmallinnuksessa yleisesti
kaytettyd reunaehtoa sekd muutamia alimalleja kiiseen teoriaan.

Sakean suspension mittauksissa valon lapaisykykyusein rajoittava tekija. Siten

laitteen littedstd, lahes kaksiulotteisesta gedasttr johtuen kuvausmenetelméaksi on
valittu varjokuvantaminen. Talloin partikkelivirtata kuvataan vastavaloon ja
partikkelit nakyvat kuvissa varjoina. Kuvaan taliettu valon intensiteetti kuvaa

suspension ldpaisemén valon maaraa. Talldin palidk paikallista ja hetkellista

tilavuusosuutta voidaan arvioida korreloimalla kov@armaasavyja tilavuusosuuksien
kanssa. Menetelman heikkoutena on tarkkuus sapdrtikkelien tilavuusosuuksilla,

jolloin valo ei juuri l&apéise suspensiota.

Tyo6ssa tarkastellaan kahta partikkelien nopeuksiaaritykseen soveltuvaa menetelma.
Particle Image Velocimetry (PIV) on partikkelikunietilastolliseen korrelointiin
perustuva menetelmd, joka antaa partikkelien to@ledisimman nopeuden
mittaustilavuudessa. Menetelman hyvia puolia ovatmatoimisuus ja soveltuvuus
laajalle skaalalle suspension tiheyksia. Toinerkasteltu menetelmé& on Particle
Tracking Velocimetry (PTV), jossa tunnistetaan let@i yksittaisia partikkeleita ja
maaritetddn niiden nopeudet. Menetelman vahvuuksiat paras mahdollinen
paikkaresoluutio, mahdollisuus partikkelien koonnjmodon maarittamiseen seka se,
ettd jokainen nopeus vastaa todellista partikkeRartikkelien tunnistaminen on
kuitenkin algoritmisesti haastavaa, joten nopeuksamdaritys on laskennallisesti hidasta
verrattuna PIV:iiin. Tama Kkorostuu erityisesti kideijun kaltaisissa sakeissa
suspensioissa. Tasta johtuen menetelma soveltathaavan suspension alueille. Tassa
diplomitydssa partikkelien nopeuksien maarityksemm kaytetty PIV-menetelméa.
PTV-menetelmia on kehitetty ja validoitu, mutta sliettu ainoastaan partikkelien
kokojakauman maaritykseen erillisesta naytteesta.

Mittauksia suoritettiin kahdella eri mittausalaljafta seka suuren ettd pienen skaalan
iimi6ét saatiin mitattua. Suurempi mittausikkuna tkatkoko nousuputken leveyden.

Talléin on mahdollista tutkia partikkeliklusteridgehitystad ja vuorovaikutusta, mutta

yksittaisten partikkelien havainnoiminen on mahdtdoeikd nopeuden maarityksen

paikkaresoluutio riitd jyrkimpien nopeusgradienttigittaamiseen. Suuri mittausalue

sallii nousuputken nopeuksien ja tilavuusosuuksrgr@rityksen laajalta alalta, antaen
hyvan yleiskuvan virtauksesta. Suuresta mittausalgghtuen valaisuun on kaytetty

loisteputkia.
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Pienempi mittausalue oli kooltaan 40x30 mm, jokd#i sealaisemisen pulssitetulla

diodilaserilla. Tall6in yksittaiset partikkelit etavat selvasti, eika liike-epatarkkuutta
esiinny. Naistd hyvalaatuisista kuvista nopeud&d Inm suuremmat skaalat voidaan
mitata tarkasti, lukuun ottamatta sakeimpia alygitdla valo ei mitattavasti lapaise

suspensiota. Tarkka nopeuksien maaritys ja kuvammdesavysta Kkorreloitu,

yhtaaikainen tilavuusosuuden maaritys sallii tilasoisuuspainotettujen keskiarvojen ja
Reynoldsin jannitysten laskennan. Kyseiset suuoset tarkeitéa aikakeskiarvotetulle

mallinnukselle.

Kuvausmenetelma, jossa yksittdiset partikkelit owvatoteltavissa, salli myds
partikkelien mittaustilavuutta pienemman skaalatursaaisen liikkkeen tilastollisen
maarityksen PIV-korrelaation tulosten perustedligkhuizen et al. (2007) ehdottamaa
menetelmaa sovellettin  partikkelien varjokuviin. efetelma implementoitiin

MATLAB-ympaéristoon yhdessa PIV-algoritmin kanssa yalidoitiin synteettisilla

partikkelikuvilla.

Mittaukset ja simuloinnit suoritettiin kahdella ekeijutusnopeudella. Partikkelien
keskinopeuksille ja -tilavuusosuuksille esitetédmudoituja ja mitattuja tuloksia.
Liséksi esitetddn mittaustuloksista lasketut atitavuusosuuspainotetulle partikkelien
keskinopeudelle, Reynoldsin jannityksille seké igkelien pienen skaalan satunnaisen
likkeen energialle.
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1. INTRODUCTION

An efficient and environmentally friendly energyusce is vital for a modern society.
Although there is a strong push for developmerdltd@rnative energy sources — such as
wind and solar power — today, and in future decatlferent kinds of combustion
processes are responsible for the majority of dlebargy production. The increasing
pressure towards non-fossil fuels adds to the ehgés of combustion related research
and the design of reactors: the properties of $uels differ from traditional fuels, and
their quality is more varied.

The introduction of fluidized particles to the cousbor has advantages over traditional
combustors. Firstly, fluidized bed combustors &%sl|sensitive to the choice of fuel,
and secondly, the nitrous and sulphur oxide emmssgan be reduced. Mixing is greatly
enhanced by the presence of the particle phasewiali combustion at lower
temperatures, while the improved mixing, togethethwhe heat capacity of the
particles, smoothes out the temperature field.dditeon, emission absorbent particles
may be inserted directly into the reactor. Fluidib®ds are also used in other types of
chemical processes, such as catalytic cracking irefmning, where it enhances mixing
and provides a large surface area contact betviregphiases.

Even if chemical reactions and heat transfer amerigd, the physics of the multiphase
flow in fluidized beds is very complex. In currgmtactice, fluidized beds are always
simulated with time dependent, transient simulaiomwith reasonably fine

computational meshes to capture the complicatedigdlyphenomena. In industrial
applications the fluidized beds are large and tki&e, together with long averaging
times necessitated by the unsteady nature of thw feads to unfeasibly large
computational costs. These computational costs laeated the demand for an
efficient, time-averaged simulation method thatldobe used as a design tool in
industry.

The aim of this thesis is to provide detailed ekpental data about the dynamics of the
particle phase in a pilot scale Circulating FluetiZBBed (CFB) by applying image-based
measurement methods. Such data is needed for tlatien and model parameter
definition of transient and time-averaged simulasgio In addition, a feasibility study
has been carried out on the use of an OpenFOAMI&Eskerian two-phase solver for
transient simulations of a CFB, together with pafiation to offset the computational
cost of the time-dependent simulations.



2. FLUIDIZATION AND GAS-SOLID FLOW

This chapter introduces the physical phenomenduddization and gas-solid flow to

give the reader adequate background informatiorttferlater chapters. Much of the
detailed analysis is omitted. More informationfundization can be found in books by
Kunii and Levenspiel (1991), Gidaspow (1994) andd@ et al. (1997) among others,
and on general particle-fluid flow in books by Cewt al. (1998) and Michaelides
(2006).

A basic example of a fluidized bed is a verticgbepipartially filled with spherical
particles as shown in Figure 2.1. A porous distobplate which allows the fluid
pumped from below to flow through it while stoppitite particles is located at the
bottom of the pipe. For good quality fluidizatitre distributor plate should produce a
sufficient pressure drop, for the incoming fluidvil to be distributed evenly across the
bottom of the pipe. (Gidaspow, 1994, p. 97.)

Outflow

O ARRRRRRRRR:

Riser
Solid
particles
Bed
L Distributor
<4
Windbox plate

Figure 2.1. Schematic of a basic fluidized bed

The gas or liquid flow upward through the partibkd causes a pressure drop. As the
inlet gas or liquid mean velocity, i.e. fluidizatioelocity is increased the pressure drop
increases until it is great enough to support teekt of the particles. At this point the
pressure drop stabilises and the particles begiméwe. This point is called the



minimum fluidizationstate and the corresponding mean inlet velocig/ nfnimum
fluidization velocity (Gidaspow, 1994, p. 97.)

If the wall friction and the friction between tharficles is ignored, the balance between
the pressure drop and the buoyancy can be writen a

(1= )0 = p)a = - g~ ) @1

In a dense bef is obtained from the Ergun (1952) Equation (2.2).

(1—ay)’u, 4175 pglug - us|(1 - “g)

=150
’ ag(dp¢)2 dpbo

(2.2)

a, is the gas volume fractiop, andp, solid and gas densities respectivejythe
gravitational acceleration, ang, andu, the respective gas and solid velocitigg.is
the gas viscosityd,, the particle diameter and the particle spherisiiy,, Equation 2.3.
(Gidaspow, 1994, pp.100-101.)

_nt3(sv,)"

= (2.3)
A

p

Sphericity is defined as the ratio of the surfagaaf a sphere with the same volume as
the particle),, and the surface area of the partielg,

Geldart (1973) suggested classification of unifaime powders into four groups based
on their behaviour in a fluidized bed. The classifion is valid for air fluidized beds in
ambient conditions. The parameters used for thesifieation are the density difference
between the particles and air, and the mean sizbeoparticles. Geldart’s diagram is
shown in Figure 2.2. (Gidaspow, 1994, p. 105.)

The particles used in the circulating fluidized b®dmined in this thesis belong to
group B (bubbling). These particles are charaatdrizy a mean diameter of between 40
um and 500um and a density from 1400 kgirto 4000 kg/m. These powders start
bubbling at the minimum fluidization velocity anldetexpansion of the bed is small at
atmospheric pressure. With a steady fluidizatiotoaity, the rise velocity of the
bubbles is lower than the velocity of the gas ijdéet(Gidaspow, 1994, p. 105.)

The other groups are: small or low density parsicgoup A (Aerated), large and very
dense particles, group D, and particles that dfiewli to fluidize, group C (Cohesive),
because of their tendency to lift as a plug, rdehend agglomerate on the furnace
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walls. For group C particles the inter-particleckes are larger than the forces exerted by
the fluid on the patrticles. (Gidaspow, 1994, p..105
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Figure 2.2.Geldart’s classification of fluidized particles (@&ispow, 1994, p. 103.)

Fluidization has distinct flow regimes which areswalized in Figure 2.3. At the
minimum fluidization statethe particles lie at the bottom of the pipe inlyfypacked
state and reorganize according to the minimum gnerigciple. With Geldart class B
particles bubbles begin to appear as the fluidhnatelocity is increased and the system
enters thebubbling regime. If the riser is narrow and the bed is sidfitly tall, the
bubbles will coalesce and form slugs that coveroalnthe whole cross-section of the
riser. This is called thsluggingregime. (Gidaspow, 1994. p. 97.)

At even higher velocities the bubble and slug $tnes break and the bed becomes
turbulent In a turbulent bed, dilute and dense areas alterrapidly and neither state
dominates the behaviour. The pressure fluctuaticeech their highest standard
deviation values in the turbulent regime (Grace &nd1997). Above the turbulent
region is thefast fluidizationregime. Li and Kwauk (1980) and Takeuchi et a@8@)
defined fast fluidization as a state where dilutel @ense areas coexist. Horio (1991,
1997) added that the bed is in the fast fluidizastate, if the superficial gas velocity is
higher than the transport velocity, even if thetesys doesn’'t have dilute areas. Fast
fluidization systems often have dense regions enwhlls moving downwards, while
the main part of the suspension, mostly dilute, @soupwards in the middle. With a
further increase in fluidization velocity the systenoves into th@neumatic conveying
regime, which is characterized by the disappearahdense regions and by a vertically
uniform particle distribution. (Passalacqua, 2Q08ii.)



In fast fluidization and pneumatic conveying reganeith fluidization velocities above
the terminal velocity of the particles, some p&escare blown out of the riser. The
continuous operation of such a system requiresfow of particles into the system. In
a Circulating Fluidized Bed (CFB) the particles apparated, most commonly with a
cyclone, from the gas outflow and returned to th#dm of the bed. (Gidaspow, 1994.
pp. 97-98.) CFBs usually operate in the fast feation regime, as was the case with the
CFB examined in this thesis.

INCREASING L

; ’ L.
- -
FAST BNEUMATIC
UI{UI-_L."\'\’I-L."l REGIME RECGIME REGIME | FLUIDIZATHIN  CONEYING
suseUNg —m™M—————

FIREDBED  DURALIMG  SLUGGING  TURBULENT

i
AGGREGATIVE FLUIDIZATION

Figure 2.3. Flow regimes of a fluidized bed in Grace et al. 1P according to
Passalacqua (2008, p. xi).

2.1. Fluid-particle interaction

The study of the interaction between a solid sphecka fluid flow has a long history.
The first pioneers in the field were Sir Isaac Naw{1642-1727) and Jean le Rond
d’Alembert (1717-1783). During the intervening agmgs of study several mechanisms
of momentum transfer between the sphere and tiek Hawve been identified. The most
intuitive, and often the most important, of these¢he steady-state drag force, which is
the force felt while holding a beach ball in a steéreeze. The drag force affecting a
solid, spherical particle can be quantified withuggon 2.4, wherd ), is the drag force
vector affecting the particler; andu, are velocity vectors for the fluid and the pasicl

pg is the density of the flowing, continuous mediundal is the frontal area of the
particle. As the particle is spherical the frordae¢aA is%dz, whered,, is the diameter
of the particle.

1
Fp= EPQCDAh‘s — ug|(us —uy) (2.4)
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Drag coefficientsC,, have been defined for bodies of various shapés analytical,
experimental and numerical methods. The commonbe@ted drag coefficient of a
sphere in a steady, uniform flow is described ®ystiandard drag curveFigure 2.4, as

a function of the Reynolds number, Equation 2.5eldaon the diameter of the sphere,
d,. |lu| is the magnitude of (relative) velocity of meaowllandv = u/p is kinematic
viscosity of the flowing medium.

_ luldp (2.5)

€q

The Reynolds number describes the ratio of visemasconvective effects in the flow.
At a low Reynolds number, drag is caused solelyheyfriction between fluid and the
surface of the sphere. This is call8tbkes dragand it is valid forRe; < 1. As the
Reynolds number increases the flow begins to ddtaahthe surface and an increasing
proportion of the drag is caused by the low pressuthe detached wake of the sphere.
This is known as pressure or shape drag. Abovedtes number T0practically all of
the drag is pressure drag. At the critical Reynaolgsiber,~5 x 10° the boundary layer
on the sphere becomes turbulent and the flow &ataas a result of increased mixing,
i.e. apparent increase in viscosity, due to théulent eddies. The drag coefficient
drops sharply as the transition from laminar tdtent boundary layer occurs due to
reduced pressure drag.

107
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Figure 2.4. Drag coefficient of a sphere by Reynolds numi@roye et al., 1998, p.
68.)

If the flow experienced by the sphere is not umfan additionaFaxen force(Happel
and Brenner, 1973) is created. The ratio betweererFdorce and Stokes drag is



proportional to(dp/l)z, wherel is the characteristic length related to the flogldf
curvature. In a laminar flow through a bent pipe tarvature would be the radius of the
bend. In a turbulent flow the characteristic cunvatcan also be the scale of turbulent
eddies. At higher Reynolds numbers the Stokes depgesents increasingly small
proportion of the drag, reducing the effect of #exen force relative to the uniform
flow drag. (Crowe et al., 1998, p. 69.)

2

|FFaxen| N <ﬁ) (2.6)
|FStokes| l

Gravity creates a pressure gradient in the fluad theates a force in a direction opposed
to the gravity on the particle which is equal te theight of the fluid displaced by the
particle. The gravity also affects the particleeatmg a force equal to the weight of the
particle in the direction of the gravity. The nefolgant force from combining these two
forces can be described with Equation 2.7, wigeie the gravitational acceleratioW,

the volume of the particle angd andpgare the particle and fluid densities respectively.

F = gVs(ps — pg) (2.7)

The equation for the motion of a particle includargg and buoyancy effects is

dus
md—ut = 3npyd, f(uy — us) + mg — pygVs (2.8)
or
dus f Pg
= (u, - _Ps 2.9
dt 1y (ug us)+g< ps> (2.9)
Cp CpRe,
f= = (2.10)
CDStokes 24
dZ
r, = 257p (2.11)
18u,

Wheref is the drag factor describing the ratio of dragfficient to Stokes drag and

Ty IS the particle relaxation time. The particle xalthon time describes a characteristic
time scale it takes for the particle to react targfes in the surrounding flow. If the
density ratiop, /p, is small, as it is in the case of a CFB combudtu,equation for
motion can be approximated with Equation 2.12. y&ret al., 1998, p. 77.)
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—=—(u,—u5)+g (2.12)
v

Unsteady flow creates additional forces that affbet particles. Virtual or apparent
mass force represents the force needed to aceetbaffluid surrounding the particle,
as the velocity of the particle changes relativéht fluid. Another force is the Basset,
or “history”, force. This force is caused by temglatevelopment of the boundary layer
surrounding the patrticle as the velocity of thetipkr changes. (Crowe et al., 1998, pp.
81-86.) Vojir and Michaelides (1994) and Liang avicthaelides (1992) showed that
the Basset force is negligible for gas-particlesBoif p,/p; < 0.002 andd, > 1 um
(Enwald et al. 1996, p. 45). Including the Bass®t @rtual mass terms in the equation
of motion with Stokes drag for a particle, we dget Basset-Boussinesq-Oseen (BBO)
equation which can be written as Equation 2.13héfdensity ratigp,/p, is small the

Equation 2.13 simplifies to Equation 2.12 wfil= 1. (Crowe et al., 1998, pp. 86-87.)

(1—;%>%=—<ug-us>+--u+g<1_g_g>

Rotation of the particle causes a lift force. Rotatcan be caused by interaction with
walls, other particles, or by a velocity gradiemttihe flow. The pressure force created
by the velocity gradient induced rotation is calted Saffman lift force. The lift caused

by patrticle rotation imposed by other sources Ikedadhe Magnus force. (Crowe et al.,

1998, pp. 95-99.) Similarly to virtual mass fortlke Saffman and Magnus forces are
proportional to the density ratio when included tie BBO-equation, and can be
considered insignificant if the density ratio isain

(2.13)

The effect of continuous phase turbulence on partitovement depends on the time
and length scales of the turbulent flow and thdigarrelaxation time, Equation 2.11,
as well as size. The Stokes number, Equation 2slthe ratio between the particle
relaxation time and the characteristic time scélthe surrounding flow, Equation 2.15,
whereL,; andU, are the characteristic length and velocity offtbe respectively. If the
Stokes number is smalbt «< 1, the particles follow turbulent velocity fluctuatis
obediently. If the Stokes number is large,> 1, the continuous phase turbulence has
little effect on the particle movement.

St == (2.14)



(2.15)

Ls
Ts:U—
s

Continuous phase turbulence tends to increase rite abefficient of a sphere at sub
critical Reynolds numbers and lower the criticainpobut there’s a lot of variation in
the results presented in literature (Crowe et ¥)98, pp. 88-91). The presence of
particles also affects the turbulence in the camts phase. This is often called
modulation of turbulence Michaelides (2006, p. 233) lists six mechanisnos f
turbulence modulation due to the presence of aeatsghase, which are applicable to
solid particles:

a) Vortex breaking and dissipation of turbulemeétic energy on the surface of the
immersed objects.

b) Modification of the effective viscosity of thkiid.

c) Eddy energy dissipated on the acceleration aueldration of the elements of the
dispersed phase.

d) Wakes and shedding of vortices behind the imeteabjects.

e) Fluid moving with the immersed objects or bailigplaced by them.

f) Enhancement of fluid velocity gradients betwé&n neighbouring immersed objects.
The first three mechanisms increase the dissipatimhlast three the production of the
turbulent kinetic energy. Peirano and Leckner (199&64) state that b) and f) may not
be significant in dilute suspensions.

According to Peirano and Leckner (1998, p. 263gokashi (1991) classified the
coupling between the particles and the turbulerfcth® surrounding flow into three
categories based on the volume fraction of theghestor the relative distance between
the particles, and the ratio of the flow and péetione scales. Figure 2.5 is a diagram of
this classification. Here. , Equation 2.16, is the characteristic time saaflethe
turbulent eddies in the continuous phase accordiige commonly usekle turbulence
model, andrk is the Kolmogorov time scale, Equation 2.17, thedcribes the smallest
timescales of turbulence in the continuous phake.Kinetic energy of the turbulence is
k ande is the dissipation of the turbulent energy. Thedttimescale in the diagram,,

is the patrticle relaxation time described aboveir@®o and Leckner,1998, p. 263-264.)

7o =G5, €y = 0.09 (2.16)

N[~

(2.17)

w=)

With a very low particle phase volume fraction, thertia of the discrete phase is low
and has little effect on the turbulence of the yag fluid. This is called a “one-way
coupling” by Elgobashi (1991). As the volume fraatiof the particles increases to
around 10, the discrete phase begins to modulate the tutbalehrough the six
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mechanism listed earlier, creating a “two-way coupl between the phases. With high
Stokes numbers the particles enhance the turbulendeat low Stokes numbers the
dissipation is enhanced. The region of increasidglyse suspension, > 1073, where
the collisions between the particles become imporig characterized by “four-way
coupling” with increasing complexity. (Peirano abeckner, 1998, p. 264.) The part of
the diagram that describes the area of interestonventional chemical engineering
applications is shaded (Passalacqua, 2008, p.Atsprding to Peirano and Leckner
(1998, p. 282.) the effects of particle presencedwsipation and production of
turbulence are governed by redistribution of thebdilent kinetic energy spectrum,
rather than uniform mechanisms over the whole spect

/g
A
Ty /T One-way Two-way Four-way coupling
¢ coupling coupling :
A
100 L 10'L

Particles enhance |

& | 1| Neglible ... wrbulef?
effects on :

turbulence
10°
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107 | dissipation
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1 1 g| i .
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Figure 2.5.Elgobashi’'s (1991) classification of particle-tudlence coupling according

to Peirano and Leckner (1998. 263.

Tsuiji et al. (1984) conducted experiments with latdivertical pipe flow with particles
in isotropic turbulence and found that small péesc 200um, reduced turbulence
intensity everywhere, while large particles, 3 mingreased it. With medium sized
particles, 50um and 100Qum —the smaller of which is similar in size to thertrles
used in the pilot scale CFB studied in this thesiscreased the intensity of turbulence
in the core section of the pipe but reduced it ribarwalls. These results have been
theoretically predicted by Derevich (1988) sincenth(Peirano and Leckner 1998, pp.
281-282.)

In a gas-solid flow, with particle volume fractiossich as are found in a CFB, the
presence of other nearby particles affects thel fforces exerted on a particle. The
development of drag models for particle cloudshallenging. Analytical modelling is

difficult as all of the particles’ contribution tihow has to be considered, and flow
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measurements inside a particle cloud are oftenrwdistl by the particle cloud itself.

Ergun (1952) conducted a classic study of flow digio a packed particle bed which
resulted in Equation 2.2 mentioned above. The tairoa is valid for a packed bed up
to minimum fluidization, but Gidaspow (1994) suggelsthat it works quite well as

long as the particle volume fraction is more that> 0.2 and as such it should be used
in dense regions. (Crowe et al., 1998, pp. 78-79.)

Wen and Yu (1966) correlated both their own andhRidson and Zaki's (1954)
fluidization experiments with Equation 2.18, whefjés the single particle drag factor.
Forg(ag) they suggested Equation 2.19, which approachegesparticle drag as the
particle volume fraction approaches zero. (Crowa.et1998, p. 80.)

Fp = g(ay)3nu,d,fo(u—v) (2.18)

9(ay) = a;~37 (2.19)

In fluidized bed simulations, a combination of Eng{1952) and Wen-Yu (1966) drag
models as suggested by Gidaspow (1994, p. 315)as ased, the Ergun model being
used when local particle volume fraction is abaye> 0.2 and the Wen-Yu in other

cases.

2.2. Particle-Particle Interaction

At low particle phase volume fractions the probiapibf particle-particle collisions is
low and such rare collisions can be ignored in watons. However in many
applications, such as fluidized beds, particle eatr@ations are so high that the particle-
particle interaction has to be accounted for. Often basic approaches are commonly
used to model particle collisions, the hard-spheamd soft-sphere models. The hard
sphere model is written as integral equations gndres particle deformation, while the
soft-sphere model is written as a differential emum and uses an overlapping
displacement variable to describe the deformatiBath models assume that the
Coulomb friction law is valid for sliding particleend once sliding stops the particles
won't slide any more. (Crowe et al., 1998, pp.1358-)

For a basic example of a particle-particle collisitet’'s consider a collision of two
spherical, inelastic particles as described in f@d6. The colliding particles 1 and 2
have initial translational velocitiag; andu,, as well as rotational velocities; and®;
respectively. According to the hard-sphere modelrtftomentum transfer between the
particles occurs at contact point and can be desatrby writing impulsive force],
balance for the particles. The impulsive force t@ndivided into two components:
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tangential and normal to the surfaces of the spheman this balance it is possible to
calculate the translational and rotational velesitafter the collision, if the coefficients
of friction, f, and restitutione, are known for the collision. (Crowe et al., 19pB,128-
135.)

Figure 2.6 Diagram of a collision between two spherical pdeg:

The coefficient of restitution, Equation 2.20, efided as the ratio of the pre- and post-
collisional relative velocitiesG, and G respectively, inner product with the particle
surface normal unit vectom, i.e. it describes the loss of translational momenia the
collision and elasticity of the particles. Deperglion collisional velocities and the
coefficients of friction and restitution, the paléis either continue or stop sliding
relative to each other during the collision, rasgltin two different solutions for the
post-collisional velocities. (Crowe et al., 1999, 130-131.)

n-G
n-GO

(2.20)

In the soft-sphere model the collision is modekbeda system of springs and dampers.
The model requires definitions for the coefficiasit friction, the stiffness and the
damping coefficient. The friction can be measurtd stiffness determined from
material properties and the damping coefficient banderived from the stiffness.
However these stiffness values can rarely be usetiinerical simulation because of
short time steps demanded by the natural oscifigberiods of the particles. For this
reason, a conveniently small stiffness and a dagnpiefficient derived by relating it to
the coefficient of restitution are often used tailftate the numerics. (Crowe et al.,
1998, pp.136-138.)

The same modelling approaches can be applied t@lpawvall collisions. It should be
remembered, that in real life applications partidee rarely perfectly spherical, and this
has a significant effect on the post-collisionaloeéies. Shen et al. (1989) calculated
trajectories for a particle with a sphericity 0043 in a two dimensional channel and
demonstrated that even such a nearly sphericaiclgatias a significantly irregular
trajectory. (Crowe et al., 1998, pp. 123-124.)
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3. 2D PILOT-SCALE CFB

A pilot-scale CFB has been built at Abo Akademi wémsity. The design and
construction of the CFB is presented in detail iatisls Guldén’s Master of Science
thesis (2008). The device has also been descripatallio et al. (2009a, 2009b). The
objective was to create a reasonably large butivelg two-dimensional fluidized bed.
Reasonably large to facilitate the scaling of tesuits to industrial scale and two-
dimensional to allow quick simulation and imagedshselocity and volume fraction
measurements.

The riser section of the CFB is 3.0 m high andr@.4vide. The distance between the
front and back walls of the riser is 0.015 m. Thalwnaterial is clear, 10 mm thick,
hardened polycarbonate. The fluidization air ieabgd from eight equally spaced 0.013
x 0.013 m injectors at the bottom of the bed. Ftacmate pressure loss in the injectors,
4 mm diameter restrictors are placed below thectojenozzles. The device has been
designed for fluidization velocities of up to 4.@sminstead of a cyclone the CFB has a
simple separator to separate the particles frongaiseoutflow. A schematic and pictures
of the CFB are shown in Figure 3.1.

Figure 3.1 A schematic and pictures of the 2D pilot scale Gifi the lower portion
with the windbox and the loop seal. Picture Mataddén (2008).
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To eliminate static electricity, water was injectedo the fluidization air so that a
relative humidity of 40-50% was maintained at ttees gutlet. To further reduce the
static electricity a dose of 0.08%sof Larostat 519 antistatic powdeas mixed with
the particles.

Approximately 3.8 kg of spherical glass particlathva density of 2480 kg were used as
the bed material. With the fluidization velocitiesed, 3.25 m/s and 3.75 m/s, the riser
section of the CFB had 3.2 and 3.1 kg of the padicespectively. They were sieved
and the diameter distribution was measured fronarapte of 11443 particles with
shadowgraphy, as shown in Figure 3.2. Particlectietewas carried out using the two-
step algorithm described in chapter 6.3. Only pkesi with an aspect ratio smaller than
1.3 were included in the results. The bed matexisd includes a minor portion of
deformed, non-spherical particles. The diametes defined as the diameter of circle
with equivalent projected area. The sauter meamelier of the particles is 44@n. The
terminal velocity of such a patrticle is 3.125 m/ghwa Reynolds number of 88, and it
belongs in Geldart’s group B (Figure 2.3). The bdésity of the packed particle bed is
1554 kg and thus maximum volume fraction of theiplas is 0.625.

Particle diameter and mass distribution
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Figure 3.2.A sample of the particles used and their diametstridution as measured
with shadowgraphy.
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4. EULERIAN CFD MODELLING OF CFB

Computational Fluid Dynamics (CFD) means modellingd flow using computers to
numerically solve the equations that describe tbe.f The equations are based on
principles of mass, momentum and energy consernvamoCFD, they are usually based
on the classic Navier-Stokes equations that arevss to describe any single-phase
flow. The equations are the work of Claude-Louavidr (1785-1836) and Sir George
Stokes (1819-1903).

In principle, it is possible to solve these equaidlirectly provided there is enough
spatial and time resolution. In practice, with dugrent computers, this is impossible in
most practical applications and the equations hav®e simplified. Common practices
for simplification are leaving out less importaetrhs and averaging the equation in
time and space. The averaging creates additionaltuthtion terms that require
modelling. In single phase flows these are calleghf®lds Stresses while the averaged
equations are called Reynolds Averaged Navier-StqiRANS) equations. They are
named after Osborne Reynolds (1842-1912) who peaptiee method.

There are two main approaches to the numerical latran of fluid-particle flows:
Lagrangian and Eulerian. In the Lagrangian appreaa individual particle is tracked
and its interaction with fluid, walls and other faes is modelled with the single
particle models described in chapter 2, or simildre fluid phase is modelled in the
same way as the single phase flows, but with tliitiad of fluid-particle interactions.
The advantages of the Lagrangian approach ardhtbanteractions of a single particle
are relatively well known and have good mathembtaranulations, and that the effects
of particle history can be included. The commordgad Lagrangian multiphase models
are, however, only valid at low particle volumectians and as such are not applicable
to fluidization.

The Lagrangian model that is suitable for densdiegmns, such as fluidization, is
called the Discrete Element MethodDEM, see e.g. Tsuji, 2007)Here the
computational particle trajectories are calculard single particle models are used for
the particle interactions, including particle-peldi interaction. The problem with the
model is that in dense flows the number of parsicke necessarily high, and thus the
number of equations and computational costs aregondingly high. Another reason
for the high computational cost is the short tintepsrequired by the soft-sphere
collision model. Currently, DEM models are not usdior industrial scale applications
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although they have been applied to small riseranghet al. (2008) used a periodic
computational domain to simulate a long riser vaittmall computational domain.

In the Eulerian approach, the particle phase s misdelled as a fluid and the equations
describe the local average properties of the flowl garticle clouds. The major
advantage of the method is that the number of enpsbnly depends on the number of
phases, instead of the number of particles asdr_#tyrangian approach. Additionally,
the forms of the equations are similar to thosed usesingle-fluid simulation, thereby
easing the implementation of the method as a lathefexisting framework can be
utilized. The disadvantages are that in reality pheticles don’t always behave like a
fluid and modelling of the particle cloud interaxcts is challenging. Complex statistical
models such as th€netic Theory for Granular FIoWKTGF, see e.g. Gidaspow, 1994)
are often used to describe the particle-particteraction. The Euler-Euler method is
currently the standard method for simulation oidized beds.

The following Sections 4.2-4.5 present incomprdssiBulerian equations for the
simulation of fluidized beds and common closure aetedised in this thesis. Section 4.1
takes a look into the averaging procedure on wtihieitwo-fluid method is based.

4.1. Conditional averaging and the Euler-Euler appr  oach

This section is based on and uses similar notatdWweller’'s (2005) report, where he
describes the algorithm employed in the OpenFOABED&uler-Euler two-phase CFD
solver. A description of averaging procedures daa ke found in Enwald et al. (1996,
pp. 26-31) and Crowe et al. (1998, Appendix B).

To derive the equations for the Euler-Euler (twade) method, the instantaneous
momentum, mass and energy balance equations adbtionally averaged by first
multiplying them with the indicator step functialg,(r, t). The indicator function is one

in phasep and zero otherwise. Ensemble averaging is theleao the equations.

The volume fraction for phase, a,(r,t), is defined as the ensemble average of
I,(r,t) i.e. the probability of finding phase at point(r, t).

a, =1I,(r0) (4.1)

The ensemble average is denoted here with an avérbaany fluid propertyQ(r, t),
be it scalar, vector or tensor, the conditionakensle average(_)q,, is defined as
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1,Q = a,Q, . (4.2)

I,pQ = appypQy. (4.3)

With fluctuations around thé(p are defined as

Q”(p =Q-Q,. (4.4)

Then, the conditional average of the product of tinod properties, such as the
convection terms of the momentum equation useddseen example, becomes

—_—

Ipuu = a,p,il,l, + ayp,(u’ ,u',), (4.5)

wherea(pﬁ(,,(u’fp?’(p) is analogous with Reynolds stresses in single pflass and
requires modelling. Similar relations hold for noass weighted averaging, but without
the density variable. These stresses are commoabjlecied in transient CFB
simulations but are vital for time-averaged simolas.

4.2. Continuity and Momentum Conservation

The continuity equation (4.6) dictates the consowaof mass for phase, while the
conservation of momentum produces equations foh Ike¢ gas and particle phase
momentum, Equations 4.7-4.8 and Equations 4.9-4ddpectively. Both phases are
considered incompressible. In the momentum equsitithe virtual mass, history and
lift forces have been ignored. The termsandz, are the viscous stressggis gravity
and K; is a momentum transfer coefficient for the dragéoP; is the solids pressure
arising from particle-particle interaction and équires a closure model, as do drag,
solids bulk viscosityl; and turbulent stresses. The bulk viscosity reptssene solids
resistance to compression. (Gidaspow, 1994; W&lR05.)

00y Py
dat

+ V- (appyliy) =0 (4.6)
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da,p,U
gPglyg N
ot +V- (“gpg“gug) = 4.7)

Vetg —agVp + agpgg — Kd(ﬁg — ﬁs)
I T
g = bty | (Vily + V78,) =5 (V- %y )1 (4.8)

a0‘5.551’15 o~ o~
ot +V- (aspsusus) = (4.9)

V.15 — asVp — VP + aspsg — Kq (s — Uy,)

Ts = pus(Vilg + VTﬁs) + (/15 - %ﬂs) (V- uy)l (4.10)

4.3. Particle-Fluid Momentum Transfer

For the drag term, the treatment suggested by @iuag1994, p. 151, Model A) as
described in section 2.1 was chosen. Two diffeeguations are used for the;
depending on the volume fraction of the particlaggh In dilute regionsy; < 0.2, the
drag formulation Equation 4.11 is used based omodel suggested by Wen and Yu
(1966). In denser regions the Ergun (1959) Equd#olb) is used. The drag coefficient
Cp for the Wen and Yu (1966) model is given by Equadi 4.12 and 4.13 — as
suggested by Schiller and Naumann (1935) — depgratirthe particle diameter based
Reynolds number, Equation 4.14. (Gidaspow, 1994dihet al., 1996, pp. 40-41.)

_ E Cp AsAgPglaig—us|

K; = 2 7, a %%, as < 0.2 (4.11)

24
Cp = ﬁ(1 + 0.15Re)®%7). Rey < 1000 (4.12)

d
Cp = 0.44,Re, > 1000 (4.13)

d, |, — i
Rey = dpiy — | (4.14)
Vg
Usad Pgls |~ ~

K; = 150 +1.75 i, — U, a5 > 0.2 (4.15)

2 32
o:gdp o:gdp
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4.4. Particle-Particle Interaction and Kinetic Theo  ry for
Granular Flow

As the particle phase is modelled as a fluid inEler-Euler method, it is necessary to
introduce a model for particle-particle interacBohese models usually appear either
as additional source term, solids pressure, innimgnentum equations or they are
included in the viscosity. Two approaches are diced in this section. Firstly, the
powder modulus, or particle normal force model,alihonly affects the solids pressure,
and secondly, Kinetic Theory for Granular Flow (KF)Gwhich is analogous with
kinetic theory for dense gases. KTGF gives valwegte shear and bulk viscosity of
the particle phase, as well as for solids pressure.

4.4.1. Powder Modulus

The solids pressure can be modelled by introduaipgwder modulus term (Equation
4.16) to the momentum equation. This describeg#racle normal stress;,,, caused
by particle collisions. The powder modulus is defiras Equation 4.17 and is strongly
dependent on the volume fraction of the particlaggh The powder modulus is related
to the speed of wave propagatiorn,, in a granular medium by Equation 4.18.
(Gidaspow, 1994, p. 81.)

VP, = Va Gy, (4.16)
don
Gpp = dZs (4.17)

Vo = ’Gpp/ps (4.18)

Models for the particle-particle interaction showahish in dilute flow while rapidly
increasing at high solids volume fractions. Rietarad Mutsers (1973) correlated
experimental data from a tilted fluidized bed wituation 4.19. However, in numerical
simulations Bouillard et al. (1989) found out thila¢ G, had to be adjusted to prevent
unphysically high particle volume fractions and gesfed Equation 4.20 for the powder
modulus, with typical values ofi, = 1 Pa, k = 600 and a5, = 0.624 (Gidaspow,
1994, p. 82). According to Enwald et al. (1997)d&spow and Ettediah (1983) had
earlier suggested a similar model with parameters 20 and a;, = 0.38, and
Gidaspow and Syamlal (1985) with= 500 and a;, = 0.598. Gidaspow (1994, p.
138) also notes that the powder modulus approastatiandency to cause unexpected
numerical problems in transient simulations.
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Gpp = 1078769543 N/py? (4.19)

pp

G

op = Goe (@™ %s0) (4.20)

4.4.2. Kinetic Theory Approach and Granular Tempera  ture

A more complicated but physically more complete elodor particle-particle
interaction is given by the kinetic theory for gusar flow. It is based on a suggestion
by Ogawa, Unemura and Oshima (1980), that the nmézdlaenergy is first transformed
into random particle motion, instead of dissipatitiggctly to heat. They also derived a
conservation equation to describe the transporthef small scale random particle
motion. An expression for the repulsive force & farticles in shear flow by Bagnold
(1954) is generally regarded as the origin of thetic theory approach for granular
flows. Since then, several different authors haeatributed significantly to the
development of the models and some of those withbationed later in this chapter. In
kinetic theory the hard-sphere model is used fotigda collisions and the particles are
assumed to be smooth and the collisions binargg§pow, 1994, pp. 239-240.)

If it is assumed that the oscillations of instaet@uns particle velocityy’, with a mean
velocity of zero behave in chaotic manner, the sigjadistribution follows the normal
distribution, Equation 4.21. Hegeis the mean value antf is the variance as defined
in Equation 4.22. Assuming that the energy ofsitmall scale random motion is divided
equally between the coordinate directions in tidieeensional space, the variance is
related to the instantaneous velocities throughalion 4.23, wheret'” = u's + u'3 +

u'2. (Gidaspow, 1994, p. 241.)

_(X—M)Z]
e 202

(4.21)

fn(x) =

2102

ot = (- = | G = s (4.22)

o2 =n(u?) = jfju’z fxfyfzdc (4.23)
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The concept of conserved energy of random pantidgon is analogous to temperature
and random motion of molecules in dense gasesinkeakd Savage labelled the energy
of random particle motion in granular flow gsanular temperaturewith @ as the
symbol. It is defined as one third of the meanasguf the particle velocity, Equation
4.24. The normal distribution for the particle w@tes, called Maxwellian distribution,
can now be written as Equation 4.25, witlbeing the mean velocity. (Gidapow,1994,
p. 242.)

0 =) (4.24)
PRI (4.25)
‘ (2ne)’- '

A common approach is to assume a local equilibrhetween the production and

dissipation of granular temperature. The granutanperature can then be described
with an algebraic model. A more general approado isolve a transport equation for

the granular temperature, Equation 4.26 (Gidasfd®@4, p. 315). It is derived by

writing the Boltzmann integral-differential consation equation for the probability

distribution of random particle motion. Descriptsoaf the derivation can be found in

Gidaspow (1994, pp. 256-294) and Passalacqua (pp08,7-31).

310 ~
E a(aspsg) +V- (aspsusg) =

(_Psl + Ts) : Viis +V. (KSVG) — s _]vis +]slip

Production (=PI + ty) : Vi (4.26)
Granular energy diffusion flux +V - (k,VO)

Dissipation due to inelastic collisionsy;

Dissipation due to fluid viscosity — —/,;s

Production due to fluid turbulence +/g;,

The solids shear viscosity,, includes both the collisional and kinetic compaise
Equation 4.27. The collisional part is describedHguation 4.28 and the kinetic by
Equation 4.29 (Gidaspow, 1994, p. 303, 314). Theatiqn 4.31 for the bulk viscosity

of the solids phase closely resembles the collediehear viscosity equation.

Us = Uscot T Us kin (4.27)

4 0
Us,col = gaszpsdpgo(l + ey) j; (4.28)
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2

2:“5 dilute [ 4
= [ 2 (14 e, (4.29)
Hs,kin go(l +es) 5 s)AsYo
5Vm®
Us ditute = ?ps P (4.30)
4 C]
As = §a§psdp90(1 + es)\/; (4.31)

In these equations, is the coefficient of restitution for the solidsdag, is the radial
distribution function. The radial distribution fumen describes the probability of
particle collisions and becomes infinite at thekpag limit. This behaviour limits the
maximum volume fraction of the particle phase as ldst term of solids pressure,
Equation 4.34, as proposed by Lun et al. (1984)raportional tog,. Ogawa et al.
(1980) suggested Equation 4.32 for the radial idigtion function, but Equation 4.33
suggested by Lun and Savage (1986) is used in Hi2 €mulations of this thesis.
Gidaspow (1990) suggested multiplying Equation 4320.6 for a better fit with
numerical data, but Peirano and Leckner (1998) idensthe suggestion invalid.
(Peirano and Leckner, 1997, p. 273.)

1
g0 = . _( as )1/3 (4.32)
Xsmax
_ 1
8o = <1 _ a )2-5as,max (4.33)
Xsmax
P, = psa 0 + 2a2g,0(1 + e4) (4.34)

The diffusion of the granular energy flux term isabbgous to the conduction of heat.
The diffusion coefficientk,, is called the conductivity of the granular eneend is
defined as Equations 4.35-36 (Gidaspow, 1994,5).3

75
Kaiute = 357 Vr®psd, (4.35)
- 142 (1+ey) 2 (4.36)
Ke =—>——m—— = e a Kgi .
S (1 + es)go 5 s)Joqs dilute
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) 0
+2aspsdpgo(1 + es) E

The inelasticity of collisions is included in theodels using the coefficient of
restitution. The dissipation of the granular egeattge to inelastic collisions is modelled
with Equation 4.37 (Gidaspow, 1994, p. 315). Thesighation caused by viscous fluid
effects is modelled with the simple Equation 4.38.

p

2\ 2 4 |0 "
Vs = 3(1 - 35)0559590@ d— E —V-u (4-37)

]vis == BKdG) (438)

Many authors, including Gidaspow (1994), negleetfthid turbulence, or particle-fluid
velocity correlation, production term, but Koch 909 derived Equation 4.39 to
describe it in a monodispersed, dilute, gas-salispension of elastic particles. The
equation has been used since by Agrawal et al1)2&@d Huilin et al. (2003; 2006). It
was later extended by Koch and Sangani (1999) rim #6quation 4.40. (Passalacqua,
2008, p. 33-34.)

d,Ps <l8ug>2 2
=P A, — 1 (4.39)
i 410 \ d3ps % -

] 8lasugy - |
iy = ————— |, — Ul
stip godppS\/_G) g s

_ Rd
L 3.5 as + 5.9a
(4.40)
1 + 3 16345 agln(a;) + 17 .4a;

, as <04

1+0. 681a5 — 8.48a2 + 8.16a
| 100(5 0.7 > 0.4

\ 7= 1 7, as > 0.
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4.4.3. Frictional Stresses

In the derivation of the kinetic theory for granuflow, it was assumed that collisions
between the particles are binary and instantanebvsile these are reasonable
assumptions at low particle volume fractions, tli®y not apply in densely packed
regions where particles are in extended contadt gseteral particles. In these regions,
most of the particle energy is dissipated by théase friction between sliding particles,
instead of in inelastic collisions. (Tardos, 199761.)

Coulomb suggested a simple model where powder tefteal as a rigid, totally plastic
continuum flowing on a plane by yielding with atcal shear stressy, as given by
Equation 4.41. Here the normal stresg, and the angle of internal frictiom,, are

material properties, anig is the cohesive force between the particles. Baraohesive
powdersk, is zero. When the shear stress exceeds the tnitadae, the material

becomes infinitely deformable. In effect, the modescribes simple sliding friction that
is proportional to the normal force and the coédfit of friction represented by

tan(¢y). (Tardos, 1997, p.62.)
Tf = O'Ntan((pf) + kf (441)

Johnson and Jackson (1987) suggested frictianal,and kinetic, ., stresses can be
considered as additive, Equation 4.42, with thetibhal stress defined by Equation
4.43. Ps; is the normal force, called frictional pressuredau, is the frictional
viscosity representing the sliding friction betwebe particles. They proposed that the
frictional pressure is zero below an experimertedshold solids volume fraction value,
as rmin,» @nd calculated by a correlation above it, Equa#ici4. Heref, r ands are
experimental parameters. Johnson and Jackson ($88@gsted valuegs ¢ i = 0.5,

F =0.05 r =2 ands = 5. For the frictional viscosity they used the simplguation
4.45, which is valid for their chute application.

Ts = Tope + Tsf (4.42)
Tsf = Ps,f’ + .us,f(Vﬁs + (Vﬁs)T) (4.43)

0 s, < as,f,min

Ps,f = F (as - as,f,min)r

(as,max - as)s ,

as, = as,f,min (4 44)

Usy = Ps,fSin(gof) (4.45)
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A similar, but more general, model was proposedsblyaeffer (1987), Equation 4.46.
Here S is the rate of deformation tensor, Equation 4.B@uation 4.46 reduces to

Equation 4.41 in two-dimensional cases (Tardos/19@pendix B), and also satisfies
both the von Mises yield condition (Tardos, 199fapAndix C) and the co-axiality

condition, which states that directions of stresd deformation are parallel (Tardos,
1997, Appendix A). Like the Johnson and JacksorB71l9model, Schaeffer uses a
threshold solids volume fraction below which thetfonal stresses are zero. (Tardos,
1997, p. 63; Srivastava and Sundaresan, 2003 4pp5.J

p {0' s, < as,f,min
= 10

! 1025a—’s(“s - as,f,min) , U, = As fmin

(4.46)
_p \/fsin((pf)
ot =5 35S
1 e 1o

S = E [(Vus + (Vus) )] - § (V : us) (447)

Syamlal et al. (1993) proposed a sharp switch betviiee kinetic and frictional stresses
at a threshold solids volume fraction value, Ecquat#.48, instead of the additive
approach of Johnson and Jackson (1987), Equatén 4.

- {Ps,ktl + Uskt) s, < as,f,min
s =

4.48
Ps,fI + Us, fr s, = as,f,min ( )

Srivastava and Sundaresan (2003) combined théfradtpressure model and additive
approach of Johnson and Jackson (1987) with tbedinial viscosity model of Schaeffer
(1987). Following Savage’s (1998) findings, thegluded the stress reducing effect of
particle fluctuations as a granular temperaturenter the frictional viscosity model.
The result is the model of equation set 4.49. Asiththe physically most complete of
the models in this chapter, it has been used InGRB simulations of this thesis.
(Srivastava and Sundaresan, 2003, pp. 74-75.)
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Ts = Tskt + Tsf

Ts,f = Ps,f’ + .us,f(Vﬁs + (Vﬁs)T)

0, s, < As f min
Psf = (0(5 - as,f min)r
’ F —5, Qs = Qg min (4.49)
(as,max - as)
V2sin(¢y)

Hsr = Py
’ Q]
2 S:S+d—12’

4.4.4. Wall Boundary Conditions

Johnson and Jackson (1987) derived equations frstresses and dissipation of
granular temperature caused by particle-wall ictéva. They equated the frictional,
Ps ¢ tan(q)f), and collisional S?, stresses on the wall to the bulk stress of thégar
phase in the direction of the slip velocity betwélea particles and the waikg;;,,. For
the granular temperature, they wrote an energynbalaEquation 4.51, between the
granular energy fluxqg, the dissipationys,, and the collisional stress in the direction
of the slip velocity. The relations they found atescribed by Equations 4.50-53.
(Passalacqua, 2008, pp. 38-40.)

ﬁslip . (TC + Tf) ‘n

- ~ + 82+ Py tan(gf) = 0 (4.50)
|uslip|

ny - qow = Vsw T Usiip * SE (4.51)
Sb _ T[d)specps'ﬁslip' V302

Q=

1
a /3 (4.52)
6as,max [1 - ( s,orlr;ax) l

1 V30
Ysw = 7TPs0(1 — €})) (M)z P [(M)% } 1] (4.53)

s s
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Here ¢, is a specularity coefficient that describes thfugeness of the particle
collisions caused by the roughness of surfaces. vdtue is 1 for perfectly diffuse
collisions and O for perfectly specular ones. tacfice, the specularity coefficient is
often used in CFD simulations as a fitting paramtteyet the correct wall velocities. If
the frictional contribution to the wall stress gmored, the relations can be written in the
form of Equations 4.54-55 witfy, from Equation 4.32. (Passalacqua, 2008, pp. 3B-40.
These are the forms which are used as boundaryitmrsdin the CFD simulations
carried out in this thesis.

™ a5

Tsw = ¢specpsg0 v usllp (4.54)
6 Osmax
™ a5
dJow = 6 ¢specpsg0 \ |uSllp|
Osmax
T (4.55)
- (1 - ed)psgoV 363
4 a5 max

Peirano and Leckner (1997, pp. 287-288) disputenslwh and Jackson’s boundary
conditions for the use of the specularity coeffitj@and prefer models based on work by
Jenkins and Louge (Jenkins, 1992; Louge, 1994;idsrd Louge, 1997).

45. Turbulence Models

The standard method for turbulence modelling irglsiphase flows is the Reynolds
decomposition. Here the fluid velocity, is divided into meany, and fluctuatingn’,
components, Equation 4.56. When the decomposectitels placed into Navier-
Stokes equations and averaged over time, the sem@tthe Reynolds Averaged Navier-
Stokes (RANS) equations, Equation 4.57 for the nmioma of incompressible
Newtonian flow. These differ from the original hycluding an additional stressg,,
the Reynolds stress, which has to be modelled. ripgiens of common turbulence
modelling approaches and their background can bedfofor example, in the book by
Pope (2000).

u=u+u (4.56)

pa +pu-Vu=-Vp+V- (t+rRe)+f

=u|(va + (va)T) — 3 (v ~w)l (4.57)

Tre = pu'u’
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Several different models have been suggested &R#ynolds stress. Most common
approaches are similar to what Launder and Spaldifig4) proposed. Here, transport
equations are solved for the kinetic energy of ulebce,k, and the dissipation of the
turbulent kinetic energys. The Reynolds stress is assumed to be isotrapicis
modelled as increased effective viscosity. Theotiffe viscosity,u.sf, is the sum of
the molecularu, and turbulent (i.e. eddy),, viscosities. The turbulent viscosity is
related to the turbulent kinetic energy and didsipaby Equation 4.59, wherg, is a
model constant.

Hepr = W+ Ut (4.58)
kZ
U = pcu? (459)
2
T+ Tre = (u+p) |(Vu+ (Va)T) — 3 (V-u)l (4.60)

Another approach is to solve filtered Navier-Stokeguations with transient
simulations. Here the turbulent motion in scalegda than the filter size is resolved
directly, and only the smaller scales have to bedetted. Hence, the method is
commonly referred to as Large Eddy Simulation (LE&SYyesidual [or Sub-Grid Scale
(SGS)] stress tensor similar to the Reynolds stiksee RANS is also present in the
filtered momentum equations and requires modelldiherwise the equations are of the
standard form. The SGS stresg;s, can be divided into isotropic and anisotropig,
components. Residual kinetic energy is the tracehefSGS stress tensor divided by
two, Equation 4.61. The anisotropic stress compbnan be obtained by subtracting
the isotropic component, Equation 4.62. (Pope, 2pp0581; 558-559.)

1
ky = Etr(fsas) (4.61)

2
1:7- == TSGS - §k7~1 (462)

Approaches similar to single phase flows, RANS &i&$, are used for multiphase
flows to describe the continuous phase turbuler8everal authors (including
Samuelsberg and Hjertager (1996), Huilin and Gidas(003), Huilin et al. (2006)
Ibsen et al. (2000; 2004) and Passalacqua (20@8¥ used models based on algebraic
the closure suggested by Smagorinsky (1963)foin simulations of gas-solid risers
(Passalacqua, 2008, p.44). In the modelis proportional to the rate of strain tensor
through the kinematic eddy viscosity, This is modelled with Equation 4.64, wheSe

is the filtered rate of strain tensor amdis the Smagorinsky length scale. It is assumed
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to be proportional to the filter siz&, and the Smagorinsky coefficie,. Filter size is
calculated by taking a cube root of the producthaf computational cell dimensions,

Equation 4.65. (Pope, 2000, pp. 587.)

T, = —2v,8§ (4.63)

v, = 128 = (C,A)2S (4.64)

A = 3/AxAyAz (4.65)

In the CFD simulations for this thesis the SmagynSGS stress closure was used for
continuous phase turbulence with = 0.16. It should be noted that the physical
background of LES turbulence modelling is not vati@D simulations as carried out in
this thesis. However, it does serve to demonstraecsffects of including a turbulent
viscosity for the fluid. In addition, the model hecfs the turbulence modulation effects

caused by the presence of the particles.
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5. NUMERICAL METHOD

The three most common methods for numerically sghpartial differential equations
are the Finite Difference (FDM), Finite Element @Eand Finite Volume (FVM)
Methods. Common to all of these is that the contputal domain is divided into
smaller regions with a computational grid, and tH#ferential equations are
approximated at discrete points using algebraiaggus. Different schemes can be
used for approximation and interpolation, usuaiyling complexity and computational
costsfor accuracy. (Ferziger and Peric, 2002, fpip383-37.) Discretization schemes are
often classified as beingh order. This implies that the scheme includésst terms of
the Taylor series expansion, which can be usedpcess any continuous differentiable
function.

FDM is the oldest and simplest method, but stitfeely usable for simple geometries.
lts development is credited to Leonhard Euler (1Z083) in the 18 century. The
higher order discretization schemes are easiesmmement with FDM, but the
enforcement of conservation requires special cBEM is the standard method in
structural analysis and many other fields. The magbvantage of FEM is its easy and
flexible mesh generation, making it suitable forfodmations and other such
phenomena. It differs from the other methods bygisveight functions. (Ferziger and
Peric, 2002, pp. 35-37.)

For CFD the standard method is FVM, which is raredgd for other purposes. In FVM
the domain is divided into control volumes (CV) atite integral form of the
conservation equations are applied to each of thim. variables are defined at the
centres of the CVs and are interpolated to the ©Wndaries. Importantly for CFD,
conservation is built into the method. Other reasfan its popularity are that it can be
applied to any kind of computational mesh, as tleshmonly defines the boundaries of
the CVs — instead of the computational nodes &b — and all the variables have a
clear physical meaning. (Ferziger and Peric, 29036, 70.)

Once the chosen discretization has been appligtieedNavier-Stokes equations, the
result is a coefficient matrix, describing a systemnon-linear algebraic equations.
Because of the non-linearity of the equations araiive solution method is used, where
the equations are successively linearized withrésalts of the previous iteration. Once
the equations are linearized they can be solvdetredirectly or iteratively. There are
several mathematical methods for both approachath We iterative methods, the
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convergence of the solution has to be verifiedtfesexact solutions are not known in
CFD, the convergence has to be checked by numengariments i.e. by comparing
successive iterative solutions. A common practicéoi monitor the residuaé, of the
iterative solution. This is defined as the imbakame the algebraic equation system,
Equation 5.1, wherd is the coefficient matrixx the variable vector anbl the source
term vector.

Ax=Db

(5.2)
e=Ax—-b

It should be noted that the residual may not beliable indicator of convergence and it

is often useful to monitor some integrated varialae well. Often the residual is scaled

with some algorithm in an attempt to make it m@eresentative.

5.1. Open Source CFD: OpenFOAM

Open source software is an attractive tool for anad and research purposes.
Unrestricted access allows detailed insight inte #igorithms used and limitless
customization for specific purposes. In CFD appiaes, the lack of licensing fees
makes massively parallel computations economicédlgsible, provided that the
parallelization of the solver is efficient. For sgereasons a feasibility study using
OpenFOAM (OpenCFD Ltd., 2003-2009) to simulate tpiéot-scale CFB was

conducted.

OpenFOAM is an open source code library for theitsmh of field problems found in
mathematics, physics and engineering. It uses thite fvolume method, with
unstructured mesh, and comes with a wide varietyrefbuilt solvers and model
libraries. The main application for OpenFOAM hasmeCFD. Recent OpenFOAM
releases include a solver called twoPhaseEulerFadnich provides a promising
starting point for the simulation of a CFB.

5.2. Solver: twoPhaseEulerFoam

TwoPhaseEulerFoam is a two-fluid, Euler-Euler mdtiolver for incompressible two-
phase turbulent flows. It has been included in G@RM releases since verion 1.3
with small variations. This thesis concentratestanversion in release 1.5, but is also
largely applicable to the current release, 1.6.

The twoPhaseEulerFoam is based on a solver calibdlédFoam, which is a result of
Henrik Rusche’s work for his PhD thesis “ComputaéibFluid Dynamics of Dispersed
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Two-Phase Flows at High Phase Fractions” (2002)amfiirther development (Weller,
2002, 2005) of the algorithm developed for the BRIIT project at Imperial College.
TwoPhaseEulerFoam differs from bubbleFoam by thditiatd of models for particle-
particle interaction. Two alternative approaches iacluded. Firstly, with a particle
normal force, i.e. a powder modulus model as sugdeBy Gidaspow et al. (1983;
1985) and Bouillard et al. (1989) and secondlyngghe kinetic theory for granular
flow (KTGF) model.

On initial inspection the solver provides most bé tsub-models commonly used in
Eulerian simulation of gas-solid flows. A notablaogcoming is the lack of a
turbulence model that would include the turbuleme®lulation caused by the presence
of the particle phase. The models included aredigt Table 5.1.

5.2.1. Solution Algorithm

In the equations of this chapter the phases atiglisshed by the letters andb in the
same way that they are used in the twoPhaseEulerBobver. In gas-solid simulation,
phasea is the solid phase and phas¢he gas phase. Velocities and pressures in this
chapter are ensemble averaged, unless stated atberw

To avoid singularities at zero volume fractionspBhaseEulerFoam employs phase-
intensive momentum Equations 5.2-3, as suggestaiddier (2002; 2005 pp. 15-16),
where the momentum equations are divided by themelfraction and density. Thus,
A4, A; and A, are momentum transfer coefficients for the drdgahd virtual mass
forces respectively. The formulations of the caedints are presented in Equations 5.6-
5.9. For gas-solid simulations, Equation 5.7 isdut® drag instead of the blended
Equation 5.6. For the pilot-scale CFB the lift amdual mass terms are neglected.

a
ub + ub Vub V- (veff‘qub) +V- Tp + V;Lbb Ty =

—Z—f+g _p_b(Ad(ub ug) + A+ Ay (%—%)) 2

Oua +ul - Vu, — V- (veppaVug) + Vo1, + v““ T, =

_Z_:ny—p—a(fld(ua up) + A+ Ay (d;a _%)) (5:3)
u, = a,u, + ayu, (5.4)

U, =u, — U, (5.5)
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Table 5.1. Sub models included in the twoPhaseEulerFoam soeenFOAM 1.5.

D

Turbulence Two-equation, ke continuous phas
turbulence model, with transfer of
turbulence kinetic energy to the dispersed
phase by coefficient,.

Drag Gibilaro (1985)

Ergun (1952)

Shciller, Naumann (1935)

Wen, Yu (1966)

Gidaspow (1994)

Syamlal, O’Brien (1988)

Particle normal force

As proposed by Gidaspow (1983; 1985)
and Bouillard et al. (1989)

Kinetic Theory for Granular flow, KTGF:

KTGF: Granular pressure

Lun et al. (1984)

Syamlal, Rogers, O’Brien (1993)

KTGF: Radial Distribution

Gidaspow (1990)

Lun-Savage (1986)

“Sinclair-Jackson” (Ogawa et al. 1980)

Carnahan-Starling (1969)

KTGF: Bulk Viscosity Lun et al. (1984)

KTGF: Viscosity Gidaspow (1994)
Syamlal (1993)
Hrenya-Sinclair (1997)

KTGF: Frictional Stress Johnson-Jackson (1987)
Schaeffer (1987)

KTGF: Granular Temperature Local equilibrium

Transport equation
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3 c C

Ad — (ab D,apb + a D,bpa)l rl (5_6)

d, d,

3 CD aPb

A, =——= 57
0 =35 5.7)
Al = (abCl,apb + aaCl'bpa)ur XV X uq), Q= a,b (58)
Apm = avam,apb + aanm,bpa (59)

The continuity equation is written for the conséima of volume instead of mass, in
order to improve the conservation in simulationghwiarge density ratios. In the
continuity equation, the velocity is decomposea itite mixture velocityu., and the
relative velocityu,, between the phases as shown in Equations (584:8:11). In this
form, all the terms are in conservative formcan be bounded at both ends and the
coupling of the phase fluxes is more implicit doethe presence of the relative flux.
The problem with the formulation is that the eqomtis non-linear in FVM and, as
such, the boundedness can only be guaranteed égthation is solved fully implicitly.
(Rusche, 2002, p. 108, 118; Weller, 2005, pp. 16-17

Jda,
ot

+V-(ueay) + V- (uyaza,) =0 (5.10)

ap=1-—a, (5.11)

OpenFOAM uses a collocated variable arrangementhwaineans that special care has
to be taken with the pressure-velocity coupling. aMoid the problem, Weller (2002,

2005) formulated a solution method that mimicsaagéred variable arrangement. The
solution algorithm uses a momentum predictor, pmessorrection loop (Pressure-

Implicit Split-Operator, PISO) and a correctionrobmentum based on the change in
pressure. The difference is that the velocitiesodrtained from the pressure corrected
flux fields through a reconstruction method. Wikttistmethod the flux is the primary

variable instead of the velocity, and the press@lecity decoupling is not possible.

The flux field is defined on the cell boundarieesembling a staggered variable
arrangement. (Weller, 2005, pp. 17-22; Rusche2200126.)

The flux predictor is the discretized momentum d¢igua with the difference that the
buoyancy and the explicit part of the drag ternesiacluded on the cell-faces, with the
values determined by interpolation with centrafeténcing. (Rusche, 2002, p. 126.)
The coefficient matrix of the linear equations systA,,, does not include these terms.
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In twoPhaseEulerFoam the same treatment is usepafticle normal force, granular
pressure and frictional pressure terms. All these$ appear as apparent pressure in the
particle phase momentum equation. The semi-dige@tnomentum equation for phase
“a” is shown in Equations 5.12-13. The operai@fs,) pand (A, )y are respectively the
diagonal and off-diagonal elements of the coeffitimatrix.A,. A detailed description

of the method can be found in Rusche’'s PhD thei®Z, p. 95, 96, 126) and in
Weller’s (2005) report.

Vp GppVaa VPS + Adub

(A pthy = (Ay)y — — — (5.12)
aipa U pe @pe  @aPa @apPa
. = (Adn _ Vp _ Gppvaa
“ (C'qa)D pa(dqa)D aapa(c'qa)D (5 13)
VPS Adub '

AgPa (C/qa)D AgPa (C/qa)D

For the particle normal force model, an approadjgested by Weller (2002) for the
turbulent stress term is adopted, as both termpragortional tdva . Again, a detailed
description of the approach can be found in RusdhbD thesis (2002, pp. 118-120).
The turbulent stress term itself is neglected bath bubbleFoam and
twoPhaseEulerFoam.

In this approach, the term proportional Ya, is treated as a diffusion term in the
transport equation for dispersed phase volumeidracBefore adding the diffusion term
to the equation, the mixture and relative velositee corrected for the contribution of
the term to be added. The treatment of the partiotemal force term in
twoPhaseEulerFoam and the turbulent drag termntezgt suggested by Weller differ
slightly, as the particle normal force only appliesthe dispersed phase velocity field.
The treatment as found in the twoPhaseEulerFoapneisented in Equations 5.14-23.
The Equation 5.14 for powder modulé,,, has the form suggested by Gidaspow et al.
(1983; 1985) and Bouillard et al. (1989) that wessented earlier, in Equation 4.20.

G

op = Goe(@a=%) (5.14)

u,=u +iVa (5.15)
» — Yo ¢ .
p(dq'(P)D

u, =u, — u, (5.16)
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uz = u:l + u, (517)

da, i i
5 TV (upay) + V- (ura (1 —ay))
t . (5.18)
_v. PP _
v (pa(ﬂa)p V) =0

In semi-discretized form, evaluated on the celiefaand written with the flux field
variable,¢, instead of velocities, the equations are of trenf

2 V- (i) + V- (a1~ ) 519
-V. (vppVaa) =0
where the diffusion coefficient,, is defined as
G
Upp = (ﬁ)}c (5.20)
and the corrected fluxes are
b = o+ —2 IS VF e (5.21)
g+ 6
¢r = Pa — Py (5.22)
$c = dapq + apdy (5.23)

The solution procedure as used in twoPhaseEulerksalascribed in Figure 5.1. The
solver employs the Weller pressure-velocity couphkvith optional corrections for the
dispersed phase volume fraction transport equabom-equation, within the PISO-
loop. The equations of turbulence and the kinéigoty models are solved at the end of
a time step as shown in Figure 5.1.

5.2.2. Initial Testing

There are number of tutorials in the official raleaof OpenFOAM. Promisingly for
twoPhaseEulerFoam, two of these tutorials repreaesthall bubbling bed. The first
tutorial, named “bed”, uses the particle normatéomodel and the second one, “bed2”,
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the kinetic theory model for the particle-partichideraction. The packing limit is set
s max = 0.62 in the kinetic theory.

In the tutorial “bed2” with the kinetic theory, thdispersed phase volume fraction
quickly reaches unphysical, large values with te&adlt parameters. This situation can
be improved by settingts minrriction t0 0.5 as suggested by Johnson and Jackson
(1987) in the frictional stress model. With thisaolge the behaviour of the volume
fraction is more stable, but the peak volume fmattmax (ay), is consistently above
0.64 with values reaching up to 0.73. Reducing tihee step to B0’ s did not
eliminate the problem, but it did lengthen the dation time considerably. Switching

to the particle normal force model with a time soéfl0” s eliminated the overpacking.

1. Solve the dispersed phase continuity equatie@duation)
2. Construct the flux predictoed,,
3. PISO-loop
a. Predict fluxes
i. Flux predictorA,,
ii. Buoyancy, explicit drag and granular phase apparessure
Construct and solve pressure equation
Correct fluxes
Reconstruct velocities
e. Correcta-equation
4. Correct substantive derivatives
5. Solve turbulence equations
6. Solve kinetic theory equations

2 oo

Figure 5.1. Diagram of the Weller (2002; 2005) solution procesltas found in
twoPhaseEulerFoam.

Similar results were obtained when attempting tousate the pilot-scale CFB with the
kinetic theory approach: The volume fraction exseilg maximum packing limit set in
the kinetic theory model. With the particle nornfarce model enabled — using
parameters suggested by Gidaspow and Syamlal (986 a short time step, <6,
the over-packing was avoided.

The reason the kinetic theory model fails to prévewer-packing is found in the
implementation of the model. The volume fractiomgeg as the input for the radial
distribution model (Equations 4.32-3) are limited & > a0 — 0.01 and the

Johnson-Jackson (1987) frictional pressure modghdEon 4.44) implementation has a
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built-in limiter for volume fractions higher than > a4, — 0.05 in the denominator.
The reason for the addition of these limiters & eklplicit handling of the kinetic theory
model. The radial distribution and frictional press models have a singularity at
@ = asmar and they rise extremely rapidly near the packingtl As the kinetic theory

is only updated at the end of each time step, shoyt time steps are needed to avoid
decoupling the kinetic theory and momentum equatidine strict limiters eliminate the
excessive frictional and granular pressure valsed by the decoupling, but with
limiters as strict as those implemented, the forgeserated by the models are
inadequate to prevent over-packing.

In contrast to the kinetic theory, the particlemal force is included as a diffusion term
in thea-equation and is updated after every solutiorhefatequation, instead of only
once per time step. This more implicit implememtatand non-singular behaviour of
the model ata = a4, allows longer time steps without the decoupling tioé
equations. However, the particle normal force maslgkery simple and is inadequate to
model the complex particle-particle interactionsairCFB. In addition, even with the
longer time step length achieved with the moded, ctbmputational times required for
valid averages were still unfeasibly long.

Less strict limiters and linearization of the grmwand frictional pressure models near
the packing limit were experimented with, togethwith various adaptive time stepping
schemes, but no satisfactory combination was fouiitie solids pressure’s

proportionality to the gradient of the particle pbavolume fraction makes setting
appropriate limiters difficult. The particle normf@rce has to be large enough to limit
packing, regardless of the local gradient of theigla volume fraction. In the case of

the pilot-scale CFB, even a time step ef® s was found to be too large and the
computational time unfeasibly long. Clearly a best@lution was needed.

5.3. Modified Solver

A number of modifications were introduced to théven firstly to eliminate the over-
packing discussed in the previous section and frame the general stability of the
solver near the packing limit, and, secondly, tooduce additional physical sub models
for the simulation of a CFB. Sections 5.3.1 and5cncentrate on the handling of the
packing limit and related stability issues, whilecsons 5.3.3-5 concentrate on the
addition of new sub models.
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5.3.1. Adaptive Under-Relaxation and Iterations wit  hin a Time Step

The first attempt to stabilize the solution of theequation was to introduce under-
relaxation and iterations within a time step neeblg@n under-relaxed transient solver
for converged, time-accurate results. The undexxegion was implemented by
weighting the coefficient matrix with a built-in @pFOAM function. An adequate
number of iterations is ensured by re-solving theagion on each correction loop, until
the residual reaches a set limit. This limit hasrbset at 10 in most cases. If the
residual is still below the set limit after a pregsvelocity correction, no furthet-
equation corrections are carried out on that titep.s

As the level of under-relaxation required for camemce varies depending on the
instantaneous flow field, an adaptive scheme wasptaed for the under-relaxation
factor. If — on each solution of tleeequation and within the same correction loop — the
residual increases compared to the previous salutib the equation, the under-
relaxation factor is reduced by 20 %. The factaeset to the value chosen by the user
at the beginning of each time step.

The under-relaxation improved the stability and thendling of the packing limit.
However, uninterrupted simulation runs which weoag enough for representative
average fields still proved impossible with theekio theory model.

5.3.2. Handling of the Frictional Pressure

As the implementation of the particle normal forcedel offered benefits compared to
the implementation of the kinetic theory, the olngochoice was to use a similar
approach for the kinetic theory. The kinetic themsry complicated model and updating
the whole model after each solution of tleequation would take too much
computational time. Two kinetic theory sub-modete aesponsible for limiting the

packing: the granular and frictional pressures.tl@gse, the frictional pressure only
depends on the volume fraction field and it carupdated with a low computational
cost. The granular pressure also depends on timellgraemperature. At high volume
fractions the dissipation of the granular tempemats high, which leads to low granular
temperature values and makes frictional pressweddminant term near the packing
limit.

The flux corrections for frictional and granulaepsure were separated from each other
and the frictional pressure was added todfegjuation as a diffusion term as described
in Equations 5.14-23. The only difference in impétation compared to the particle
normal force model is that the powder modulys,, is replaced with frictional pressure
modulus,G, ¢, which is defined as
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.= dPs
pf — das

(5.24)

In practice, the equations used in particle norfoede and frictional pressure models
are quite similar being functions of the dispergégse volume fraction which grow
quickly as the volume fraction approaches the parkmit. A comparison plot of,,,
and G, , with different models suggested in literatuiee,shown in Figure 5.2. The
major difference between the particle normal fomeedel and the frictional pressure
models similar to Johnson and Jackson (1987) iexm&tence of a singularity at the
packing limit.

Together with the adaptive under-relaxation thelification reduced the tendency of
the solver to over-pack, but at the same timetibduced a new problem: while the
packing limit held for most of the time, the oceaml decoupling of the equations
caused “explosions” in the dispersed phase veldmtyg. Close to the packing limit,
even small changes in the volume fraction field cawmse very large increases in
frictional pressure, which — due to the explicikaiment of theG,, — can create
extremely large instantaneous velocities once tioéidnal pressure model is updated
and applied.

20
10 p------- o o " o e [ R

..... Gpp, Gidapow and Syamlal (1985)
- Gpp, Bouillard et al.(1989)

15 -——— pr, Johnson and Jackson (1987)

0

|

l

G, ., Johnson and Jackson (1987), Qg tmin = 0-61 " :
S |
|

|

|

|

|
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|
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|
|

|
|
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| |
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| | |
0.58 0.59 0.6 0.61 0.62 0.63 0.64 0.65
Volume fraction of solids

Figure 5.2. Comparison ofG,, as suggested by Gidaspow and Syamlal (1985) and
Bouillard et al. (1989) and:,; as suggested by Johnson and Jackson (1987) ahd wit
modified minimum frictional volume fraction paramet

Depending on the magnitude of the unphysical ve&s;ithe time step length and the
under-relaxation factors used, the result is eithelivergence of the solution due to
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excessively large Courant numbers or an unphysmaice of momentum. The problem

is especially severe in tight geometries, becausgh-no room for the particle phase to

expand into — even a slightly too large frictioqmaessure value may cause a chain
reaction. The overestimated local frictional presspushes the volume fraction into

adjacent cells which are already close to the packmit, thus creating even higher

frictional pressure values. Although the same molsl apply to the particle normal

force model, it is less sensitive to them becatiskeomodels used for thg,,.

To eliminate the problem, a correction coefficiefy,, was introduced to the frictional
pressure term. Th€, is defined as the ratio (Equation 5.26) of thefhet of «, into

the cell caused by the corrected flux field (Equath.27) and the net flux ef,out of
the cell due to the flux caused by the frictionagsure (Equation 5.28). The net flux in
this case is defined as the sum of the cell facee (Equation 5.29).

Gpr = Cprlps (5.25)
d):l,net,cell,in
Cop =g (5.26)
pf,net,cell,out
s = Po +—2L|8|VEa (5.27)
@ . agr +6 @ '
Vor L
= S¢|V
bpr war 5| tlViaq (5.28)
Grnet,cent = Z (0] (5.29)
cell faces

The C,f is calculated for each cell separately based ervéitume fraction field of the
previous iteration and its magnitude is limited&@01...1. This treatment effectively
limits the magnitude of the frictional pressurestach an extent, that it can prevent any
additional packing but without causing a net flux of the cell. Assuming the particles
are hard this limitation is physically sound foicfional pressure. For granular pressure
this would not be the case.

The introduction of the correction coefficient gitgamproved the stability of the solver
and eliminated the over-packing, as long as anagpiately chosen combination of the
frictional pressure model and the under-relaxatestor are used. An adaptive time
stepping set to maintain a maximum Courant numbé&:.60.9 andu-equation under-

relaxation factors in the range 0.2-0.4 — dependmithe frictional stress model — have
been used with good success. The modest increasariputational cost per solution
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for thea-equation is easily outweighed by the faster cogeece, longer time steps and
uninterrupted simulation runs afforded by the invaa stability.

5.3.3. Kinetic Theory

In addition to modifications needed to improve Hpeed and stability of the solution,
small changes were made in other parts of the ikitleeory model. alternative Koch
(1990) and Koch-Sangani (1999) models were addedhéogranular temperature
transport equation (4.26) for the fluid turbulemeduction term. The divergence of
particle velocity, =V -U,, was added to the term for the granular tempegatur
dissipation arising from inelastic collisions, amtiog to Equation 4.37. For frictional
stresses, the Srivastava-Sundaresan (2003) modeddded. For particle phase velocity
field and granular temperature field, Johnson aauksbon (1987) boundary conditions
were added. The additions in this section are mdséised on the source code of
Passalacqua (2008).

5.3.4. SGS-Models for Continuous Phase Turbulence

For the continuous phase turbulence, a filtered -8l6&ure was introduced. The
OpenFOAM 1.4 based source code of Passalacqua)(@@38used as an example while
implementing the models. The models are implemeased separate model library and
can be added to any OpenFOAM solver. The libranery similar to the OpenFOAM
built-in single phase SGS-model library, with osiypall differences in code structure
and variable definitions.

5.4. Parallel Efficiency

To evaluate the feasibility of strong parallelipatiof the solver, a test of parallel
efficiency was conducted. For the testing, a 3Dmeigh 292542 elements of the pilot
scale CFB geometry was created. The testing was dgh two sets of computers: 5 x
4 processor core (5 x ProLiant DL145G2, 2 x 2.6 GAKD Opteron) and 3 x 8

processor core (3 x ProLiant DL145G5 2 x 3 GHzellQuad-Core Xeon) with gigabit
Ethernet interconnects. For each datapoint, O @fSsgnulated time was calculated with
the same initial field, boundary conditions andssolksettings.

OpenFOAM uses domain decomposition method for [sdizdtion. The mesh is
geometrically divided into smaller portions and legrocessor solves one of these
portions. The adjacent portions, i.e. processoes;are seen as boundary conditions. In
the case of the pilot scale CFB, the domain wasmeosed vertically into the required
number of spaced portions.
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The results of the tests are listed in Table S2the first set of 5 x 4 core 2.6 GHz
AMD processors, reasonably good scaling was acHiexsng up to 16 cores, but
almost no speed-up was gained by increasing thebeuwt cores from 16 to 20. The
probable cause of this is that the bandwidth ofgigabit Ethernet connecting each of
the 4 core nodes became the limiting factor. Tuerse set of 3 x 8 core 3 GHz Intel
cores proved significantly faster overall and patfiaation efficiency remained good
over the whole tested range. These nodes are atseected with gigabit Ethernet but,
as each node contains 8 cores, fewer Ethernet coong are needed. One interesting
result is that a single 8 core node running ontrréads is almost as fast as the same
node running 8 threads, with much better perforragrer core. This suggests that the
performance of the processors is limited by memacgess bandwidth on the
motherboard.

Overall the parallel efficiency was good and theutess demonstrate the importance of
memory and interconnect bandwidth for computati@hadters used for CFD.

Table 5.2 Parallel efficiency test results

Clock time for 1s

P Effici Speed- _ .
rocessor cores Iciency PESUR 1 o simulated time

5 x ProLiant DL145G2, 2 x 2.6 GHz, AMD Opteron

Ref. 1x4 = 4 100% 4 62 h
2x4 = 8 99.0% 7.92 31.3h
3x4 = 12 89.3% 10.7 23.3h
4x4 = 16 85.2% 13.6 18.33 h
5x4 = 20 70.5% 141 18.05 h

3 x ProLiant DL145G5, 2 x 3 GHz, Intel Quad-CoreoKe

1x4/8 = 4 166% 6.6 21.4h

Ref. 1x8 = 8 100% 8 176 h
2x8 = 16 97.2% 15.6 9.1h

3x8 = 24 84.5 % 20.3 7.0h
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5.5. CFD-Modelling Setup

The pseudo-2D geometry of the pilot-scale CFB wastly chosen to enable
comparison with two-dimensional simulations. ThedBulation allows for variations
in of several model parameters without unreasonadmeputational costs, which would
not be the case with 3D-simulations. However, Ity averaging periods required
mean that even the 2D-simulations take several, daygs for simple averages.

The two-dimensional computational domain for sirtiola of the pilot scale CFB
consists of a 0.4 x 3.0 m rectangle, representiagiser section, and a 0.3 m long tilted
section of the solids return tube. The rest ofdbkds recirculation system — from the
top of the riser to the loop seal — is not includedhe domain. The computational
domain together with the mesh is shown in FiguBe 5.

0.4m

3.0m

0.6 m

Figure 5.3. Computational domain and mesh, together with thigalnvolume fraction
field used to initialize the simulations. The iaitifield is obtained from earlier
simulations.

The solids return is modelled with a transient tirdeundary condition. It varies the
particle phase inlet velocity magnitude betweenn@ 8.7 m/s, trying to maintain a
mean solids volume fraction of, = 0.069 in the domain. This corresponds to 3.08 kg
of glass beads in the riser section of the experiatedevice. The solids return inlet
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volume fraction was set to 0.5, with zero velocitggnitude for air. The fluidization air
injectors were modelled with a non-uniform velocityofile, Figure 5.4, for the
fluidization air inlet. The profile was scaled tatoh the desired fluidization velocity.
Ambient air properties were used.

For the simulations, a two-dimensional computationash with 48757 elements was
created. The riser section has a hexahedral mat,square elements of 5 x 5 mm
size, and the solids return tube has a quadrilat@natructured mesh of similar
resolution. A detail picture of the mesh at thermwtion point of the riser and solids
return tube is shown in Figure 5.3. The modelsapaters and boundary conditions
used are listed in Table 5.3. Limited central défecing was used for all the convection
terms, least-squares interpolation for the gradiemd the implicit-Euler scheme was
adopted for the time derivatives. All the selecteiemes are — at least conditionally —
second order accurate. More information on limedvection schemes can be found in
the PhD thesis of Jasak (1996). Convergence eriteeire set at a residual below 10
for pressure and 10for other equations. An under-relaxation factol0d5 was used
for the particle phase transport equation. Therataations were not under-relaxed.

Air inlet velocity profile

14
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Figure 5.4.The non-uniform velocity profile used to modelfthilization air injectors.

Simulations were carried out in four different caseith fluidization velocities of 3.25

m/s and 3.75 m/s and both with and without the Smagky SGS turbulence model.
Each of the simulations was initialized with vatalffields from an earlier simulation
and ran for 5 seconds of simulated time beforeateraging was started. The initial
volume fraction field is shown in Figure 5.3. Thmslations were then run for a further
30 seconds to generate the average fields.
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5. NUMERICAL METHOD

Table 5.3.Physical models and boundary condition for the C$tDwulations

Fluidizati
. Iza. on 3.25 m/s 3.75 m/s
velocity
Mean patrticle 6.9%
VOF, ay
Particle 442
diameter, d,, Km
Particl
artcie 2480 kg
density, ps
Drag model Gidaspow (1994), Ergun, Wen & Yu
Gas turbulence Smagorinsky Smagorinsky
none none
model SGS,C, = 0.16 SGS,C, = 0.16
Kinetic theory for granular flow: Transport equatio n
®s fmax 0.625 Conductivity, kg Gidaspow
Coefficient of restitution, . . .
0.9 Viscosity, t ke Gidaspow
eS
Lun &
Granular pressure, P Lun ial distribution,
ular p u skt u Radial distribution, g, Savage
Frictional stress:
Srivastava &
g £ mi 0.61
Model Sundaresan s.fmin
Angle of internal
. 28° T 2
friction, @
F 0.05 s 5
Boundary conditions:
Uy Ug ag P 0
Johnson & Johnson &
wall 0.0.0 Jackson, Jackson,
als [0,0.0] e, =08, | V&=0 | V=01, _qs,
¢spec = 0.2 ¢spec = 0.2
Outlet Vu, =0 Vu, =0 Va, =0 p= Vo =0
Airinler | horunform g, =0 | wp= VO =0
fixed value P s = p= B
Solids return Transient
. [0,0,0] _ as = 0.5 Vp = 0 = 0.001
inlet fixed value
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6. IMAGE-BASED MEASUREMENT METHODS

The easy optical access provided by the pilot SC&B enables the use of image based
measurement methods. High-speed imaging gives aerllent visualization of the
structures of the particle phase and their intevactFurthermore, if the recorded image
frames have a short enough time delay between tliempossible to calculate a two
dimensional displacement field for the solid paescusingParticle Image Velocimetry
PIV. PIV is a commonly used method in flow measwerta. As the time delay between
the frames is known, the velocity is easily caltedafrom the displacement. With
adequate spatial and time resolution, as well sibility, it is possible to us@article
Tracking Velocimetry PTV, where individual particles can be detectedl d@heir
velocity determined, possibly together with theesind other properties of the particles.
The local void fraction can be estimated by cotietpthe recorded light intensity with
the volume fraction of the particles.

6.1. Grey-Scale Volume Fraction Estimate

When particles in the riser are illuminated fromhine and the light penetrating the
suspension is recorded with a digital camera, ipassible to estimate the volume
fraction of the particles from the intensity of thecorded light. Grasa and Abanades
(2001) compared several correlation functions, thied calibration, and found out that
a logarithmic function as presented in Equation @ides a good quality estimate,
without the need for any fitting constants. In thguation 6.1/ is the local mean light
intensity, I,,,, and I,,;, are the light intensities obtained from calibratigeference
images and’ is the concentration of the particles.

log 1—
C=—7"T""% (6.1)

Imax
log Imin

When this equation is applied to the backlit CFBages to determine the volume
fraction of the particles it is written as Equatiér2, wherex, ... is the volume fraction

of the particles at the minimum intensity re1‘erer1¥gcs=;refandIasl0 is the light intensity
corresponding with the zero particle volume frattio
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I
log s,Iref

Us = Agref Taso (6.2)
log;——
Asref

Figure 6.1 shows a digital image of the CFB rigesss-section and the particle volume
fraction field calculated by applying the Equatié®2. The zero volume fraction
reference intensity was determined from a time-ayed picture of the empty riser and
the fully packed reference from the minimum intéesi found in recorded datasets
along with variations in the zero volume fracti@ierence. The local average intensity
was calculated from a 64 x 64 pixel sample.
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Figure 6.1. Sample of a raw image of a section of the CFBrresd the volume
fraction field calculated from it with Equation 6.Zhe minimum intensity reference
volume fraction isa; ».r = 0.63 in this example.

The problems with this method are: the generatibanoadequately powerful, evenly
distributed backlight, the determination of the reot reference intensities with
corresponding volume fractions and the inabilityrésolve volume fractions above the
lowest volume fraction where the light penetratiting suspension can be reliably
detected by the camera. In the case of the piEles€FB, the highest measurable
volume fraction was approximately 0.35 with fluarest lighting. This limit is based on
a comparison of the integrated grey-scale estimpéeticle mass with the actual mass
of the bed material and comparison of results betvwhe two light sources. As a result,
the reference volume fraction was setgt.s = 0.35. These limitations should be kept
in mind when interpreting the results. The absolatiees may not be very accurate, but
the results are useful for qualitative comparisetwieen different portions of the riser
and different fluidization velocities.

There is a significant underestimation of mean nauraction at the bottom of the riser
— where packed regions are commonly found — asrii@mum measurable volume
fraction is the referenag, ..¢ = 0.35. The maximum underestimation error in the mean
volume fraction field can be evaluated by replacalg measured volume fractions
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exceeding a limit set for reliable measuremegtycas > s yalia = Asref — €, Wheree

is a tolerance from the reference value. In thaltgsa tolerance of = 0.02 was used.

A mean volume fraction field calculated from the dified volume fraction field
represents what the mean volume fraction would b areas where the measured light
intensity is less than the limit of reliable measuent are assumed to be fully packed,
instead of having a volume fraction close to tHerence value.

The major benefit of this method is that the volufma&ction fields are recorded
simultaneously with the velocity fields, which igal for the calculation of volume
fraction weighted averages, i.e. Favre averagas$,Raynolds stresses in a multiphase
flow. It would be beneficial to combine the greyakc VOF estimate with another —
more accurate — method to measure the mean voltaogoh. The non-time resolved
mean VOF-field could then be used to calibrate ealitate the grey-scale estimate,
and the VOF values given by the grey-scale estimatdd be used as a weighting
factor in the calculation of the derived quantities

6.1.1. Light Intensity Correction

Any suitable light source can be used for the Hagikting. However, common light
sources connected to the alternating current éatgrid have tendency to pulse at the
grid’s frequency. If a pulsing light source, such tmlogen or fluorescent is used the
varying light intensity has to be compensated fbruncorrected, the pulsing light
source creates unphysical fluctuations in the dafed volume fraction field. The
optimal solution would be to use matching refereintages for each frame. However it
proved difficult to consistently match the frequerand phase of the measurement and
reference images.

In the mean light intensity graph in figure 6.2loé whole frame, with a time resolution
of 1/300 s, the high frequency fluctuations causgdhe pulsing backlight can be seen
clearly. If it is assumed that the mean light isign i.e. the bulk density, of the whole
measurement window doesn’t change much over a pien@d of 1/100 s the lighting
related fluctuations can be removed by applyin@@Hkz low-pass filter to the recorded
intensity fields. With the measurement window otrexr whole width of the pilot scale
CFB riser, this is a very reasonable assumption.
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Figure 6.2.Uncorrected and 100Hz low-pass filtered graph obleiframe mean light

intensity with a time resolution of 1/300s.

The low pass filter removes the unphysical flugrat but also reduces the time
resolution of the measurement. The lost time régwiican be recovered by scaling the
light intensity of individual frames so that the ameintensity of the whole frame
matches the low-pass filtered mean intensity, aadutating the VOF-field from the
scaled, unfiltered images. The unphysical fluctuaiof the uncorrected images can be
seen in the sample profiles of Figure 6.3. Theatamn between the frames is reduced in
the corrected profiles and importantly, in the are#ere there are differences, the
changes are consistent with the order of the intgagguence.

oas Uncorrected Low-pass filtered Frame-by-frame corrected
R i A [ . 035 ———~———— [

0.3

0.25

1. frame
2. frame
3. frame
4. frame
5. frame

Volume fraction
Volume fraction

Position [cm] Position [cm] Position [cm]
Figure 6.3. A sample sequence of volume fraction profiles utated from five
consecutive uncorrected, 100Hz low-pass filteredd @name-by-frame intensity
corrected images.
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6.1.2. Measurement of Cluster Size Distribution

As the glass beads appear as shadows in the relcgrelg-scale image, it is possible to
determine the sizes of the clusters and flow stinest from the images. One way to do
this would be to apply a grey-scale threshold vane gradient based segmentation to
the image to detect and track the flow structuwhile this is definitely possible to
realize, problems may arise in the definition afstér boundaries and tracking of the
continuously deforming, string-like, structures.odlmer method for characterization of
the local cluster size distribution would be toccédte a frequency power spectrum
from horizontal and vertical cross-sections of tteeorded images. However, the
calculation of cluster sizes is beyond the scop#hisf thesis although it would be an
interesting subject for further investigation.

6.2. Particle Image Velocimetry

When PIV is applied to the measurement of fluidvflamages of a flow seeded with
small particles are recorded with a short time yldlatween individual frames. The
images are then divided into smaller interrogateseas, and the interrogation area
intensity fields are cross-correlated between tresequent frames. The displacement
of the patrticles can be calculated from the diggtaent of the correlation peak. In fluid
velocity measurements small seeding patrticles, wittsmall Stokes number, that
consistently follow the fluid flow are used.

In gas-solid flow the solid particles are visibtethe camera and their velocity can be
measured similarly to the seeding particles useadhtttional PIV measurements. In this
case the measured velocities don’t represent the ¥elocity, but the local expected,

most probable velocity of the particle phase inrtfeasurement volume.

One problem with applying PIV to the particle phaséocities in a device such as the
CFB is that the large particles do not travel witle surrounding fluid and, as such,
don’t behave like a continuum. In dilute shear taythe particles occupying the same
measurement volume may have large velocity diffegen- or even opposite velocities
— without affecting each other significantly. Incbuareas, the statistical analysis of
cross-correlation cannot determine a consisterticawvelocity. Another limitation is
the penetration of light in dense regions, whictkesathe use of a sideways light sheet
impossible and also limits the maximum volume i@ctwhere velocities can be
determined with backlighting.

Interrogation areas used for the cross-correlaf@@) are typically squares with sizes
ranging from 32 to 256 pixels, although other chei@re possible. The choice of
interrogation area size depends on the numberrtities in the measurement volume,
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the camera resolution and the desired spatialugsnl Overlapping interrogation area
can be used to provide a denser results vectat fiet results still only represent the
velocities in scales larger than the interrogatioga size. The adjacent data points share
a portion of the intensity field and thus are noetidpendent from each other. The
increased vector density however, helps with véhdeof the results.

Often some level of image pre-processing is appiethe particle images before the
correlation. In the case of the backlit particladbw images, they were inverted so that
the particle shadows are seen as the intensityspaakl locally normalized to even out
the differences between the different particle wuduractions.

6.2.1. Cross-Correlation and Vector Calculation

Cross-Correlation (CC) is a commonly used methodigmal processing in order to
compare the similarity of two signals. When evahgthe similarity, it can be useful to
compare the CC-result to the result of correlatimg signal with itself. This is called
Auto-Correlation (AC).

In PIV cross-correlation the intensity profile®.ithe signal of the corresponding K x L
pixel interrogation areas of consequent image feme correlated with each other,
Equation 6.3. The displacement with the strongestetation represents the most
probable displacement for the particles in the mmeasent volume. In practice the
correlation is calculated by applying Fast Foufieainsforms (FFT) with Equation 6.4
to speed up the calculation.

K L
Ry = ) ) LGNLGE+x]+Y) 6.3
i=—K j=—L
R = FFT~Y[FFT(I,)-FFT(I,)"] (6.4)

The correlation weakens towards the edges of tteeragation area, as smaller and
smaller portion of the interrogation areas overlBpus, if the real displacement of the
particles is large compared to the interrogatioeaarthe correlation function will

underestimate the displacement. This effect candoeected by applying a weighting
factor to the correlation field. Excessively largmrticle displacement can be
compensated by offsetting the placement of theriogation areas either by a known
displacement, a known velocity, or by applying altrpass correlation algorithm.

Multi-pass means the correlation is repeated nlaltipmes and the results of the
previous correlation are used to offset the ingation areas for the next correlation.
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With high speed imaging, the final result of theypous image pair can be used to
provide the initial offset for the interrogatioreas.

The accuracy of the displacement measurement czgedxthe pixel resolution of the
source images by fitting an interpolation functammthe detected correlation maximum.
This is calledpeak fitting Usually the normal distribution, or a simplifiggrabolic
approximation of it, is used as the fitting functidvlost commercial PIV software use a
three point fit, where only the points adjacenttie maximum are utilized for the fit.
This method works well if the particles are sma#, in the range of 2-5 pixels, but
accuracy reduces as the patrticle size increasesibeof the wider correlation peak of
the larger particles. In fluidization experimentghmmodern digital cameras, particle
images larger than this are commonly found. Dijkkui et al. (2007, p. 111-112)
demonstrated how the accuracy with large particksbe improved utilizing more of
the correlation field by applying a least squarnésThey found that with the least-
squares fit, the accuracy of the peak detectioy omproved with increasing particle
size.

6.2.2. Vector Field Validation and Post-processing

While the cross correlation algorithm used on Pd\génerally quite robust, it can find
non-valid correlation peaks due to camera sensisenbghting variation, out-of-plane

particle movement and particle rotation, too longnae delay between the pictures or
other problems in the imaging. These non-valid elation peaks result in erroneous
velocity vectors that have to be filtered from thsults.

In this thesis four postprocessing steps were egdid the velocity fields calculated
with the high speed PIV. Firstly the velocity vastavere validated by requiring that if
the magnitude of the vector exceeds 0.1 m/s, lietion, Equation 6.5, has to be within
+ 60° of the local median direction, Equation 6[6&is median is calculated from a
3x3x3 (x-direction, y-direction and time) 3D-sample

u
@ =tan™! <—x> (6.5)
Uy
|90 - (pmedianl < g or I(p - gomedianl > 27 _g (66)

Secondly, the change in the velocity magnitude betw consecutive temporal
measurement points had to be less than 3 m/s, iBgu&aT.

lue=i — U=ipal <3 Mis (6.7)
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Thirdly, the deviation of the velocity vector haol be less than 1.6 times the local
standard deviation from the local median velocltge standard deviation and the local
median velocity, Equation 6.8, were also calculatéth a 3x3x3 3D-sample from the
velocity field validated with the two previous step

|u - umedianl < 1-6uRMS (68)

As the last post-processing step, the disqualiieldcity vectors were interpolated by
replacing them with a 3D local median velocity tcegerve the correct velocity
distribution in the results. If the local mediamgae included less than 9 valid velocity
vectors, the interpolation was not carried out. Niitt this interpolation, the highest
velocities would be under-represented in the vgjatistribution as they are more prone
to non-valid correlation results due to the lardjisplacements.

In the small scale, laser lit, non-high-speed mesamsants the quality of the raw vector
fields was such that the vector validation and rpa&tion were considered
unnecessary.

6.3. Particle Tracking Velocimetry

As patrticle tracking velocimetry concentrates oraswing the properties of individual
particles, it not only has the highest possibldiapeesolution but also all the measured
guantities correspond with an actual particle, pposed to the statistical approach
adopted by PIV. In addition to velocity, simultaneomeasurement of particle size,
shape and the orientation of individual particlespiossible, allowing multivariate
analysis of the results. The viability of PTV asnaasurement method depends on the
reliable and accurate detection of particles aridble matching of particle pairs in
consecutive image frames.

Three basic approaches for image based particie asid velocity measurements are
glare point velocimetry and sizing, GPVS; interfeedric particle imaging, IPIl; and
shadowgraphy. Of these GPVS and IPI rely on théestag of parallel coherent light
beams from the surfaces of a transparent sphgratitle. For both these methods the
light has to be directed from the side at a nohagonal angle compared to the
direction of the imaging. The main difference begwéhe methods is that in GPVS the
camera is focused on the measurement volume, whifel the camera is out-of-focus.
With GPVS, the particle is seen as two light intgngeaks (glare points) and with IPI
as an interference pattern. The spacing of theeglaints and the interference pattern
depend on the angle between the light source andaimera, as well as the size of the
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particle. GPVS and IPI represent indirect imagihgarticles, while shadowgraphy is a
form of direct imaging. (Putkiranta 2007. p. 44.)

In shadowgraphy, the light is directed to the mearment volume from behind, and the
particles create a shadow image on the camera rseffs® recorded images are then
processed with an algorithm that can detect théiches and their edges from the
recorded images. The strengths of shadowgraphitsaspatial resolution, its capacity
to study transient phenomena and its applicalititp wide range of particle sizes and
shapes (Putkiranta, 2007, p. 39). The density dig& suspension in the pilot scale
CFB means that penetration of light is often thmiting factor for image based
methods. Given the pseudo-2D geometry of the deaethe non-uniformity of the
particle suspension, the shortest suspension pdioetidepth for light is achieved with
backlighting. This — together with limited transpacy of the glass beads — makes
shadowgraphy the method of choice.

6.3.1. Particle Detection in Shadowgraphy

For the backlit grey-scale shadowgraphy images, tvasic particle detection

approaches can be used. If it is possible to dedirtgpical intensity profile, i.e. a

particle mask for the particle to be detected,itibensity profile can be correlated with

the recorded images, and the correlation peakdeteeted as particles. This method is
called particle mask correlation, PMC. The benefifsthis method are that it is

algorithmically simple and robust. The downsidetl®t unless the particles are
uniformly shaped and sized, multiple masks havébdoused, which increases the
computational cost of the analysis. Size distrdoutimeasurements also require a
number of masks to be used, as the size measuremegunires a mask for each
measured particle size range.

The other method is based on the detection ofgbartdges from the images. The edges
can be detected by thresholding the grey scaleesadfl the image or by detecting the
peak grey-scale gradient magnitudes. The maxingef-scale gradient magnitude in
shadowgraphy is located on the edge of the parsicldlow, although there are still
uncertainties in the sub pixel location of the edger the particle size distribution
measurement, a two-step algorithm similar to the ased by Putkiranta (2007) for
spray characterization was chosen. In this algoritihe image is first segmented with a
constant grey-scale threshold. Then the segmemngzdis enlarged by 4 pixels and the
magnitude of the grey-scale gradient is calculdedhe segmented area. A threshold
with a chosen value in then applied to the gradmagnitude values, thus isolating the
focused edges of the particle. The mean grey-sedile of the focused area is set as the
new threshold value, optimized individually for baparticle, and the area is re-
segmented. (Putkiranta 2007. p. 44.)
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Sub-pixel accuracy for the edge detection is adddwy an interpolation routine in the
form of ellipse fitting. The sub-pixel location tife perimeter is found with a low-pass
FFT-filter as shown by Honkanen and Marjanen (20@%erlapping object recognition

to eliminate ellipses fitted over several near-laytiples is carried out based on the
perimeter curvature as described by Honkanen anghien (2007).

6.3.2. PTV algorithm

While the measurements for the results shown irureig2.3 were obtained with
stationary particles, the same particle detectigorahm can be applied to images
recorded in the dilute areas of the pilot scale @B&r. To determine the velocity of the
particles, the detected particles from consecutames have to be matched correctly.
Such matching is achieved by comparing particlessend locations based on an initial
guess for the velocity. In the case of the watdr qeasurements conducted by
Putkiranta (2007), determination of the initial gse velocity is relatively
straightforward, as the flow has a clear mean fldivection i.e. temporal velocity
fluctuations are small compared to the droplet meelocity. In a CFB riser it is
impossible to define a constant initial velocityega which would be valid for particle
matching, as the magnitude of instantaneous vglditittuations is often larger than
the magnitude of the flow mean velocity. Howevewnesy good initial guess for the
particle velocities can be obtained by first cadmlg a PIV velocity field for each
image pair and then using that result as the irgti@ss for the PTV particle matching.
The good initial guess also acts as an efficietita&aon step, as only detection pairs
closely following the PIV velocity field are acceptas valid. However, the validation
fails if the random motion of particles is largamgmared to the local mean displacement
given by PIV.

6.3.3. Application to the Pilot Scale CFB

The major limitation of shadowgraphy PTV when apglto the pilot scale CFB is that
it can only be used in the dilute areas. As thauwa fraction of the particle phase
increases, the detection of individual particlesckly becomes challenging, or even
impossible. Another issue concerns the particle sieasurements. To penetrate as
dense a suspension as possible, a powerful ligintedas to be used, which — with the
cameras used in this thesis — inevitably leads/&vexposure in areas with no particles.
The overexposure causes an underestimation ofattielp diameter as this depends on
the focal sharpness of the particle.

If absolute measurement of particle sizes is needaastead of just comparing the
particle size in different portions of the CFB -<@rection function for the measured
particle diameter is required. A calibration studgs conducted using calibration plate
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PS20 (manufactured by PYSER-SGI) which has circdlatr sizes from 3.5um to
1.2699 mm. Reasonably good results were achievectdsecting the measured

diameter based on the mean grey-scale gradiertteoparticle perimeterVI,|. The
correction function is of the form presented in &iipn 6.9, wherel™ is the uncorrected
particle diameter,|VITef| is a reference grey-scale gradient for a perfefatyused
particle,A, is the image scale (Ilength unit per pixel) &dC,; andn are constants that
have to be determined by calibration for each nressent setup.

— N

VI

d, = <| Tefl) Crby + Cqd (6.9)
V1|

The results of applying the Equation 6.9 with= 2.4, C; = 1.003 andn = 0.5 to the
calibration plate dot size measurements are showigure 6.4. The large depth of field
(15 mm) needed to cover the depth of the riseresaagrojection error that depends on
the size of the measurement window, the focal len@the lens used and the size of the
camera sensor. With a 34mm measurement window @5whrh focal length lens on the
ImperX Lynx 2M30 with a 11.8 x 8.9mm CCD-sensog pirojection error is +3%. If a
symmetrical distribution of particles in the rissrassumed, the projection error does
not affect the measured mean diameter, but it diodsn the measured size distribution.
Sub-pixel accuracy is generally achieved, but #tative error increases for particles of
less than 20 pixels in diameter.

Relative error in measured diamater, (d -d_)d
meas ~ref” “ref
P ettt e
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Figure 6.4. The measured diameter correction function, Equet&9, applied to
measurement of calibration plate dot size.
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The measured particle diameter and grey-scale emadialues can also be used to
determine the location of the particles in directimrmal to the measurement plane by
comparing them with the depth-of-field (DOF) of timaging setup. The DOF based
segmentation of particle location will not be ngarccurate enough for the
determination of the third velocity component, iwghould allow statistical separation
of particles located near the walls and in the teia@d the channel. Such study would be
important to determine how much the three-dimeradignof the flow in the pilot scale
CFB affects the measurement results. The segmemtztiuld also be used to isolate the
projection error from the measured size distrimgioThe problem with both the the
diameter correction and DOF segmentation is thearaful calibration is needed for
each measurement setup, and they are still onlijcapfe in the dilute regions of the
CFB riser.

In principle PTV is the most accurate and detaieethod for the measurement of
particle properties. It allows direct simultanesusasurement and matching of several
particle qualities: velocity, location (in threax@@nsions with focus segmentation), size,
shape and orientation (rotation) for non-spheripalticles. However, successful

detection and matching of particles places greatashels on image quality and detection
algorithms. The complex algorithms mean that thematational cost of the analysis

can be significant, especially with the long undtedimescales of the CFB. The

unsteady behaviour and wide range of volume frastiforther complicates application

PTV to CFBs. Despite these challenges, accuratsume@ent of particle velocities and

sizes in the dilute regions of the pilot scale GEBossible with the algorithms and

methods presented in this chapter.
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6.4. Measurement of Small-Scale Random Motion

As explained in section 4.3, Granular temperat@ras defined as the energy of small-
scale random velocity fluctuations of the partiglease, or one third of the mean square
of the particle velocity, Equation 4.19. This rand movement is an important
parameter in kinetic theory based particle-particteraction models.

The direct method of measuring the granular tentpexds to measure the velocity of
individual particles in the measurement volume he same way as with the PTV-
method described in section 6.3; and then use dbalts to calculate the granular
temperature. If reliable PTV has been accomplishb, direct calculation of the

granular temperature is obviously the best metitmvever, the same limitations as
with the PTV velocity measurement apply: the metheglires high spatial resolution;
it is computationally relatively slow; and relialdetection and tracking of the particles
is algorithmically challenging — especially wheratileg with non-dilute suspensions.

Another option is to apply a cross-correlation lolasgatistical approach as suggested by
Dijkhuizen et al. (2007). With this method a statel variance of the particle
movement in scales smaller than the PIV interrogatirea is directly calculated from
the variation in the PIV correlation peak width weén auto- and cross-correlations.
This method allows measurement of the random matigrarticles on scales below the
spatial resolution of PIV. The results can be camabiwith velocity variance calculated
from a suitably filtered velocity field to describiee energy of the random motion below
a desired spatial scale.

If all the particles in the measurement volume hidneesame uniform velocity/,, the
position of a particle relative to the other pdesc will be exactly the same in
consecutive image frames recorded with a small i@y, At. The whole particle
pattern however, will shift a distancéx = AtU,, corresponding with the velocity of
the particles and the length of the time delay. Wheo of these images are cross-
correlated, the correlated peak is displacedbynd the width — or the variance of the
normal distribution function fitted on the corretat peak — is the same as it would be if
one of the frames were to be auto-correlated aeetated with itself.

The vertical and horizontal component of randomtigar displacement in the
interrogation area can be evaluated with Equatidi0,6wherecs, is the standard
deviation of particle displacement, o4 are the standard deviations of the Gaussian
distribution function fitted on the correlation fsaAs the width of the auto-correlation
peak can be different for the first and second &sym, is defined as the mean of the
first and second frame values, Equation 6.11. {ijken at al., 2007, p.110)



60 6. IMAGE-BASED MEASUREMENT METHODS
04i = 0Gci = Oaci » L=%Y (6.10)
g, + o
Opc = w (611)

Dijkhuizen at al. used white spherical particleseoblack background, which create an
approximately Gaussian intensity profile in theoreled images. When an image of
particles with Gaussian intensity distribution wtlandard deviation; is correlated the

result is a Gaussian correlation field with a stadddeviation of/2g;. (Dijkhuizen at
al., 2007, p.112.) In the case of the shadow imafelse glass beads used in the pilot
scale CFB, their intensity profile is obviously nM@aussian, as can be seen in Figure
6.5, but more of a toroidal shape. However, thdilerirom the centre to the edge of the

particle shadow is approximately Gaussian andvibe relation can be regarded as a
reasonable assumption. Thus the Equation 6.12 esl s calculate the standard
deviation of the particles in the interrogationaarelowever, it should be noted that for
overlapping particles the assumption of Gaussitensity profile no longer holds good.

2

O Left particle profile
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Figure 6.5. Typical single particle intensity profiles with Ipad light imaging and a
comparison with Gaussian function.

The correlation calculations were carried out ie frequency domain by applying
FFTs. Samples of auto- and cross-correlation fiels well as the fitted normal
distribution functions are shown in Figure 6.7.
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6.4.1. Implementation in MATLAB

For use with the pilot scale CFB the correlatiorakpavidth based method was
implemented in MATLAB (The MathWorkdnc), together with PIV interrogation area
mean displacement calculation. The basic procefdurtde calculation is:

Load an image pair.

Parse the images to interrogation areas with angivigal shift.
Load an interrogation area pair

Invert and normalize the interrogation areas.

Calculate AC for both frames and CC.

Find the CC-field maximum.

Least-squares fit normal distribution on CC and A&@ximum to locate the
peak.

8. Validate the fitting.

9. Calculate mean displacement.

10. Calculated random displacement, Equation 6.11.
11.Repeat from 3.

12.Repeat from 1.

Nooo,~wDdR

The Initial shift can be an expected mean velgaityfile or an earlier PIV velocity field
in multi-pass calculation. In this thesis, a velipdield calculated with LaVision Davis
7.2 (LaVision GmbH, Goéttingen, Germany), a commercial PIV-sofayavas used to
provide the initial shift.

The inversion and normalization of the images wasried out by consecutive
application of Equations 6.13-16, whdrés the intensity matrix andl,.qipean 1S the
local mean intensity — calculated by resizing tihhage twice with bicubic interpolation.
Thresholding with the local mean intensity is usedmprove the correlation at high
volume fractions, where very little light penetsatbe suspension. Although the source
images had very little noise, median filtering wah3x3 kernel was carried out as a
noise-reduction procedure. A sample of an inteiogaarea before and after inversion
and normalization are shown in Figure 6.6. As cansben from the sampk, the
normalization and thresholding can reveal a signglite dark regions. The correlation
results and the fitted normal distribution funcsan Figure 6.7 show that the darkness
of the source image has little effect on the cisselation. Of course, if the signal is
completely non-existent, as is the case in fullgkea areas of the pilot scale CFB and
areas with no particles, the correlation cannotkwor
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I=1, —1I (6.13)
I=1—ILyy, (6.14)

I = max(I, I iocaimean) — liocaimean (6.15)
I(x,y) = Ix.y) (6.16)

Imax - IlocalMean(x: y)

20 40 60 80 100 120

Figure 6.6. Samples of original and inverted and normalizeknmgation areas at
different particle volume fractions.
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Figure 6.7. Auto- and cross-correlation fields and the fittedrmal distribution
functions for the interrogation areas andB shown in Figure 6.6.
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6.4.2. Testing and validation

For testing and validation of the method and imm@etation, a MATLAB function to
generate synthetic particle images was written. fumetion generates a grey-scale
image with the desired resolution, particle coydrticle mean displacement and a
random displacement along with normal probabilistribution and a desired standard
deviation. 20 different single particle intensityofiles which were isolated from actual
measurement data are used to simulate the partiSlasples of the generated synthetic
particle images with differing particle counts ateown in Figure 6.8. The profile and
location of each particle is chosen randomly amtependently of each other. Particles
were added one-by-one by multiplying the choseratlon of the existing intensity
matrix by the ratio of the particle profile and theaximum intensity. With such a
method, overlapping particles affect the measumeghsity profiles, as is the case in the
real measurement images.

: ; i 2 , : e
Figure 6.8. Samples of synthetic 1000 by 1000 pixel partiokages with particle
counts of 3000, 18000 and 36000.
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Synthetic images of 1000x1000 pixels were generatgth a particle mean
displacement of 10 pixels both vertically and honitally, and varying particle counts,
3000-36000, and particle displacement standarcatiens of 0-6 pixels. The image sets
were first analyzed with DaVis 7.2 using two coateln passes and an interrogation
area of 128x128 pixels with a 50% overlap. A thiafrelation pass was carried out
with the Matlab implemented PIV function that indas sub-interrogation-area scale
particle random motion calculation based on theetation peak width.

The results in Figure 6.9 show that the accuradh®imean displacement proved to be
excellent, even with the three-point peak fittingoaithm employed by DaVis, while
the MATLAB implemented PIV function showed a slightprovement both in mean
and standard deviation values. The improvement xiglaeed by the additional
correlation pass, the least-squares peak fit afidreinces in particle image inversion
and normalization. Overall these differences amgomi

Of course the interesting part of the results ésghb-interrogation-scale motion results.
With particle standard deviations of less than pals the measured values match the
reference values closely. At a standard deviatiothi@e pixels the measured value is
slightly below the reference value. However, asrdr@lom component of the particle

displacement is increased up to six pixels, thesonea values level off at 3.6 pixels. At

the same time, the standard deviation of the PBpldcement field — which represents
the motion of particles in scales larger than thierrogation area size — increases,
despite the measured mean displacement remainingctand unchanged.

Mean displacement error, synthetic images, N = 3000-36000 o Particle displacement std. dev., synthetic images, N = 3000-36000
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Figure 6.9. Comparison of measured mean displacement and atdndeviation
values with reference values of the synthetic imadecludes PIV velocity fields
calculated in DaVis 7.2 and Matlab, together witlbsnterrogation-area scale random
motion calculated from the MATLAB PIV-correlaticsults.
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There are at least two different mechanisms that exglain the above behaviour.
Firstly, as the standard deviation of the particteseases, an increasing portion of the
random particle motion can be seen in scales ldhgerthe interrogation area size. This
mechanism represents the physical scale differentethe motion and the
measurements. Secondly, as the random particle omoicreases it becomes
increasingly difficult for the PIV-algorithm to dett the correct correlation peak, and
the number of detected displacements decreasestatitom error of the method
increases, which explains the increase in the atandeviation of the measurements.
The PIV-algorithm tries to find the displacemeratthas the best correlation, meaning
the sharpest correlation peak, so it naturally tms@reas with lowest levels small scale
random movement, explaining the lowest levels adlsstale random motion.

Which — if either — of these mechanisms dominateskiehaviour is unknown. If it is
the first one, the method can be said to be vaidoag as the mean displacement
calculation succeeds. If it's the second one, tlethod is only valid up to standard
deviation of less than three pixels. The strongetation between the sum of the
standard deviations of PIV and the sub-interrogaticea scale displacements with the
reference values suggests the first option is ¢meidant mechanism.

The effect of the possible rotation of asymmetrigaiticles and a velocity component
in the direction normal to the measurement plang &aluated by randomly choosing
the particle profile for each particle in the seddrame of the synthetic image pair.
These images represent a situation where non-sphearticles are randomly displaced
over the whole depth, 15 mm, of the riser. As aultesghe PIV displacement
measurement was not significantly affected, but dbeelation peak method gave a
standard deviation of ~0.9 pixels with no randontioro At reference std. deviation of
one and above pixels, the values were overestiniatéd4 and 0.2 pixels respectively.
In reality this is a worst case scenario. Typicalhe vertical displacement of particles
between the consequent image frames is less thamrh, and the horizontal one less
than 0.5 mm. It is reasonable to assume that displants in the riser in the direction
normal to the measurement plane are even less.widhdtl mean that the displacement
is much smaller than the ~7 mm in the syntheticgesaand that the effect of the third
velocity component on the standard deviation measant is insignificant.

The method also displayed significant variationrsuad the measured mean value, and
it is recommended that a degree of local averagmmedian filtering is applied to the
results. The variations increase as the particlesitie decreases and as the statistical
sample becomes smaller. It is recommended thatntbéhod is only applied to
interrogation areas with more than ten particlepethding on the level of randomness
in the motion of the particles. For these low méetdensity areas PTV and direct
calculation of particle random motion could be &l It would be possible to write an
algorithm that automatically chooses between CQkxesed and direct measurement
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methods based on the particle density and the tguali the cross-correlation.
Implementation of such an algorithm is however idigtshe scope of this thesis, but has
potential for further research.

It should also be remembered that the measurettipastandard deviation includes all
the particles in the measurement volume and thdtsesclude both the small scale
random motion and possible mean velocity gradiemsth shadowgraphy the
measurement volume covers the whole depth of #er and it is very possible that
overwhelming proportion of the measured particéadard deviation is caused by mean
velocity gradient across the depth of the riserthis case the measured value is more
representative of the three dimensionality of tlosvf instead of the random particle
fluctuations as defined in kinetic theory.
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6.5. Measurement Setup and Sampling

For comprehensive results, the measurements weigedi into two categories with
differing imaging setups. The first setup used kégked single frame imaging, a
measurement window over the whole width of the asd a continuous fluorescent
backlight illumination. These measurements prowvidee-resolved visualization, and
with the application of PIV and grey-scale VOF mstie, provide a good overall
characterization of the flow in the CFB riser. Nekeless, there is room for
improvement in the spatial resolution, the quabfylighting and the sampling. The
amount of data generated by the high speed imagawgs constraints on what can be
analyzed with reasonable time and computationdkcos

More accurate and detailed data is captured wélsétond setup. Here the illumination
is provided by a pulsed laser and time-resolut®acrificed in exchange for longer
sampling periods. With this setup the measurememdaw size is limited to
approximately 40 mm. This means that only a smattipn of the riser can be covered
with reasonable effort. The sampling positions padods are presented in Figure 6.10.
At the height of 155-160 cm a structural suppogvents optical access.

Continuous Light Pulsed Light

Height Sampling Height Sampling

[cm] period [s] [cm] period [s]

6-38 28 20 3 x 200

25-57 28 40 10 x 200
50-82 28 80 10 x 200
75-107 28 120 10 x 200
100-132 28

125-157 28

160-192 28

Figure 6.1Q0 Measurement windows and sampling periods used doh dluidization
velocity in continuous and pulsed light source meaments.
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6.5.1. Continuous Light Source

To get a larger measurement area than the avalkd®e could provide, high frequency
fluorescent tubes were used to provide the badklighe fluorescent tube stack and
diffuser can be seen behind the CFB riser sectioRigure 6.11 and a sample frame
recorded with this setup is shown in figure 6.1@gether with the corresponding
particle velocity vector field. A continuous ligsburce means that the single frame
imaging mode has to be used to achieve a contrekpdsure with the camera used. As
the minimum time delay between the images is navitéid by the maximum recording
frequency of the camera, the measurement windog Is& to be scaled according to
the relative displacement of the particles in thages.

Figure 6.11.Continuous lighting setup. The CFB riser and loealdit by a pack of
high frequency fluorescent tubes.

For good average fields, the data has to be cellenter a long period of time owing to
the unsteady nature of the CFB. Based on prelimimaeasurements and CFD
calculations, it was estimated that ~30 s wortldata would be needed for adequate
average fields. The camera, LaVision ImagerPro isi8apable of recording up to 638
single frame images per second, but it was dedit®d300 Hz imaging frequency gives
a reasonable compromise between a sufficiently Ismedtive displacement of the
particles, the sampling period and the amount td ttabe analyzed. 8400 images with
a resolution of 1280x1024 pixels were recorded peer height and fluidization
velocity, which gives a sampling period of 28s. Alkdr 50mm f/1.2 lens was used on
the camera.
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Figure 6.12 Sample image recorded with continuous backlight aelbcity vectors
calculated with PIV.

6.5.2. Pulsed Light Source

To control the exposure in the double frame modid®fcamera, a pulsed light source is
needed. For PIV, a pulsed laser is normally useztdate a laser sheet perpendicular to
the imaging direction. However, in the case of @B this is impossible, as the light
sheet wouldn't penetrate the suspension deeplygbnand - in the case of the current
experimental CFB - the access from the side iskelddy the CFB frame structure. Due
to these limitations, the light can only be direickeom the front or the behind.

nn

<1010

d

Diffuser

Laser
/ Opfics

3300
3000

Figure 6.13 The measurement setup for the pulsed light measunsm
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Backlighting, i.e. directing the light from behindreates a shadow image with the
particles in the focus plane appearing sharp wthidse outside of it appear blurred. The
cross-correlation algorithm of PIV displacement swament weights the sharpest
particles, as they create the highest intensitkp@athe inverted image. However, the
velocities can only be determined if the light geenetrate the suspension. In the CFB
this is does not happen at the lowest void frastiomhich locally affects even the
average fields. With the non-dilute suspensionsidoin the CFB, it is vital that the
focal plane is as thick (Depth-Of-Field, DOF) as tiser, so that unfocused particle
shadows don’t drown out the measurement signaur€i¢.14 shows a sample of the
recorded images and Figure 6.15 shows the velweityor field, the volume fraction
and the sub-3.3mm scale particle random motionggnealculated from it based on the
PIV correlation peak widths.

9’"&‘”""""5

Figure 6.14 Sample |mage recorded W|th pulsed dlode Iaser hgimkl

For the backlit image, the grey-scale volume factistimate is used to determine the
local particle volume fraction. Because it is intpot to penetrate as dense suspensions
as possible, an overexposed image background &s avith no particles is unavoidable
given the cameras used. In this case, the large D@&fiioned earlier also helps with
the volume fraction estimate: as all the parti@des in reasonable focus they create a
sharp shadow image, and are visible even agaiesivbrexposed background.

If front lighting were to be used, the light woudé directed from the direction of the
camera. In this type of lighting, the intensity kgare generated by the particles closest
to the front wall. The velocities of these particlean be determined at any void
fraction, but these velocities only represent thgigles right next to the wall. Another
drawback is that there is no easy way to estinfegevoid fraction. The front-lit method
could be used to study those regions where thelightkg fails, because of low void
fractions. In the present study front-lighting waserely tested and no valid
measurements were carried out. Even for backlifhninated images it might be
beneficial to add a low-powered light source to ftemt. This light could be used to
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provide just enough light to extend PIV velocity asarement to the densely packed
regions. However, this would slightly further comprise the grey-scale volume
fraction estimate. Testing of the setup is outslte scope of this thesis, but further
investigation of the approach might be useful.

Sub interrogation area scale (3.3 mm)jrandom motion of particles. [m?/s?]

Figure 6.15 Particle wlume fraction, PIV velocity vectors and sub 3.3 swade particle
random motion energy calculated from the sampleggmghown in Figure 6.13.

In this study, a Cavitar CaviLux Smart diode-lag@s used because of its portability.
The laser and optics were connected with an optilced and an aluminium stand was
constructed to support the camera and laser oftiespower of the laser limits the size
of the usable measurement window to around 40 mvingoto the small lens aperture
needed for the large DOF. The smaller the winddw,ghorter the time delay between
the images has to be, while the displacement opéngcles relative to the measurement
window increases. This image size necessitatesuskeeof double frame imaging in
order to achieve a sufficiently brief time delajpeTmaximum pulse length of the laser
also decreases as the triggering frequency ineabbese limitations make it
impossible to achieve time resolution with the pquent used, and the calculated fields
have to be considered as discrete samples. Thalspagolution of the method is
around 1.65 mm with the 40 mm measurement winded.us

As time resolution cannot be achieved — and isreguired for statistical results — the
imaging frequency can be chosen freely. Thus, #mepéing can be spread over a long
period of time, without collecting an unwieldy anmbwf data, making the calculation
of a representative average field more conveni®fith a suitably low triggering
frequency, the number of recorded frames is omhitéid by the hard drive capacity,
instead of the camera buffer. At least 1000 doiraleme 1600x1200 pixel images were
recorded with a Sigma 105mm f/2.8 lens and Impey¥x.2M30 CCD-camera set at
animaging frequency of 5 Hz and aperture of f/liging a minimum sampling period
of 200 s for each measurement point.
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/.  RESULTS AND DISCUSSION

In the measurements, a considerable amount — Ad@rGB — of image data was
recorded. Because of time constraints and computticost of the data analysis, the
small-scale measurement results presented in likist include only the riser cross-
section profiles at heights of 0.8 m and 1.2 m. &pelication of PTV to measure
particle velocities and size distributions in ddukegions has also been left outside the
scope of this thesis, although the algorithmic earork for the purpose exists.

In this chapter the simulation results are brigifgsented in section 7.1, and in section
7.2 they are compared to the measurements. Theumeasnt results and their
interpretation are also discussed in this sectimall plotted graphs of this chapter, red
and black marker colours are used to denote tigiZation velocities 3.25 m/s and 3.75
m/s respectively.

7.1. Simulations

The instantaneous sample fields of Figure 7.1 lsawdar, complicated flow structures

as the experimental device. The particles collecthe walls as clusters and fall down.
However, the smallest clusters seen in the expetahelevice are missing because of
the 5x5 mm control volume size used. Also, theeelarge particle clusters in the top
portion of the riser that are not commonly founcthe experimental device. The low
granular temperatures in dense regions are cayssttdng dissipation at high particle

volume fractions. At the bottom a large clustercés the fluidization air up along the

left wall as a high speed jet. The highly unsteadyure of the CFB means that
guantitative comparison of instantaneous fielddiffscult and average fields are better
suited for quantitative comparison.

The simulated average fields in Figures 7.2 and display physically correct
behaviour, but it is evident from the mean veloetd volume fraction fields, that the
30 second averaging period is inadequate to genstable average fields. This makes
detailed comparison between the results inappreprathough they are adequate for
qualitative comparison in the context of a feagipgtudy.

In the mean results, particles travel upwardsherhiddle of the riser, downwards on
the walls and move outwards from the middle towdhdswalls, as expected. Particles
falling down by the walls move back to the middFetlee riser at the bottom and are
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blown up again by the air inlet. The solids rettube at the height of 0.6 m on the right
side creates an asymmetrical flow field in the lowertion of the riser. This is most
evident in horizontal velocities above the solieftirn where the particles move towards
the wake of the returning solids on the right.

[m?s?] [mis] [mis]
5.0 10.0

8.0
6.0
4.0
2.0
-1.0 -2.0
-2.0 ‘-4.0
-3.0 -6.0
-4.0 -8.0

-5.0

W J
L ‘ ¥,

Figure 7.1.Instantaneous samples of simulated granular tentpegaparticle volume
fraction and vertical velocity and gas vertical ety fields. Fluidization velocity is
3.75 m/s and without a turbulence model.

An increase in fluidization velocity increases it particle velocities as expected.
The introduction of the SGS-turbulence model hasetkpected smoothing effect on the
average fields, caused by the increased diffusitve. turbulence model also decreases
the particles’ upwards velocity at the fluidizatieelocity of 3.75 m/s. In the mean
volume fraction fields of Figure 7.3 the turbulenuedel has little effect. Overall the
volume fraction fields appear physically correctthwparticles collecting on the walls
and at the bottom. Increased fluidization veloeitgo has the expected effect: increased
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circulation with particles spreading out more ety i.e. with more solids at the top
and less at the bottom.

3.25 m/s, laminar 3.25 m/s, SGS 3.75 m/s, laminar 3.75 m/s, SGS
u, [m/s] u, [m/s] u  [m/s] u, [m/s] u  [m/s] u, [m/s] u  [m/s] u, [m/s]
y X y X y X Yy
0 25 0 25 0 05 0 25 0 0.5
2 2 0.4 2 0.4
0.5 0.5 0.5 0.5 0.5
15 15 0.3 15 0.3
1 1 0.2 1 0.2
1r 1 1 1 1
0.5 0.5 0.1 0.5 1 0.1
1.5F 0 15 0 15 0 15 0 15 0
-0.5 -0.5 -0.1 -0.5 l -0.1
2 1 2 2 2 2
-1 -1 -0.2 -1 -0.2
1.5 1.5 -0.3 1.5 -0.3
25k 25 25 25 25
-2 2 -0.4 2 -0.4
3 . 25 3 -25 3 -0.5 : 25 3 -0.5
0 0204 0 0204 0 0204 0 0204 0 0204

Figure 7.2. Simulated vertical and horizontal particle mean oodly fields for
fluidization velocities 3.25 m/s and 3.75 m/s, baith and without the Smagorinsky
sub-grid scale turbulence model. Simulated timeopleis 30 s.
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Figure 7.3. Simulated particle mean volume fraction fields fioidization velocities
3.25 m/s and 3.75 m/s, both with and without thagaémnsky sub-grid scale turbulence
model. The averaged time period is 30 s.

7.2. Measurements, Comparison and Discussion

This section begins with an analysis of the larggesbehaviour of the pilot-scale CFB,
based on the results of time-resolved PIV measursmand comparison with the
simulations. In section 7.2.2 a more detailed camspa of the large-scale time resolved
PIV measurements and simulations with riser cressien profiles measured with
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pulsed laser illumination is carried out. The goesblution and long sampling period of
these pulsed light measurements allow calculatiomeaningful derived quantities.
Section 7.2.3 presents the results for volumedfraetveighted i.e. Favre-averages and
Reynolds stresses. These quantities are importantirhe-averaged modelling of a
CFB. In the last section, 7.2.4, particle smallescandom motion results are presented
and their interpretation is discussed.

7.2.1. Large-Scale Behaviour

As was the case with the CFD-simulation resultss gvident from Figure 7.4 that the
28 second sampling period used in the continual (i.e. large scale, time-resolved)
measurements is inadequate for averaging. A pesitote is that the simulations and
the experimental device seem to have similar cbaotie-scales. At the violent and
rapidly changing bottom these time-scales are shdhan in the rest of the riser,
resulting in smoother average fields with the samgpberiod used.

log, ,(100a)/ log, ((100a)/
Mean u, Mean uy Mean VOF, Iogw(loou maX) Mean u, Mean uy Mean VOF, o Iogm(looa mx)
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Figure 7.4. Experimental mean horizontal,, and verticalu,, velocities and mean
particle volume fractiong,, fields measured with time-resolved PIV at fluadian
velocities of 3.25 m/s and 3.75 m/s. The wholesesestion of the riser is included in
the fields and areas with no measurement data adel¢d with zeros.

However — again from a qualitative perspectiveerdhare clear differences between the
measured and simulated mean flow fields. In theeerpental device, large chunks of
packed or almost-packed particles collect on tlde svalls at heights below 0.5 m.
These chunks are not present in the simulated nfietds. The packed particles
effectively funnel the fluidization air up throughe middle of the riser as a high speed
jet, as shown by the instantaneous samples in &igu, with the rapid acceleration of
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particles caught in the jet. The effects of therdtsuand central air jet continue up the
riser with wide, descending wall layers.

The difference in particle distributions is alseaily demonstrated in the graph of the
horizontal mean particle volume fraction over tiegght of the riser in Figure 7.5. In the
experimental device, a large portion of the pasticire in the lowest 0.7 m of the riser,
meaning there are less of them higher up.

The differences between the simulations and meamne could be explained by

several uncertainties and approximations in theetliod, but one possible cause for

the differing behaviour is friction on the front carback walls of the pseudo-2D

experimental device. This friction is not presenthe 2D-simulations. In the lower 0.7

m of the riser, packed clusters often extend waelivall across the riser depth. For these
clusters, it is reasonable to assume that theidncon the front and back walls is

significant. The effect should be evaluated withasweements using less bed material
and with 3D-simulations that include the wall fiact.

Mean particle volume fraction
0.4 7777777777 L - - - - - - - -~ - - - - - - T -0~ 1
3.25 m/s, measured

0.35

0.3

S

3.75 m/s,
3.25m/s,
3.75m/s,

measured
measured, highest possible
measured, highest possible

= 0.25 3.25 m/s, simulated, laminar
.§ 3.25 m/s, simulated, SGS-turbulence
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Figure 7.5. Measured and simulated vertical mean volume fracpoofiles. For the
measurements an estimate of the highest possilde m@ume fraction is included
owing to the limitations of the grey-scale volumaction estimate at high particle
volume fractions.

The densely packed clusters at the bottom alsdigighthe limitations of the grey-scale
volume fraction estimate. As the highest reliablgasurable volume fraction is 0.35,
the mean volume fraction is underestimated in thhegeons. The upper limit for the
possible mean particle volume fraction was caledlat as explained in section 6.1- and
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3.25m/s

Height:1.00 - 1.32 m

Height:0.06 — 0.38 m

v

L g
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3.75 m/s

Figure 7.6.Sample frames recorded with high speed cameraeoC#B riser at heights
0.06-0.38m, 0.50-0.82m and 1.0-1.32m. The recoidedes are overlaid with particle
velocity vectors calculated with time-resolved P28% of the calculated vectors are
shown. The dark regions on left and right edgethef0.06-0.38 m and 3.75 m/s 0.50-
0.82 m pictures are glass beads packed wall-to-wall
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is included in Figure 7.5 as the highest possibdasared volume fraction. At heights
below 0.5 m, the actual values are probably clése¢he upper limit and above 0.5 m
closer to the unmodified measurement. Further bp, difference between the two
vanishes, as packed clusters no longer occur.

7.2.2. Simulated and Measured Mean Cross-Sections

While the large scale, time-resolved measuremerusige a good overall view for

qualitative analysis, their resolution and accuracys well as the sampling period
mentioned earlier — leave room for improvement.sTiki particularly so close to the
walls, where the velocity gradients are sharp. fEgu/.7 and 7.8 display the mean
volume fraction and mean vertical velocity profilasross the riser cross-section at
heights of 0.8 and 1.2 m. Results are included froubsed light (small scale)

measurements, continuous light measurements ands@hriations.
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Figure 7.7. Measured and simulated horizontal mean volume ifsacprofiles at
heights of 0.8 m and 1.2 m, and fluidization veiesiof 3.25 m/s and 3.75 m/s.

The pulsed light measurements have a samplinggefi@ min 20 s as opposed to the
periods of 28 s and 30 s in the continuous lighasneements and CFD-simulations
respectively. The longer sampling period producemremstable average fields, as
demonstrated by the largely good match between ittthvidual small scale
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measurement windows. In large scale measuremedt<ED the profiles are drawn
from a single averaging window, but the inadequacksampling cause uneven and
asymmetric profiles.

The velocity profiles in Figure 7.8 clearly showwhthe sharp velocity gradient close to
the wall, seen in the small scale measurementsiotdre captured by the large scale
measurements. The simulated and measured veloaigesdiffer, but comparison is
mostly meaningless because of the different botbeah behaviour mentioned earlier.
Here the good overall look provided by the largaleseneasurements shows its value: it
would have been difficult to notice the differendeshe large scale behaviour of the
experimental device and the simulations from the deoss-section profiles gained from
the small scale measurements. Large scale measusem®vide general qualitative
(and quantitative to a degree) information, while small scale ones provide accurate
numerical data in limited areas.

Mean vertical velocities, y = 0.8 m Mean vertical velocities,y = 1.2 m
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Figure 7.8. Measured and simulated horizontal particle meartigak velocity profiles
at heights of 0.8 m and 1.2 m, and at fluidizawtetocities of 3.25 m/s and 3.75 m/s.

The velocity standard deviation; rys i = x,y, profiles in Figure 7.9 were calculated
according to Equation 7.1 over time peribavith time step ofAt. They display strong
anisotropy between the vertical and horizontal conemts, and an increase in the
vertical component which is roughly proportional toe increase in fluidization
velocity. There is no change in the horizontal cormgnt. Overall the velocity
fluctuations decrease slightly between the height8 and 1.2 meters. The fluctuation
guantities have only been calculated from the sswle measurements, as the 28 s and
30 s sampling periods of CFD simulations and tiesslved PIV measurements are not
long enough to generate valid results.
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Figure 7.9. Measured velocity standard deviations across fkerrat heights of 0.8
and 1.2 m, and fluidization velocities of 3.25 ard 3.75 m/s.

7.2.3. Favre-averages and Reynolds Stresses

The simultaneous velocity and volume fraction measents allow calculation of
derived quantities such as Favre-averaged velscilie i = x,y, and Reynolds
stresseskS;;, i = x,y, as defined in Equation 4.5. From the discretesmeament data
they were calculated with Equations 8.2-8.4. FigurelO - 7.12 show these averaged
over a time period of 3 min 20 s at heights of &8 1.2 meters. The uneven profiles
mean that an even longer sampling period would dreeficial. The volume fraction
weighting of the Favre-averages reduces the matgitf particle velocities, as the
particle clusters with the slower response times \seighted more and dilute areas
where the peak velocities occur less.

1 ua
ﬁi=—z &SAt, i=x7y (7.2)

The Reynolds stresses in Figures 7.11 and 7.13teoegly anisotropic. The vertical

component is of an order of magnitude larger ti@nhorizontal and cross components.
The non-normalized stresses in Figure 7.11 showiairchanges in magnitude to the
velocity standard deviations: they increase withdikzation velocity and decrease with
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height. Close to the walls, the vertical stress ponent grows rapidly, while the
horizontal component decreases. The maxima oféhecal component of the Reynolds
stress roughly coincides with the minimum vertipalticle mean velocity close to the
wall.

Measured Favre-averaged particle velocities, y =0.8 m Measured Favre-averaged particle velocities,y = 1.2 m
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Figure 7.10. Measured Favre-averaged particle velocities acribgsriser at heights of
0.8 and 1.2 m, and fluidization velocities of 325 and 3.75 m/s.

T
DC 1 -_— ~ ~ . .
RSij = ps TZ[asuiuj — as;i| At ij=xy (7.3)
t=0
=< _ RS L
RSy = AsPs’ LI =%Y (7.4)

In Figure 7.12 the Reynolds stresses are normaligedlividing them with mean
particle volume fraction and particle density, as Bquation 7.4, to eliminate the effect
of mean volume fraction. At the height of 0.8 me gtresses are fairly similar at both
fluidization velocities. The vertical component® drighest in the middle of the riser
and large values are also found in the 20 mm ddsethe walls. As the fluidization
velocity increases, the vertical stress componeoivs a slight increase, and the minima
and maxima of the cross component move closergtovlils. At a riser height of 1.2 m,
the stresses are generally lower and the wall nsgare thinner. There is a larger
difference in the vertical components between thiglization velocities: at the higher
fluidization velocity the low vertical componentgiens near the walls disappear. The
magnitude of the cross component is roughly halved.
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Figure 7.11.Particle phase Reynolds stresses across the raeulated with Equation
7.3 from measurements with pulsed laser illumimatb heights of 0.8 and 1.2 m, and
fluidization velocities of 3.25 m/s and 3.75 m/s.
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84 7. RESULTS AND DISCUSSION

7.2.4. Small-scale Particle Random Motion

Based on the testing described in Section 6.4.@antbe said that the PIV correlation
peak based method gives reliable results for partandom motion in a measurement
volume. Relating the measurement results from thet gcale CFB to granular

temperature in the kinetic theory for granular flasvtroublesome though, as the
measurement volume (3.3x3.3x15.0 mm) includes thelevdepth of the riser. As a

result, the measurement of random particle motieiudes any possible velocity
gradients in the depth direction. In the case @f pilot scale CFB, these gradients
probably represent the majority of the measured38mm random particle motion.

As such, the highly anisotropic results of Figur&37most likely tell more about the

three dimensionality of the particle motion in teeperimental device, than they do
about the granular temperature as defined in thetiki theory for granular flow. In the

same Figure 7.13, the length scales used in thesureraents of this section are
illustrated by overlaying them on an instantanepadicle image and a corresponding
PIV velocity vector field.

Particle random motion energy in sub 3.3mm spatial scale,
y =120cm. Calculated from PIV-correlation peak

°  3.25m/s: vertical
o 3.75 m/s: vertical
< 3.25 m/s: horizontal
> 3.75 m/s: horizontal

xX-position [mm]

Figure 7.13 Particle random motion energy in a measurementimel of 3.3x3.3x15
mm (HXWxD) calculated from the PIV correlation peekith. Fluidization velocities
are 3.25 m/s and 3.75 m/s, and riser height isme2ers. Length scales 1.65, 3.3 and
6.6 mm are illustrated with a sample picture. Paldivelocity vectors measured with
PIV are drawn in red. 1.65x1.65 mm interrogatiorarand 50% overlap was used for
the correlation.

The three-dimensionality shouldn’t affect the PI®ocity measurements as much. The
PIV gives a mean, or most probable, particle v&yotor the whole measurement
volume, subsuming any gradient inside the measuren@ume. However, in dilute
areas, where the measurement volume only includdswa particles, the three-
dimensionality still has an effect. This effect d@seen in the erratic vector field of the
top portion of the sample image in figure 7.14tHis dilute area, many of the 1.65x1.65
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mm interrogation areas only include one or twoipkas. As the depth-wise location of
the particle is unknown, possible depth-wise véjodifferences appear as random
particle motion in the measurement results.

The mean values for instantaneous particle random)menergyu’s,ﬁlﬁmm,lz,i =Xx,Y,

in scales from 1.65 to 6.6 mm of Figure 7.14 alsgpldy significantly anisotropic
behaviour. The results are calculated with Equasiein8.4 from PIV results. The PIV
correlation used a 1.65x1.65 mm interrogation argha 50% overlap. In Equation set
7.5, the +3 spatial coordinates cover a 6.6x6.6 measurement area Witlt = 49
datapoints. These results should be more compatalilee granular temperature, but
they lack the smallest flow scales, and the uppeit of 6.6 mm is large enough to
include a portion of large-scale particle fluctoas. This can also be seen in the scale
illustration of Figure 7.13.
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Figure 7.14. Particle random motion energy in scale between l1la®8l 6.6 mm.
Calculated from instantaneous PIV velocity fielRger heights are 0.8 and 1.2 m, and
fluidization velocities are 3.25 m/s and 3.75 m/s.

The effect of depth-wise velocity gradients on btth above measurement methods
could — in dilute areas — be evaluated by applyigv and depth-wise focus
segmentation to the image data. Limiting the eualnato dilute suspension could be
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justified by the reduction of velocity differencé&s a dense suspension because of
increased patrticle-particle friction. The PIV vatganeasurement is also insensitive to
depth-wise velocity gradients in which there isaagé number of particles in the
measurement volume. All in all, relating the meaduwsmall-scale random motion to the
modelling parameters still requires further work.
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8. CONCLUSIONS

The thesis concentrates on a pilot scale CFB Idcatédbo Akademi, Turku, Finland.
This device and its operating parameters are pregan Chapter 3, while the basic
theoretical background of gas-solid flow and flaation were reviewed in Chapter 2 to
familiarize the reader with the concepts and ppled discussed later in the thesis. The
behaviour of the gas and particles in the CFB wadiad both with simulations and
experiments. The reduced pilot scale of the expartal device allows the application
of refined methods that would not be feasible innalustrial scale CFB.

The Eulerian two-fluid method was used for the nucaé simulations and they were
carried out with an OpenFOAM based solver. The nodojective of the simulations

was to evaluate the feasibility of using OpenFOAM €FB simulations. OpenFOAM

IS open source and, as such, an attractive platflamresearch, especially in an
academic environment. While the public OpenFOAMask offers a pre-built solver as
well as most of the required models, the stabiihd speed of the solution proved
disappointing to the point that meaningful simwatiof the pilot scale CFB was
impossible.

To rectify the situation, a modified solver was ttam. To improve the stability and
speed, a solution algorithm with adaptive undeaxation and iterations within the time
step was adopted. A more implicit treatment wasl dsethe frictional pressure, and an
algorithm was developed to eliminate the tenderfcfrictional pressure to act as an
unphysical momentum source. The algorithm workslibyting the instantaneous
frictional pressure magnitude in individual comgigtaal cells, based on in- and out-
fluxes caused by the frictional pressure and tlsé akthe flow. This limiter proved to
be the key feature for the stability of the solntigVith these modifications, good speed
of solution — also in parallel — and stability waghieved, making OpenFOAM a viable
platform for transient CFB simulations. Attentioautd then be shifted to the physical
modelling. The most significant additions to theygibal models were adaptation of a
filtered approach for turbulence modelling, witle t8Smagorinsky (1966) SGS-model,
and the addition of Johnson and Jackson (1987)dasynconditions for the particle
phase. The simulation results appear physicallysistent, but they do differ from the
behaviour of the experimental device.

Image-based measurement methods were used fokpleeraental work. For imaging
the CFB riser was illuminated from behind owinghe limitations of device geometry
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and light penetration. Several different methodach with their strengths and
weaknesses, were reviewed and some of them apidi¢de pilot scale CFB. The
methods applicable to the pilot-scale CFB aredisteTable 8.1. Imaging was carried
out with two sizes of measurement window: over wiele width of the riser for a
general overview and with a small enough windovaltow the detection of individual
particles.

The grey-scale volume fraction estimate applietheimages has the major advantage
of simultaneous volume fraction and velocity measent, which allows the
calculation of derived quantities useful for moutej| such as volume fraction weighted
averages and Reynolds stresses. The method howeygeites good lighting and the
definition of correct reference values can be @mgling. The method is also incapable
of resolving volume fractions where the light doest measurably penetrate the
suspension. These limitations mean that while #wults are useful for qualitative
analysis and the calculation of the derived quigstitthe quantitative accuracy leaves
much room for improvement.

For both image sizes the particle velocities weakewdated with PIV, which on the
small scale proved accurate and capable of regplveiocities at a wide range of
volume fractions. However, the velocities cannot determined with backlight
illumination if no light penetrates the suspensias,is the case with the fully packed
regions of the pilot scale CFB. With the larger gimg area PIV proved incapable of
capturing the sharpest velocity gradients, butenewith the sub-optimal accuracy — the
results provide a valuable overall picture of tleevfand time-resolved visualization and
data. A comparison of these whole-field resultshwihie simulations shows a clear
gualitative difference in the large-scale behaviofirthe flow, possibly caused by
friction at high particle volume fractions on froahd back walls of the experimental
device.

The high accuracy and long sampling periods ofstnall imaging area measurements
allow meaningful calculation of particle fluctuatiqquantities: Reynolds stresses and
small-scale particle random motion energy. The RkEgstresses were measured to be
highly anisotropic — by an order of magnitude. T™mall-scale random motion was
measured with two different methods, in the firftwdich it was calculated as local
instantaneous fluctuations in PIV velocity fieldBhis method is only capable of
capturing particle motion in scales larger than Bi¥ interrogation area. The second
method utilized the change in the PIV correlati@alpwidth and is able to measure the
random motion in scales smaller than the PIV-inigation area. However, both of the
methods are affected — at least to a degree —ebgdhsible three-dimensionality of the
pseudo two-dimensional experimental device. Inttgiion of these results requires
further study. Most of the anisotropy in the meadusmall-scale random motion is
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probably caused by the velocity gradients acrossrider depth, instead of describing
the particle fluctuations as defined in the kinétieory.

Table 8.1 Strengths and weaknesses of the reviewed measureragrods applicable
to the pilot-scale CFB.

Method Strengths Weaknesses
Simultaneous Definition of reference
measurement of volume values is challenging
fraction and velocities Incapable of resolving

Grey-scale Good spatial and temporal high particle volume
VOF estimate _p Por g _p
resolution fractions
Sensitive to lighting
conditions
Time-resolved data Spatial resolution
. Large measurement ared Long sampling periods
Time-resolved g . . g Ping p

PIV with Excellent visualization of require large datasets

the physical phenomena Incapable of determining
fluorescent : .

. Analysis of large scale velocities at volume
backlight . .
. o behaviour fractions close to the
illumination o
packing limit

Excellent spatial Not time-resolved

resolution Incapable of determining

PIV with Possibility to extend with velocities at volume

pulsed laser the correlation peak width fractions close to the
backlight based calculations packing limit
illumination Reasonably sized datasets
Applicable to wider range
of volume fractions
Best possible spatial Only applicable in dilute
resolution regions
Measurement of particle Higher computational
Shadowgraphy size, shape etc. cost than with PIV
PTV Possibility of depth-wise Careful calibration
focus segmentation needed for accurate size
measurements and deptp-
wise focus segmentation
The two measurement scales complement each othed @either could

comprehensively characterize the particle flowtwirtown. Together they provide both
detailed numerical data and cover the large pastiminthe riser needed to analyze the
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large-scale behaviour of the CFB. Although a lot baen covered, more work is still
needed. Possible directions for future researchisiesl below.

Recommendations for future work:

- Evaluation of the effects of wall friction on thar¢e scale behaviour of the
experimental device, with experiments using lowtiplr loads and 3D-
simulations to include the front and back walltina.

- Application of PTV in dilute regions to compare fee size distribution in
different locations.

- Evaluation of the effect of flow three-dimensiotalon the small scale particle
random motion measurements, by applying PTV witlptldevise focus
segmentation.

- Cluster size measurements from existing image data.

- Further statistical analysis of the data. For ins¢a segmentation of velocity
measurements based on volume fraction or cluster si

- Experimentation with simultaneous front- and bagikiing to enable PIV
particle velocity measurements at all volume fiausi

- Combining the grey-scale volume fraction estimatth e more reliable, non-
time-resolved volume fraction method in order tdamib more accurate mean
volume fraction values and calibration of the gsegle estimate.
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