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ABSTRACT
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This thesis evaluates a move towards a Service Oriented Architecture design in ABB
MicroSCADA Pro DMS 600, a Distribution Management System. The IEC stan-
dards 61968 and 61970, commonly referred to as the Common Information Model
are expected to provide a foundation for building such a computing architecture in
an interoperable fashion.

A Service Oriented Architecture differs in some ways from the existing DMS 600
architecture. In addition to identifying these differences, a short look is given to some
possible changes in the business environment of both system vendors and operators
made possible by the SOA. Security and other design issues raised by SOA were
discussed.

The maturity of the CIM data types is evaluated by implementing a network data
import functionality on the DMS 600 system using the CIM/RDF network model
format. This part of the standard is found to be in a usable state for application in
production environments, although additional CIM profiles would be useful.

The internal communication protocols of the DMS 600 system are found to be
suitable for most types of information exchanges to be translated into such CIM
messages. Some Service Oriented design principles are found potentially beneficial to
the DMS 600 system internally, and proposals are given for some future development

work.
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Tassé tyossa tutkitaan palvelukeskeisen arkkitehtuurin ABB MicroSCADA Pro DMS
600 kiytontukijarjestelmélle tuomia mahdollisuuksia. IEC standardien 61968 ja
61970, joihin usein viitataan nimelld Common Information Model, odotetaan aut-
tavan jarjestelmien yhteensopivuudessa ja avaavan mahdollisuuden siirtya kohti téal-
laista arkkitehtuuria.

Olemassaoleva DMS 600 sisdinen arkkitehtuuri ei vastaa tédysin palvelukeskeisen
arkkitehtuurin periaatteita. Nykyisen jirjestelméin ja palvelukeskeisen arkkitehtu-
urin erojen tunnistamisen lisdksi tyossé késitellain mahdollisia liiketoiminnan muu-
toksia, joita palvelukeskeinen arkkitehtuuri saattaa aiheuttaa. Tyossa kisitelladn
my0s palvelukeskeisen arkkitehtuurin aiheuttamia uusia tietoturva- ja muita teknisia
kysymyksié.

CIM tietomallin soveltuvuutta kiyttoon tutkittiin toteuttamalla verkkotiedon tuon-
tiominaisuus CIM /RDF-muodosta DMS 600 sisdiseen verkkomalliin. Verkkomallia
kisittelevd standardin osa havaittiin nykyiselldadn pddosin riittdvin yksiselitteiseksi
my6s DMS 600 tarpeisiin.

DMS 600 siséisen viestiliikenteen havaittiin pddosin soveltuvan myos palvelukeskeiseen
malliin muunnettavaksi. Jotkin palvelukeskeisen arkkitehtuurin suunnitteluperiaat-
teet saattavat olla positiivisia myos DMS 600 kehityksessd huomioitaviksi, ja tyo

antaakin joitain suosituksia tuotteen tulevalle suunnittelulle.
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1. INTRODUCTION

Service Oriented Architechture, or SOA, is a computer system design paradigm. As
a concept, SOA may seem vaguely defined. Definitely it is not a single technology,
although some technologies such as XML and Web Services are nowadays seen as a
key part in realizing a SOA deployment.

The promise of SOA, like many software development trends before it, is to
simplify deployment of new systems. The SOA way of integrating systems is creating
services, with which different systems can interact. SOA discourages proprietary
point-to-point interfaces in favor of a centrally managed repository of distributed
services.

To enable these services to exchange data, they must use a commonly defined
language. In terms of markup, web technologies such as XML act as the enabling
technology. A commonly agreed way of expressing the information content is needed.
When it comes to electricity transmission, distribution and generation, the IEC CIM
standards family steps in. It is an effort to create guidelines for expressing the data
of electricity network operators.

The goal is to make interfaces so transparent that a new component can be
plugged in with only trivial configuration. While true plug-and-play capability will
propably not be realized in the foreseeable future, the new ways of designing systems
have a potential of lowering the costs of system integration.

If systems are able to talk to each other easily, the benefits are numerous. For
the grid operators, vendor lock-in will be eased. Data is no longer captive in a
proprietary system, only to be liberated by countless hours of consultant work. For
vendors new possibilities arise. No longer do they need to offer a complete software
stack to fill all the needs of every client. When system interaction is fluent, a
company may be able to successfully market a piece of software to fulfill a single
task of the customer.

Figure 1.1 shows a possible future system architechture of an electical network op-
erator. The real-time needs are filled by corresponding standards from the IEC 61850
series. Business functions apply the data formats commonly adopted for such tasks,
regardless of sector. The core non-realtime systems for network management use the
CIM standards to talk to each other. Traditional systems, Distribution Management
System (DMS), Customer Information System (CIS) and Asset Management (AM)



1. Introduction

are overlaid on the picture, but they share functionality where traditional architec-
tures would overlap. Data in different formats is converted using widely adopted

XML technologies such as XSLT when it passes to another domain. A separate data
warehouse is also depicted in the figure. It may be used for cross-checking data in

individual systems and perhaps as the primary data storage for some.
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Figure 1.1: An illustration how a SOA system might look in the context of a Distribution

Network Operators computing system, and how it relates to the traditional view of software
packages, Network Information System, Distribution Management System and Customer

Information System.
systems. It may also be an Enterprise Service Bus, a system which passes messages

The bus shown may be just a catalog of pointers to services offered by different
from system to another, verifying data, performing transformations and providing

reliable caching and queuing while doing so.
The most promising part about the SOA paradign is that one does not need to
convert all systems to it at once. The SOA principles are best kept in mind even
when designing point-to-point links between systems. One day another piece of the

SOA puzzle may be added, and at that point existing work can be leveraged. The
typical maze of systems is a product of decades of additions and extensions. The

SOA principles should be embraced when updating these legacy systems — one day

the effort may pay back.



2. A BREAKDOWN ON THE DSO BUSINESS

Electrical networks can be clearly categorized in two distinct groups, distribution
systems and transmission systems. Transmission systems are operated on large
geographical area, usually on national level and often include connections across
national borders. They are the backbone of the electricity network. Transmission
systems operate on high voltage levels and have strict reliability requirements. High
reliability is achieved using a meshed topology, where nodes are supplied by multiple
connections in normal operation.

Distribution networks are the usually medium and low voltage networks that span
a regional level. They are connected to the transmission system, and from the point
of view of it are the energy consumers. A distribution network provides electricity to
individual consumers in a cost-effective way. The networks are usually operated as
a branched topology, although meshed connections may exist for redundancy during
abnormal situations. The scope of this thesis is limited to the computer systems of
the distribution network operators. Although some overlap exists in both software
and operational procedures, the domains of transmission and distribution generally
require different operational procedures.

Electricity networks are often seen as a natural monopoly due to high initial
investment costs. In most countries this status is enforced by law, while in others
the power system is actually owned by a public utility. In countries with private
distribution system operators, they may have elaborate reporting requirements and
price controls mandated by the law.

The operations of a DSO typically consist of distinct areas. Technical operations
can be classified to network operation, planning, maintenance and construction.
Customer service and billing are important non-technical aspects. Network planning
is the ongoing effort to analyze future changes in the operating environment and
direct investment accordingly to ensure operational goals are met in an economically
sound manner. Maintenance consist of long-term condition monitoring of assets and
timely replacement of components. Network construction is typically made up of
clearly defined projects. Some construction tasks, such as laying cable or aerial lines
happens more often while others, such as commissioning new substations is more
rare and requires specialized know-how.

Network operation aims to provide a reliable system by optimizing the state of
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Figure 2.1: A typical fault isolation scenario on a radial distribution network. A fault
occurs on one feeder (a). It is immediately disconnected by automatic operation of a
circuit breaker (b). Supply is restored to as large part of the network as possible using a
meshed interconnection that is normally operated in the open state (c¢). The state diagram
was adapted from [1].

the network to best respond to unexpected situations, while ensuring losses in the
network are as low as possible. The figure 2.1 shows a typical fault isolation scenario
on a branched network topology with a mesh interconnection. Some networks use
additional devices such as mid-line fault detectors or fuses to provide additional
protection. Nonetheless, the main function of the operations team is to make the
best decisions based on limited information in order to keep anomalies as isolated

as possible. [1]

2.1 Common types of computing systems

A DSO typically operates multiple pieces of software from different vendors. It is
hard to define the exact functional pieces of a type of software, but here we list some
terms commonly applied to specific functionalities. This list only includes systems
directly related to the operation of the power system.

A Supervisory Control and Data Acquisition system, or SCADA, is a computer
software that communicates with measurement and control devices of the power
system. SCADA software is also used in other fields, such as process control in
plants and factories, or even HVAC and lighting functions in large buildings. A
typical SCADA product is not specialized to only one function, but is versatile and
can be deployed in very different environments.

SCADA interoperates with devices, which makes for strict security and perfor-



mance requirements. SCADA installations may even be deployed in a network
completely isolated from the internet to ensure this.

Asset Management, or AM, is a database of assets that is used to track their
state and plan long-term investment options. Other commonly used terms for similar
system are AM/FM/GIS (Automated Mapping, Facilities Management, Geographic
Information System) and NIS (Network Information System) which specifically in-
cludes functionality for network calculations. An AM may have some calculation
and analysis tools for both planning and operation purposes. GIS in general refers to
any system used for keeping a database where a geographical component is included
and the term is commonly used outside the domain of electrical networks.

A Customer Information System,CIS, is a system for keeping track of customer
contacts, such as billing. As billing is often affected by supply quality, a CIS may re-
quire data on the status of the network, yet it does not implement a network model.
A related system, Trouble Call Management is used to track customer complaints
to get information on the status of the network. This is especially important in in-
stallations that rely on medium voltage fuses for protection, as customer complaints
may be in cases the only source of information of a fault.

Advanced Metering Infrastructure, abbreviated AMI, refers to deployment of
remotely read or remotely controlled usage point eletricity meters. Another term
associated with AMI when referring to it as a functionality rather than a system
is AMR, or Automated Meter Reading. Although the primary goal of an AMI
deployment is to ease billing, electrical network operation also benefits from the
additional data such installations can provide. Depending on the system, AMI
can provide real-time measurements and alarms in addition to historical energy
measurement data. Future development is expected to allow AMI installations to

operate as the customer interface to demand response on the micro scale.

2.1.1 Distribution Management System

Due to thesis concentrating on a Distribution Management System, it warrants a
separate introductory section. The DMS is a system combining data from SCADA,
network calculation engines and asset management to present a real-time view of the
distribution network to the contol room pesonnel, and to record operational activity
for later review. The DMS naturally takes a role of the information hub in a system,
due to it requiring data from many separate systems. This means a DMS has to
deal with many types of data exchange interfaces, leading to practical problems on
implementation level, but also a great deal of possibilities for improving the overall
experience of the control room and other stakeholders.

The main interface of ABB MicroSCADA Pro DMS 600 is a geographical view of

the network laid on top of a map or aerial photographs. Colors are used to display
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information of the state of the network to control-room personnel. In addition to
topology analysis for determining unsupplied parts, DMS 600 includes information
on load levels, voltage drops and protection status of the network. It also includes
some analysis features to search for optimal operating state, such as selecting a
disconnector configuration that minimises losses. Advanced planning features have
been developed to allow for estimating life-cycle costs of network construction by
taking expected outage costs of proposed configurations into account.

During normal operation, the DMS 600 warns the user when entering potentially
dangerous switching states, such as having a short-circuit current on part of the
network too low for relays to detect faults, or opening disconnectors that cannot
handle the real-time load-current. The main view may be overlaid with additional
information, such as real-time positioning of work groups.

During faults, the DMS 600 combines data from asset management and SCADA
to find potential fault locations based on load- and fault current and impedance of
the network, adjusted for the actual switching state and load level during the fault.
It can advise the operator on propable fault locations based on these calculation.
The main screen of the MicroSCADA Pro DMS 600 is shown in figure 2.2.

The operations tracking allows the DMS 600 to simulate any past switching state
to allow for later review. From this data, reports can be generated for regulatory or
internal review of operational performance of the DSO. Real time situational data
can also be exported to other systems to give customers or other parties information
on the network supply status.

The MicroSCADA DMS 600 system architechture includes clients running on
workstation machines and exchanging data through both a proprietary TCP protocol
and a database connection. A typical environment is illustrated in figure 2.3. The
client side includes two separate applications: the Network Editor (NE), used for
editing the network data and the Workstation (WS), the main program used for
monitoring the network state.

The NE uses the database as the primary storage, but it is also responsible of
writing a binary network file, a compressed representation of the network data for
use by the WS instances. The creation of the binary network file requires user
interaction, and is usually done after an operator performs modifications to the
network.

The instances of the WS application load the static network data file as well as
background maps using standard operating system file sharing protocols. When an
operator performs changes that need to be propagated to all instances, usually data
is written on the database and a DMSSocket message is sent. Other instances then
know to refresh their data from the database.

Most of the calculations are performed on client side instances of the WS appli-



e DMS 600 Workstation Electra de Autol EAutol DMS600 =l

File View Analyze Fault 3ettings Window Help ‘

S| F I A% | e e e Y D0 0D P 4 TR P 9

Station Feeder
Julia 045-JL&-CBA,

4 n J

Repaired Faulted Feeder [switching state) Fault information

Restoration Faulted Feeder [snapshot] Detector Information

Fault location W Arrow for fault distance Possible Faulk Locations ——
Remate Contr. Disc.
Parameters ¥ Fault distance Zones

All Dizconnector Zones

¥ Fault detector indication

L Network Components |
FResponsibility W Faulted Remote Zone r

Field Group

: ’ : ' 1t A fault < Fault st the end of i [Faull defintely located
¥ = 612442 Y = 695067 - UTM (Universal ..: 628725°N 108340°W (WGS84: 6.28725°N 18 e e & e A e et |FeiemiE) e

Figure 2.2: ABB MicroSCADA Pro DMS 600 displaying possible fault locations, overlaid
on top of aerial photogaphs.



8 2. A breakdown on the DSO business

External AM “

—0

imation
stima :
\0ad 822 i i calculations,
: user interface

Figure 2.3: ABB MicroSCADA Pro DMS 600 environment.

cation. This means some calculation effort is duplicated on environments running
multiple instances. For others, e.g. load estimation, a separate calculation engine is
invoked periodically. The WS instances then load the data produced by this engine.

A single Server Application instance runs in the systems. The Server Application
is responsible for tracking changes in switching state originating from a SCADA

system. The SA communicates with WS instances through DMSSocket protocol.

2.2 Development trends

Historically, the distribution networks were often operated by an electrical utility
that also operated electricity generation. Nowadays electricity distibution and gen-
eration are often decoupled into separate companies or at least departments within
a company. Many countries enforce this decoupling by regulation. In Finland such
law entered into force in 1995. This law defined price controls, mandatory reim-
bursements in case of a failure to provide realible service and required electricity
sales and distribution business units to have separate accounting. [2]

Current environmental concerns, such as the effort to reduce greenhouse gas emis-
sions have ripple effects on the electricity distribution industry. While electricity
distribution does not cause emissions as such, distribution companies may be the
only party capable of providing information or control required by other parties.

As for energy losses in electricity distribution, methods for optimizing switching



states are already in place in DMS systems, but further increases in electricity cost
- driven either by emission costs or fuel costs - may justify additional investment in

the network itself.

2.2.1 Technological

Electricity distribution has been a rather static industry from a technological point
of view since it appeared a century ago. From early on, the networks were mainly
operated as alternating current systems that utilized different voltage levels to re-
duce losses. A modern transformer, the enabling technology of large scale energy
distribution is still fundamentally very similar to the original invention.

Progress has been made in operating the networks more reliably. Circuit breakers
controlled by electronic devices are increasingly accurate due to increased processing
power and better sensors, allowing much more fine-grained constraints on protec-
tion. Development of hot-wire working techniques allow many types of maintenance
work to be done without causing an outage on the network. Remote monitoring
and remote control has enabled networks to operate with ever decreasing labor re-
quirements. Modern computer systems provide ever improving visualization and
situational awareness tools for operators.

A recent trend is the transformation to so called smart grid technologies. This
means having huge numbers of additional measurements from the network and using
these to operate the network more safely and reliably. The transition is fuelled by
higher energy efficiency requirements, and programs such as the european aim of
producing 20% of all energy with renewable power by the year 2020, which in turn
push for more distributed generation. Smart grid technologies such as Automated
Meter Reading take remote control and monitoring down to the level of individual
customers. All new data must be processed in a meaningful way, and therefore
there is a lot of pressure on software vendors to implement new functionality made
possible by this additional data.

Safe operation of distributed generation also requires a lot more data on the
state of the network compared to established ways of operating the network. Small
generation scattered throughout the network result in the networks to be operated in
a partial meshed topology, giving distribution networks more of the characteristics
typically thought to only apply to transmission networks. Local generation also
theoretically enables island operation, or keeping the network electrified even in the
case of a fault cutting off upstream power input.

Demand response capabilities are starting to appear in AMR systems. The use of
these is controversial, at least until electricity distribution contracts start including
clauses that give the customers a significant incentive to allow parts of their non-

critical loads, such as air conditioning, be remotely controlled. New possibilities for
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load control may arise as new types of devices are acquired by customers.

One aspect of the smart grid trend is a tendency towards distributed intelligence.
If Intelligent Electronic Devices' take over some of the decision making, response
to transient situations is expected to be faster. Distributing the control process re-
quires more information such as topology and state of other nodes to be sent down to
individual control components. These components also have to be interconnected.|3]
This development of distributed intelligence leads to considerations about transmit-
ting the decisions and data they are based on back to the central system, to ensure
control room situational awareness.

The influx of new technological capabilities brings forth concern about the cyber
security of the system. Security threats may endanger both the safety and reliability
of the system, but also the privacy of customers. An attack on the system that can
be carried out remotely and with little threat of getting caught may open new
motives for criminals. The exact measurements of individual load points may allow
an attacker to determine facts about a specific customer — something that has never
before been a concern related to power system operators. Legal liabilities of the
power system operators in case of a security breach are also unclear as the issues

are very recent.

2.2.2 Business

One clear trend in the business environment is the decoupling of grid maintenance
and construction from the core business of the grid operator. This includes grid oper-
ators selling maintenance services to their competitors and also separate companies
specializing in the maintenance of infrastructure, without owning any distribution
network of their own.

The field of electricity network operation has some characteristics that make it a
good candidate for outsourcing. An important aspect is the highly variable resource
requirements during normal operation compared to emergency situations, such as a
storm causing multiple faults in the network. Being a natural monopoly may actually
help in advancing outsourcing. Where strict goverment regulations are in place,
companies must already do cross-allocation of costs to separate business functions
in their accounting. This means the first step towards outsourcing, identifying costs
according to business units, may have to be taken just to comply with regulations.

Computing systems play a role in this process. In a 2009 questionnaire directed to
finnish electricity network operators, incompatibility of computer systems was seen
as a major reason against increased outsourcing. The specific reasons for this were

not clear, but two main considerations are giving access to specific data without
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compromising the whole system and transferring data between systems where a
contractor does not posses systems from the same vendor. [4]

A related trend seen in various fields of business is consolidation to big units.
Some smaller utilities are responding to the efficiency gains of larger operators by
sharing par