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Genetic algorithms have been utilized in many complex optimization and simulation tasks because of their powerful search method.
In this research we studied whether the classification performance of the attribute weighted methods based on the nearest neighbour
search can be improved when using the genetic algorithm in the evolution of attribute weighting. The attribute weights in the
starting population were based on the weights set by the application area experts and machine learning methods instead of random
weight setting. The genetic algorithm improved the total classification accuracy and the median true positive rate of the attribute
weighted k-nearest neighbour method using neighbour’s class-based attribute weighting. With other methods, the changes after

genetic algorithm were moderate.

1. Introduction

One of the most commonly used simple classification meth-
ods is the nearest neighbour (NN) method that classifies a
new case into the class of its nearest neighbour case [1]. The
nearest neighbour method is an instance-based learning
method that searches for the most similar case of the test case
from the training data by some distance measure, usually with
the Euclidean distance. A natural extension to NN is the k-
nearest neighbour (k-NN) method that assigns the majority
class of the k nearest training cases for the test case [2].
Different refinements and extensions have been proposed for
k-NN in order to improve classification results and overcome
classification problems, for example, distance-weighting of
neighbours [2], extensions using properties of the data set [3],
weighting of attributes [2, 4, 5], and attribute weight opti-
mization with genetic algorithms (GA) [6-11].

Genetic algorithms [12, 13] and other evolution algo-
rithms [14, 15] have been utilized in various complex opti-
mization and simulation problems because of their powerful
search and optimization capabilities. A search method of a
genetic algorithm is a combination of directed and stochastic
search and the search can be done multidirectionally because
GA maintains a population of potential solutions from the
search space [14]. The basics of the search method of GA

underlie in natural selection and genetic inheritance [12];
individuals of the population are used in the reproduction of
new solutions by means of crossover and mutation. Genetic
algorithms have been used with various machine learning
methods to optimize weighting properties of the method.
Since our research is based on the nearest neighbour search
applying machine learning methods, we concentrate on
related works where GAs have been applied only with the k-
nearest neighbour method. Kelly and Davis [6] combined the
GA with a weighted k-nearest neighbour (wk-NN) method
in the algorithm called GA-WKNN in order to find a single
attribute weight vector that would improve the classification
results of the wk-NN. A similar kind of approach was used in
[7] where GA was combined with the wk-NN and a parallel
processing environment in order to optimize classification of
large data sets. In both studies, a set of real-valued weights for
attributes to discriminate all classes of data were achieved as
a result after GA runs. The study of Hussein et al. [8] showed
that GA can be applied successfully in setting a real-valued
weight set for 1-NN classifier but the improvement of accu-
racy happened at the expense of increase in processing time.
Results showed that GA methods combining the wk-NN
outperformed the basic k-NN [6-8]. However, a single set of
weights for all classes is not always the best solution because
attributes have a different effect on classes [11]. Therefore,



solutions for searching for a weight for each class and
attribute have been developed. Lee et al. [9] combined the
GA-based attribute weighting method with a modified k-
NN, thus, forming an adaptive feature weighting method
A3FW-MNN that used different sets of attribute weights
for different classes. Also, Mateos-Garcia et al. [10] assigned
different weights to every attribute depending on each class in
their evolutionary algorithm called Label Dependent Feature
Weighting (LDFW) algorithm.

In this research we studied whether the classification per-
formance of the attribute weighted machine learning meth-
ods based on the nearest neighbour search can be improved
when using the genetic algorithm in the evolution of
attribute weighting based on the experts and machine learn-
ing methods when runs were made with a medical data set.
This medical data has been our test data in our previous
researches [16, 17].

2. Material

In this research an otoneurological data set having 951 cases
from seven different vertigo diseases (classes) (Table 1) was
used. The data was collected over a decade starting from the
1990s in the Department of Otorhinolaryngology at Helsinki
University Central Hospital, Finland, where experienced
specialists confirmed all the diagnoses. The distribution of
the disease classes is imbalanced; over one-third of the cases
belong to the Meniere’s disease class (36.8%), whereas the
smallest disease class benign recurrent vertigo has only 2.1%
of the cases.

In total, the data includes 176 attributes concerning a
patient’s health status: occurring symptoms, medical history,
and clinical findings in otoneurologic, audiologic, and imag-
ing tests [18, 19]. Clinical testing has not been done to every
patient and, therefore, there are several test results that have
missing values of the attributes. Attributes with low frequen-
cies of available values were left outside this research. After
leaving out the attributes having over 35% missing values, 94
attributes remained to be used in this research: 17 quantita-
tive (integer or real value) and 77 qualitative attributes (of
which 54 were binary (yes/no), 20 were ordinal, and 3 were
nominal). Genetic algorithm runs were done with the data
including missing attribute values.

3. Genetic Algorithm

The basic idea of the genetic algorithm is the following: in the
beginning, a population of individuals is formed either
randomly or with information about the application domain.
Traditionally, a binary representation of the individuals has
been used but in multidimensional and numerical problems
real-valued representation is nowadays used [14]. In each gen-
eration, the individuals of the population are evaluated with
an objective evaluation function, thus, giving the individual
its fitness rate. A selection method is used to find the fittest
individuals for a new population. Some individuals of the new
population undergo reproduction by means of crossover and
mutation. In the crossover, the information of the individuals
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TaBLE 1: The frequency distribution of vertigo disease classes.

Disease name Abbreviation ~ Frequency %

1 Acoustic neurinoma ANE 131 13.8
2 Benign positional vertigo BPV 173 18.2
3 Meniere’s disease MEN 350 36.8
4 Sudden deafness SUD 47 4.9
5 Traumatic vertigo TRA 73 7.7
6 Vestibular neuritis VNE 157 16.5
7 Benign recurrent vertigo BRV 20 2.1

Total 951 100

is swapped in their corresponding elements. Mutation alters
one or more elements of the individual arbitrarily. Elitism is a
commonly applied survivor selection method. It keeps the
current fittest individual unchanged in the population so the
high-performance individuals are not lost from one gener-
ation to the next [20]. The GA can be ended after a fixed
number of iterations or if no further improvement is observed
after some number of generations.

We utilized the genetic algorithm in the evolution of the
attribute weight values. A pseudocode of the used genetic
algorithm is given in Pseudocode 1. A population contained
21 individuals that used real-valued representation instead of
binary presentation because the attribute weight values were
described with real-valued numbers, not just with 0 and 1.
Each individual consisted of seven different attribute weight
sets for 94 attributes. The individuals of the starting pop-
ulation were based on the weights set by the experts and
machine learning methods. The starting population is defined
more accurately in Section 3.1. The genetic algorithm used
a roulette-wheel selection in parent selection and a uniform
crossover with discrete recombination in offspring creation.
The crossover was done in 80.0% probability (p, = 0.8) and
the crossover points were selected randomly and indepen-
dently for each gene (a field on an individual). Mutation was
done in 1.0% probability (p,, = 0.01) for the gene and it was
done also in a uniform manner: a random value was drawn
from the range [0, 1] which was set as a new value in the cur-
rent position. In addition, elitism was used in order to keep
the best individual within the population during runs. We did
not want to lose the best performing weight set during the
evolution. If the number of the individuals was higher than
21in the end of the generation, a survivor selection was used.
The individuals were ordered by their classification perfor-
mance and the individuals with the lowest accuracy were
discarded from the population. The genetic algorithm ended
after 20 generations or if the best classification accuracy
maintained the same during 10 successive generations. Fur-
thermore, if all the individuals were the same in the popula-
tion, the evaluation ended. The parameters used in the GA
runs are described in Table 2.

The genetic algorithm runs were done separately with
three different machine learning methods used in the
population evaluation: with the nearest pattern method
of the otoneurological expert system (ONE), with the
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[Case, [lerin-- o croa]
dataD = = :
Caseqs, ] [cos1,1 -+ -» Cos1.0a]]
[Weight, [[wigise s W53 W71 > Wy 04]
population Weights = =
Weight,, ] (War 110+ > W 1985+ 5 War 70+ > Wr 7041
population_size = 21
p. =038 /ICrossover rate
P =0.01 //Mutation rate

divide data D into 10 equally-sized subsets
for cv_round =1to0 10 do
divide training data D-d.., .4 into train (6 subsets) and test (3 subsets) data
initialize methods with train data:
cwk-NN and wk-NN OVA: HVDM initialization
ONE: fitness value calculation for values of attributes
evaluate starting population Weights with test data and ONE/cwk-NN/wk-NN OVA
while ending terms of GA are not fulfilled do
//Survivor selection: Elitism
search for the individual with the highest fitness rate from the population
//Parent selection: Roulette-wheel selection with fitness-proportionate selection
for each individual in the population do
calculate individual’s fitness proportionate rate = individual's fitness rate/sum of individuals’
fitness rates
calculate individual’s cumulative fitness proportionate rate
end for
while nr of individuals in the mating pool is smaller than population_size do
generate a random number 7 from [0, 1]
search for the jth individual that has smaller cumulative fitness proportionate rate than
add the jth individual in the mating pool
end while
/ICrossover: Uniform crossover with discrete recombination
for each individual in the mating pool do
generate a random number s from [0, 1]
if s is smaller than p, then
add the individual in the parent pool
else
add the individual in the new population (offspring is a direct copy of its parent)
end if
end for
while two individuals can be taken from the parent pool do
if two individuals are exactly the same then
add the first individual into the new population
take new individual from the parent pool to use in the crossover
end if
for each disease class weight set do
select the crossover points randomly
swap information of two individuals in the corresponding crossover points (create children)
end for
add children in the new population
end while
//Mutation: Uniform mutation
for each individual in the new population do
for each gene of individual do
generate a random number ¢ from [0, 1]
if t is smaller than p,, then
select a random value v from the range [0, 1]
set the value v as a new value of the gene
end if
end for
end for

Pseupocobe 1: Continued.
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evaluate children and mutated individuals in the new population with fest data and
ONE/cwk-NN/wk-NN OVA
add the elite individual without changes into the new population
//Survivor Selection
if nr of individuals in the new population is larger than population_size then
sort cases descending by their fitness rate
discard the last cases in order to have correct nr of individuals in the population
else if nr of individuals in the new population is smaller than population_size then
select randomly missing cases from the old population
end if
end while
initialize methods with training data D-d_, .4t
cwk-NN and wk-NN OVA: HVDM initialization
ONE: fitness value calculation for values of attributes
evaluate the individual with the highest fitness rate after GA with testing data d,, ,,,,,; and
ONE/cwk-NN/wk-NN OVA
end for
PsEUDOCODE 1: Pseudocode of the genetic algorithm used in the evolution of the attribute weight values with 10-fold cross-validation.
TABLE 2: Parameters used with the genetic algorithm. in the classification. The true positive rate expressed the per-
- - centage of correctly inferred cases within the class as
Genetic algorithm parameters
Crossover rate 0.8 tpos, 0
Mutation rate 0.01 TPR =100 Peases, %, @)
Population size 21
Generation 20 (and 100 for ONE) where f,,,, was the number of correctly classified cases in
Elitism Yes (1 individual) class ¢ and n,,,, was the number of all cases in class c. With

attribute weighted k-nearest neighbour method using neigh-
bour’s class based attribute weighting (¢wk-NN), and with
the attribute weighted k-nearest neighbour method using
one-versus-all the other (OVA) classifiers (wk-NN OVA).
The evaluation methods are defined more accurately in
Section 3.2. During the genetic algorithm runs, for each
individual in the population its fitness rate was calculated
with the method at hand; that is, the individual was evaluated
against the method. Within the methods cwk-NN and ONE,
the fitness rate for the individual was defined with a total
classification accuracy (ACC) and within the wk-NN OVA
with a true positive rate (TPR). The total classification
accuracy was used with the ONE and the cwk-NN because all
seven disease classes were classified at the same time whereas
the wk-NN OVA concentrated on one disease class (and its
weight set) at a time. During GA wk-NN OVA runs, it was
more important to find the weight set that separated well the
cases of the disease class at hand from the others than to
classify the other cases also well.

The total classification accuracy showed the percentage of
all correctly classified cases within the data set:

t
ACC = 10029, ©)
ncases
where £,,,; was the total number of cases correctly classified

within classes and » was the total number of cases used

cases

the cwk-NN and wk-NN OVA methods, the classification
performance was calculated from the seven nearest neigh-
bour method (7-NN) results and with the ONE from the first
diagnosis suggestion (ONE1). However, for disease class
benign recurrent vertigo (BRV) with the wk-NN OVA
method it was necessary to use the TPR of three nearest
neighbours (3-NN) as the fitness rate because of the small size
of the disease class at hand. Otherwise the TPR for classifying
BRV would have always been zero. Nonetheless, if there
occurred a situation where TPR of 3-NN was zero with all
individuals in the starting population, a new population was
created randomly and evaluated. Random new population
was created at most ten times and if the TPR did not change
during 10 runs, GA run was ended.

A 10-fold cross-validation (CV) [2] was used in evaluating
the classification performance of the genetic algorithm. The
data was randomly divided into 10 subsets of approximately
equal size. The division was made in a stratified manner to
ensure that the class distribution of each subset resembled the
skewed class distribution of the entire data set. In the begin-
ning, one cross-validation partition (10% of the data) was
left aside to test the performance of the found best individual
after genetic algorithm run. The nine cross-validation parti-
tions (90%) were used during the training process. In order
to calculate the fitness rate for each individual in the popu-
lation during genetic algorithm runs, the training data was
further divided into two parts: six cross-validation parts were
used for training and three cross-validation parts were used
for testing the current machine learning method used in the
fitness rate calculation. Thus, during the genetic algorithm
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run 60%-30% data division was used. After the genetic
algorithm run, the individual having the highest fitness rate
was declared as a result of weight combination and it was then
tested with the left aside test data subset. The 10-fold cross-
validation was repeated ten times. In total, there were 100 test
runs per each evaluation method used in the genetic algo-
rithm. The same cross-validation divisions were used with all
the evaluation methods—that is, each method had the same
training and testing sets used during the genetic algorithm
runs.

3.1. Starting Population. The starting population consisted
of 21 individuals. Each individual included seven different
attribute weight sets (weights for 94 attributes), one set for
each disease class. Instead of selecting the starting individuals
at random, we decided to use good “guesses” as a starting
point. Therefore, the starting individuals were based on the
attribute weights defined by the domain experts (three differ-
ent weight set versions) and learnt by three machine learn-
ing methods (the Scatter method [21-23] and the weight-
ing method of the instance-based learning algorithm IB4
[24] and its variant IBlw). Based on the weight sets defined
by the experts and the machine learning methods, two
different modifications were created from weight sets with
50% random mutation, thus having 18 weight sets in total. In
addition to these, three totally random weight sets were
created into the starting population.

The weight values were computed with the machine
learning methods from the imputed data set, that is, from the
data set where the missing values of attributes were substi-
tuted with the class-wise modes of the qualitative and the
class-wise medians of the quantitative attributes. In total,
10.1% of the values of attributes were missing in the data set.
The imputation was done class-wise on the basis of the whole
data prior to data division into training and testing sets. The
calculation of the weights was repeated 10 times for each CV
training set in the Scatter, IB4, and IBlw methods and the
mean weights of the 10 repetitions were used in the classifica-
tion to handle the randomness in these methods. The weights
defined by the application area experts were the same for each
CV training set.

The experts’ weights were based on three different com-
binations. The first weight set included the original attribute
weights defined by a group of experienced otoneurological
physicians for the decision support system ONE made in the
1990s [25]. The second and the third weight sets were defined
by two domain specialists during the upgrade process of the
decision support system in the 2000s [16].

The Scatter method is normally used for attribute impor-
tance evaluation [21-23]. It calculates a scatter value for
an attribute that expresses the attributes’ power to separate
classes in the data set. For attribute weighting purposes, the
scatter values were calculated for each attribute in different
class versus other classes’ situations. In order to use the scatter
values as attribute weights, it was necessary to take inverses of
scatter values.

The weight calculation method of the IB4 classification
method computes attribute weights independently for each

class with a simple performance feedback algorithm [24]. The
attribute weights of IB4 reflect the relative relevancies of the
attributes in the class. The difference between IB4 and its sim-
pler version IBlw is that IBlw saves all processed cases in its
class descriptions and does not discard any cases from the
class descriptions during runs. Also, the cases with poor
classification records are kept in class descriptions with IBlw
whereas IB4 discards these cases based on their past perfor-
mance during classification.

More detailed description of the machine learning meth-
ods Scatter, IB4, and IBlw and their use in weight formation
will be given in the paper [17].

In order to have different weight sets comparable to each
other during the genetic algorithm runs, the attribute weights
were normalized into range [0, 1]. The values of each weight
set were divided by the highest weight value occurring in the
weight calculation method at issue.

3.2. Evaluation Methods

3.2.1. Nearest Pattern Method of ONE. The first method used
within the genetic algorithm to evaluate the performance of
the individuals in the population was the inference mecha-
nism of the otoneurological decision support system ONE
[26]. Its inference mechanism resembles the nearest neigh-
bour methods of pattern recognition. Instead of searching for
the nearest case from the training set, it searches for the most
fitting class for a new case from its knowledge base.

In the knowledge base of ONE, a pattern is given to each
class that corresponds to one vertigo disease. The pattern can
be considered a profile of a disease as it describes its related
symptoms and signs. Each class in the knowledge base is
described with a set of attributes with weight values express-
ing their significance for the class. In addition, a fitness value
for each attribute value is given to describe how it fits the class.
The fitness values for attribute values were computed on the
basis of the 60% part of training data. Fitness values can have
values between 0 and 100. The fitness value 0 means that the
attribute value does not fit the class, whereas the fitness value
100 shows that the value fits the class perfectly. The weight
values for attributes were given in the population in the GA;
thus, the weight values varied from 0 to 1. The greater the
weight value is, the more important the attribute is for the
class.

The inference mechanism calculates scores for the classes
from the weight and fitness values of the attributes. The score
S(c) for a class c is calculated in the following way:

Z,f:(cl) x(@w(ca) f(ca,j)
Y29 x (@) w(c,a)

where A(c) is the number of the attributes associated with
class ¢, x(a) is 1if the value of attribute a is known and other-
wise 0, w(c, a) is the weight of the attribute a for class ¢, and
f(c,a, j) is the fitness value for the value j of the attribute a
for class ¢ [26]. In the case of quantitative attributes, the fitness
values are interpolated by using the attribute values in the
knowledge base as interpolation points. The fitness values are
altered to the range of 0 to 1 during the inference process.

S(e) = 3)




In addition to the score, the minimum and maximum scores
are calculated for the classes using the lowest and the highest
fitness values for the attributes having missing values.

The classes are ordered primarily by the score and secon-
darily by the difference of the minimum and maximum score.
If the classes have the same score but one class has a smaller
difference between the minimum and maximum scores than
the others, the class having the smallest difference is placed
higher in order. If the classes have the same score and the
minimum and maximum score difference, their order is sel-
ected randomly. The class having the highest score is referred
to as the best diagnosis suggestion.

Some vertigo diseases resemble each other by having a
similar kind of symptoms with other diseases during some
phase of the disease and, in addition, some patients can actu-
ally have two (or more) vertigo diseases present concurrently
[27]. Therefore, it is good to check the classification results of
ONE with more than one disease suggestion. In the end, the
final diagnostic choice must be made by the physician based
on the information given on all alternative diseases [27].

3.2.2. Attribute Weighted k-Nearest Neighbour Method Using
Neighbour’s Class-Based Attribute Weighting. The other
method used in the population evaluation was the attribute
weighted k-nearest neighbour method using neighbour’s
class-based attribute weighting (cwk-NN). The distance
measure of the basic k-nearest neighbour method [1] was
expanded to take the attribute weighting into account [6].
Lee et al. [9] used a similar class-dependent attribute
weighting with their modified k-nearest neighbour method
where different attribute weight sets for different classes were
determined with the adaptive-3FW feature weighting
method. With our ¢wk-NN the attribute weighting depends
on the disease class of the neighbour case. Thus, there ought
to be as many attribute weights sets available as there are
classes.

The distance measure used with the cwk-NN was the Het-
erogeneous Value Difference Metric (HVDM) [28] expanded
with the attribute weighting. HVDM was used because it can
handle both qualitative and quantitative attributes in the data
set. The attribute weighted HVDM is defined as

weighted HVDM (x, y) = Z wo,d (% y,)° (4

a=1

where m is the number of attributes, c is the disease class of
the case y, w,, is the weight of the attribute a in class ¢, and
d,(x,, y,) is the distance between the values x, and y, for
attribute a. The distance function d,(x,, y,) is defined as

dﬂ (xu’ ytl)

1, if x or y is unknown
= { normalized vdm, (x,, y,),  if a is qualitative

normalized_diff, (x,, y,), otherwise.

)

Because HVDM computes distances to qualitative and other
attributes with different measurement ranges, it is necessary
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to scale their results into approximately the same range in
order to give each attribute a similar influence on the overall
distance [28]. The normalized distance to a quantitative
attribute is calculated with (6):

|xa —) al

normalized _diff, (x,, y,) = e (6)

a

where o, is the standard deviation of the numeric values of
attribute a in the training set of the current classifier, and to a
nominal attribute with (7):

2

c
N N,
normalized_vdm,, (x,, y,) = Z _axe _BrE) A7)
c=1 Na,x Na,y

where C is the number of output classes in the problem
domain (in this case C = 7), N, () - is the number of cases in
T that have a value x (or a value y) for attribute a and the
output class ¢,and N, ,, is the number of cases in T" that have
a value x (or a value y) for attribute a [28]. In other words,
we are calculating the conditional probabilities to have the
output class ¢ when having attribute a with the value x (or
the value y).

This approach allowed modifications of all the weights at
the same time.

3.2.3. Attribute Weighted k-Nearest Neighbour Method Using
One-versus-All Classifiers. In addition to the neighbour’s
class-based attribute weighting the attribute weighted k-
nearest neighbour method was tested with one-versus-all
classifiers (wk-NN OVA). Within this method, the multiclass
classification problem was converted into multiple binary
classifiers—that is, the m class problem was divided into m
binary problems [29]. Each binary OVA classifier was trained
to separate a class from all the other classes by marking the
cases of this one class as member cases and the cases of the
other classes as nonmember cases in the training set.

The attribute weighted k-NN OVA is an instance-based
learning method that searches for the k most similar cases
(neighbours) of a new case from each classifier separately.
There is one classifier per each class and each classifier gives a
vote for the case being a member or nonmember of the class
based on the majority class of the k neighbours. The final class
of the new case is assigned from a classifier suggesting the
case being a member of a class. There can occur a situation in
which the new case gets more than one member of a class vote
(a tie situation) or all of the classifiers vote for the other class
(the case to be a nonmember of all the classes). In a tie situa-
tion the class of the new case is determined by searching for
the most similar member case from the member voting
classifiers. The case gets the class of the member case with the
shortest distance to it. When all the classifiers vote for the case
to be a nonmember, the basic 1-nearest neighbour classifier
using the whole training data containing the original disease
classes is employed to find the most similar case (and its class)
for the new case.

The distance measure used in the wk-NN OVA was also
the HVDM measure. The difference in the HVDM descrip-
tion in (4) is that the c is the class of the classifier at issue, not
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TABLE 3: Example evaluation computation time of one population (21 individuals, one generation) in GA runs with different computers.

Example one population evaluation time

Computer GA ONE GA cwk-NN GA wk-NN OVA Specifications

C1 3min25s 48 min 54 s 4h57min8s W7 Intel Core i7-3540M 3.00 GHz, 16 GB RAM

C2 — 49 min53s 6h59minl6s 13-530 2.93 GHz, 12 GB RAM

C3 — 3h47 min4ls 9h41min9s Q6600 2.4 GHz, 8 GB RAM

C4 — 3h12min4ls 21h14min0s HP ProLiant DL580 G7 server: 4" Intel Xeon X7560 2.26 GHz, 1 TB RAM
C5 — 3h4min58s 7h22min52s DL785 G5 server: 8 AMD Opteron 8360 SE 2.5 GHz, 512 GB RAM
C6 — — 10h34 min55s Intel Core2 Duo E6750 2.66 GHz, 2 GB RAM

TABLE 4: The ending time of the genetic algorithm runs within different evaluation methods.

Genetic algorithm GA ONE GA cwk-NN GA wk-NN OVA GA ONEI00

Ended before 20th generation [%] 75.0 18.0 82.9 39.0"
Ended on 10th generation [%] 48.0 6.0 54.9 12.0*

Ended on 20th generation  [%] 25.0 82.0 171 61.0"

“The ending generations of the GA ONEI00 runs was examined before 100th generation, on 50th generation and on 100th generation.

the class of the case y. In addition, in (7) wk-NN OVA has two
output classes (C = 2). The data in the learning set T' of the
classifier is divided into the member and nonmember classes.

4. Results

The results of the GA runs with ONE and cwk-NN as an
evaluation method were the averages of the 10 times repeated
10-fold cross-validation whereas the results with the wk-NN
OVA were the averages of the 5 times repeated 10-fold cross-
validation. The 10-fold cross-validation was repeated only five
times with the GA wk-NN OVA due to its huge computation
time. For example, the evaluation of a population (21 individ-
uals in one generation in a GA run) in one cross-validation
set with the GA ONE lasted 3 minutes and 25 seconds, with
the GA cwk-NN 48 minutes and 54 seconds, and with the
GA wk-NN OVA 4 hours, 57 minutes, and 8 seconds when
running the GA with the computer C1 (Table 3). With the
other computers, the computation was even slower. Thus,
at worst, the computation time of one cross-validation set
lasting 20 generations with the computer CI and GA wk-NN
OVA was over four days (over 12 days with C4) assuming
that within each generation all individuals were evaluated. In
practice, the number of evaluated individuals varied within
generations due to the crossover and the mutation. Notice
that computers C4 and C5 were servers having several other
users simultaneously and, thus, we had only minor part of
their CPU in use. During GA ¢cwk-NN and GA wk-NN OVA
runs, the GA was run parallel in five computers, thus, having
at best 11 parallel GA runs in process. GA ONE was run only
with the computer CL

The number of generations in the GA runs with all
used evaluation methods varied from 10 to 20. In total,
75.0%, 18.0%, and 82.9% of GA runs ended before the 20th
generation due to having the same best accuracy (GA ONE
and GA cwk-NN) or TPR (GA wk-NN OVA) in 10 consecutive
GA runs with ONE method, cwk-NN, and wk-NN OVA,
respectively (Table 4). With the GA wk-NN OVA, all the

GA runs with the disease classes sudden deafness, traumatic
vertigo, and benign recurrent vertigo ended before the 20th
generation and with the other classes from 58.0% to 88.0%
of the runs. If the number of ending generation was 10, this
meant that the best ACC or TPR in the population did not
change at all during the GA run and, therefore, the run was
ended. GA cwk-NN ended after 10 generations only in 6.0%
of the GA runs whereas GA ONE and GA wk-NN OVA ended
during the GA runs around half of runs (in 48.0% and 54.9%
of runs, resp.). In the GA wk-NN OVA runs, this happened
especially with disease class traumatic vertigo where all CV
runs ended after 10 generations and with sudden deafness
(96.0%) and benign recurrent vertigo (94.0%). The other
disease classes ended during the GA wk-NN OVA runs after
10 generations from 12.0% (acoustic neurinoma) to 34.0%
(vestibular neuritis) of the runs. Most of the GA cwk-NN runs
lasted 20 generations (82.0%) whereas only a fourth of the
GA ONE runs and 17.1% of the GA wk-NN OVA runs went
through 20 generations.

Within the GA wk-NN OVA runs of the disease class
benign recurrent vertigo occurred situations where the TPRs
in the starting population were zero regardless of using the
TPR of 3-NN instead in population evaluation. The TPR of
3-NN was used with BRV instead of 7-NN because of the
small size of the disease class. The TPRs of starting individuals
were zero in 30 out of 50 cross-validation sets within the
GA wk-NN OVA run concentrating on the BRV. In this case,
new starting individuals were created randomly. Random
individual creation was repeated in different cross-validation
sets from one to five and nine times. The GA wk-NN OVA
run ended if the TPR of starting population stayed zero ten
times. This happened in 14 (28.0%) cross-validation sets only
with the disease class benign recurrent vertigo.

In order to see the effect of genetic algorithm on the popu-
lation, we examined the worst and the best total classification
accuracies of individuals (the attribute weight vectors) in the
beginning and in the end of the genetic algorithm run. The
mean worst and the mean best total accuracies and their
standard deviations with GA runs using ONE and cwk-NN as
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TaBLE 5: The mean and its standard deviation of the best and worst total classification accuracies of individuals in the starting and ending
populations occurring during different GA runs within 10 times (in GA wk-NN OVA 5 times) repeated 10-fold cross-validation.

Best accuracy [%] Worst accuracy [%)]

Method Population
Mean Std dev. Mean Std dev.
start 74.0 0.8 49.8 1.6
GA ONE d 3.8 0 61.4 2.8
(ONEI) en 73. 7 1. .
end 100 73.9 0.9 66.5 2.0
GA cwk-NN start 63.6 16 279 22
(7-NN) end 68.3 1.9 56.2 22
GA wk-NN OVA start 79.2 0.5 75.3 0.5
(7-NN) end 78.6 0.9 78.7 0.8

TABLE 6: The starting point of the genetic algorithm using ONE inference (GA ONE), the attribute weighted k-nearest neighbour method
with neighbour’s class-based attribute weighting (GA cwk-NN) and with OVA classifiers (GA wk-NN OVA) as evaluation method. The true
positive rates (TPR) of seven disease classes and the total classification accuracies of the best individual from the starting population are given

in percentages (%) from 10 times (five times with GA wk-NN OVA) repeated 10-fold cross-validation.

Disease =~ ANE BPV MEN SUD TRA VNE BRV  Median TPR  Total accuracy
Cases 131 173 350 47 73 157 20 951
ONEIL 635  55.0 911 674 840 675 37.0 67.4 74.0
GA ONE ONEI2 760 847 966 970 963 754 695 84.7 875
ONEI23 881 947 981 99.6 999 846  86.0 94.7 93.8
I-NN 476 502 757 287 590 550 105 50.2 58.8
3-NN 489 525 822 240 589 570 9.0 52.5 61.9
GA cwk-NN 5-NN 49.0  54.4 85.1 211 57.0 56.5 8.5 54.4 62.9
7-NN 489 550  86.6 196 563 578 5.5 55.0 63.6
9-NN 492 56.0 87.8 164 534 575 3.5 53.4 63.7
I-NN 704 735 850 672 627 782 190 70.4 75.8
3-NN 711 758 91.8 732 6Ll 79.4 180 73.2 79.2
GA wk-NN OVA 5-NN 707 757 92.8 745 625 795 15.0 74.5 79.6
7-NN 699 747 930 732 600 801  15.0 73.2 79.2
9-NN 68.9 732 932 719 581 805  16.0 71.9 78.7

an evaluation method were calculated from 10 times repeated
10-fold cross-validation and with GA runs using wk-NN OVA
from 5 times repeated 10-fold cross-validation (Table 5). The
mean best accuracies stayed approximately the same with the
GA ONE, whereas the mean best accuracy increased 4.7%
with the GA cwk-NN and decreased 0.6% with the GA wk-
NN OVA. The improvement can be seen from the mean worst
classification accuracies: the worst accuracy occurring in the
population increased during GA runs, especially with the GA
cwk-NN (28.3%). With the GA ONE, the mean worst accuracy
improved 11.6% when using at most 20 generations and 16.7%
when using at most 100 generations. With the GA wk-NN
OVA, the improvement was moderate (3.4%) but one must
notice that its mean worst classification accuracy was already
over 75% in the starting population, which was better than
the mean best accuracies of the other methods.

The more detailed results of the GA ONE, the GA cwk-NN,
and the GA wk-NN OVA runs in the beginning and in the end
with the best individual occurring in the population are given
in Tables 6 and 7. The true positive rates of the disease classes

are shown with GA ONE for the first (ONEL1), the first and
second (ONEI12), and the first, second, and third (ONEI123)
diagnosis suggestions of ONE and with GA cwk-NN and
GA wk-NN OVA for one, three, five, seven, and nine nearest
neighbours (I-NN-9-NN). During cross-validation runs in
GA, the individuals were evaluated by the total classification
accuracy of the ONEI with the GA ONE and of the 7-NN with
the GA cwk-NN and by the true positive rate of the 7-NN with
the GA wk-NN OVA (except with disease class BRV that used
the TPR of 3-NN). The true positive rate was used as a fitness
rate with the GA wk-NN OVA instead of the total accuracy
because it concentrated on classifying one disease class at a
time whereas GA ONE and GA cwk-NN classified all seven
disease classes at the same time.

Within 20 generations lasting GA, the best improvement
between the start population and the end population was
yielded with the GA cwk-NN that improved the total classifi-
cation accuracies and the mean true positive rates when using
one to nine nearest neighbours in the classification. Total
classification accuracy of the GA cwk-NN rose at best 5.1%
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TABLE 7: The end result of the genetic algorithm using ONE inference (GA ONE), the attribute weighted k-nearest neighbour method with
neighbour’s class-based attribute weighting (GA cwk-NN) and with OVA classifiers (GA wk-NN OVA) as evaluation method in population
evaluation after at most 20 generations. The true positive rates (TPR) of seven disease classes and the total classification accuracies of the
best individual in the end population are given in percentages (%) from 10 times (five times with GA wk-NN OVA) repeated 10-fold cross-

validation.
Disease @~ ANE BPV MEN SUD TRA VNE BRV  Median TPR  Total accuracy
Cases 131 173 350 47 73 157 20 951
ONEIL 635 554 908 662 830 680  3L5 66.2 73.8
GA ONE ONEI2 770 827 964 936 962 762 620 82.7 87.0
ONEI23 876 928 980 985 995 844 845 92.8 93.2
I-NN 702 500 684 306 700 603 150 60.3 61.1
3-NN 70.8 539 78.1 277 725 629 145 62.9 65.9
GA cwk-NN 5-NN 70.5 56.1 81.5 232 71.9 63.8 12.0 63.8 67.4
7-NN 695  56.6 847 211 710  63.9 8.5 63.9 68.3
9-NN 69.0 575 86.6 181 697 641 6.0 64.1 68.8
I-NN 71.5 741  84.6 672 671 77.8 18.0 71.5 76.2
3-NN 716 753 91.7 749 668 787  16.0 74.9 79.5
GA wk-NN OVA 5-NN 704  73.6 92.2 770 636 792  14.0 73.6 79.1
7-NN 704 718 926 770 595  79.6  13.0 71.8 78.6
9-NN 705 724 927 749 597 796  13.0 72.4 78.7

(in 9-NN) and median TPR 10.7% (in 9-NN). The GA had a
smaller effect on the results of the GA ONE and the GA wk-
NN OVA. The results in the start population and in the end
population stayed quite near each other. Small improvement
in the mean total classification accuracy and the mean TPR
can be seen with the GA wk-NN OVA using one or three
nearest neighbours in the classification. Otherwise, the total
classification accuracies decreased a bit when using the GA
ONE and with the GA wk-NN OVA using five or seven nearest
neighbours in the classification.

Changes within the true positive rates of disease classes
compared to the start and end results varied between meth-
ods. The GA cwk-NN mainly increased the TPRs. During GA
runs, it increased the most the TPR of acoustic neurinoma
(22.6% in 1-NN) and traumatic vertigo (16.3% in 9-NN).
Menieére’s disease was the only class where the TPR decreased
(at worst —=7.3% in 1-NN) during GA cwk-NN runs. With the
GA ONE, the TPRs of classes mainly decreased. It decreased
the most the TPR of benign recurrent vertigo (=7.5% in
ONEI2) and sudden deafness (-3.4% in ONEI2). However,
small increase in TPR can be seen with acoustic neurinoma
(1.0% in ONEI2) and with vestibular neuritis (0.8% with
ONEI12). With the GA wk-NN OVA, some TPRs increased and
some decreased. The TPR increased the most with traumatic
vertigo (5.8% in 3-NN) and sudden deafness (3.8% in 7-NN)
and decreased the most with benign recurrent vertigo (-3.0%
in 9-NN) and benign positional vertigo (—2.9% in 7-NN).

Because the computation time with the ONE method was
so much faster than with the k-nearest neighbour methods,
the evolution of the population with GA ONE runs was tested
also with 100 generations in addition to the 20 generations.
The ending condition was also changed: the GA run ended if
the maximum accuracy stayed the same in 50 successive runs
or 100 generations were run. In total, 39.0% of the GA ONEI00

TaBLE 8: The end result of the genetic algorithm using ONE
inference in population evaluation after at most 100 generations.
True positive rates and the total classification accuracies of the best
individual in the end populationare given in percentages [%] from
10 times repeated 10-fold cross-validation.

Disease Cases GA ONE100
ONE1 ONEI12 ONEI123

ANE 131 67.1 79.9 89.6
BPV 173 56.9 82.0 92.8
MEN 350 89.9 96.1 97.9
SUD 47 61.7 90.9 97.0
TRA 73 80.3 96.4 99.7
VNE 157 69.6 78.7 86.0
BRV 20 23.0 53.5 75.0
Median TPR 671 82.0 92.8
Total accuracy 951 73.9 873 93.5

runs ended before the 100th generation and within 12.0% of
the runs there was no change in the best total classification
accuracy during 50 generations (Table 4). The classifica-
tion results of the GA ONEIOO runs are given in Table 8.
The increase of generations from 20 to 100 did not affect
much the mean total classification accuracy nor the mean
median TPR. Within disease classes, benign recurrent vertigo
suffered the most from the generation increase: its true
positive rate decreased at worst —16.0% (ONEI2) compared to
the starting population and —9.5% (ONE123) compared to the
20th generation. The best TPR increase was achieved with
acoustic neurinoma: 3.9% from the starting population and
3.6% from the 20th generation.
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5. Discussion and Conclusion

Genetic algorithm runs were done with three different popu-
lation evaluation methods in order to see whether the classifi-
cation performance of the attribute weighted methods based
on the nearest neighbour search can be improved when using
the genetic algorithm in the evolution of attribute weighting.
The attribute weighting in the starting population was based
on the weights described by the application area experts
and machine learning methods instead of random weight
setting. The genetic algorithm runs were done separately with
the nearest pattern method of ONE (GA ONE), with the
attribute weighted k-nearest neighbour method using neigh-
bour’s class-based attribute weighting (GA c¢wk-NN), and
with the attribute weighted k-nearest neighbour method
using one-versus-all classifiers (GA wk-NN OVA). The 10-fold
cross-validation was repeated 10 times with GA ONE and GA
cwk-NN and 5 times with GA cwk-NN OVA due to its huge
computation time.

The GA runs lasted at maximum 20 generations, 10 gen-
erations if there were no change in the best classification
accuracy. Most of the GA runs with GA ONE and GA wk-
NN OVA ended before the 20th generation (75.0% and 82.9%,
resp.) and around half (!) of the GA runs ended without a
change in the best classification (ended after 10 generations;
48.0% and 54.9%, resp.). Only 18.0% of the GA cwk-NN runs
ended before the 20th round and 6.0% after 10 generations.

The total classification accuracies and the mean true pos-
itive rates were improved within GA cwk-NN runs whereas
with GA ONE and GA wk-NN OVA the results in the begin-
ning and in the end population stayed quite near each other.
One reason why the GA did not improve much the total
classification accuracies with the GA ONE and the GA wk-
NN OVA might be that the attribute weights used in the start-
ing population were already optimized for separate disease
classes. In addition, also the fitness values for ONE method
can be said to be the best occurring fitness values because they
were computed from the otoneurological data with the
machine learning method.

Hussein et al. [8] noticed that in some applications a strict
cost-benefit analysis may rule out the use of genetic algorithm
optimization because of its increase in processing time (e.g.,
100-150% increase in counting time compared to the basic
classifier with 200 train and test cases and over 400% when
using 3824 train cases and 1797 test cases with k-NN leave-
one-out). Also, Kelly and Davis [6] admit that it can take a
tremendous amount of time to find high-performance weight
vectors for variably weighted machine learning methods. The
results in [3] showed that the extensions of the k-NN yielded
generally better results at the cost of speed since all extensions
required a training phase. In this research, the GA wk-NN
OVA was really time-consuming compared to GA cwk-NN
and GA ONE. However, if the weight calculation needs to be
done only once or quite seldom, the time issue is not that
crucial, especially if it improves the performance of the
method.

In this study the weights set by the experts and learnt by
machine learning methods were used as a starting point. This
helped a lot the search of appropriate weights but there might

Journal of Computational Medicine

be different attribute weight combinations with as good or
even better classification results. Therefore it would be good
to test genetic algorithm also with totally random starting
population and with several different parameters in offspring
creation and mutation.
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