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Information societies today are flooded with massive amounts of data. Moreover, with
new technology being developed every day, machines can perform faster than they used
to at an exponential rate. New processors which are faster and smaller result in a higher
capability to produce more data and in a reduction of the size of the device. Even our
capabilities to absorb information are still the same. The representation of data or
information can still be improved through information visualization, that is to say, the
knowledge of how to represent data or information by using interactive 2D or 3D color
graphics and animations. By using this knowledge, many new methods for displaying
information have been discovered especially for mobile device where screen space is
very limited. This thesis contains a study of a multiple-view visual transformation
technique on a mobile device, namely, Nintendo DS, by constructing a 2D navigational
map program. [ first compare several studies about different methods of visual
transformation and explain why I chose multiple-view as my preference. To design the
prototype map program I used the knowledge from the information visualization field
especially information visualization framework. The implementation was done by using
homebrew software development kits. The user study on how the technique works
showed that the effectiveness and satisfaction score of the program is at medium to
good level, while users’ preference for this visualization technique on this machine is

very good.
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1. Introduction

Information societies today are flooded with massive amounts of data. For example, the
introduction of blogs has brought us the new world of online writing. Anyone with a
minimal knowledge of computers can write about his or her own ideas, comments, or
anything else online. In a matter of seconds, that writing can be viewed by everyone on
the planet. Moreover, with new technology being developed every day, machines are
performing faster than they used to be at an exponential rate. New processors that are
faster and smaller result in higher capabilities to produce more data and to reduce the
size of devices. However, our capabilities to absorb information have remained the
same.

Due to these reasons, we need to develop ways to find the relevant information
from the vast amount of data, and then to display that information in the most effective
and efficient manner possible. A common problem for displaying information occurs
when there is too much data to display on one screen. In particular, for small screens,
the matter is more complex than for large screens. For example, a stock market chart
can be displayed live on a normal personal computer or television screen without
problems. However, if the same chart is to be viewed from a pocket pc or mobile
phone, it is almost impossible to receive the same amount of information as that
received from a bigger screen.

Thus, information visualization [Card et al.,, 1999] has become fundamental
knowledge for human-computer interaction and displaying information. Information
visualization deals with the knowledge of how to represent data or information by using
interactive 2D or 3D color graphics and animations. By applying this knowledge, many
new methods for displaying information have been discovered. One type of application
that has received great benefit from information visualization is the interactive map.

Since the introduction of graphic user interfaces, interactive maps have
continuously been developed by various companies and researchers, especially those
researchers who focus on visualizing interactive maps. For example, Goal-Directed
Zoom by Woodruff et al. [1998] offered an automatic zoom system. Users can choose
which object to see and the view will be adjusted automatically. CZWeb by Fisher et al.
[1997] offered a map of the WWW that shows where users have already visited and
allows users to create their own “interactive internet maps” for themselves.

An interactive map system consists of two parts, the display part and the control
part. Each part can have different designs depending on user needs and system
limitations. The display part can be on a normal personal computer screen, a regular
television screen, a huge plasma screen, or a small device such as a PDA, a mobile

phone, a GPS device, or even a wrist watch. Many techniques have been proposed to



help users access the information more easily and quickly, including fisheye view
[Gutwin and Fedak, 2004a], multiple views [Baldonado et al., 2000], and zoom view
[Plumlee and Ware, 2006]. As for the control part, there are many ways to control the
interaction, depending on the input device of the system. The input device can be as
simple as a mouse and keyboard, touch screen, or touch pen, or as advanced as a 3D
pointer, speech recognition device, or gaze-based input device.

A problem that interactive maps face is when users want to display a map that is
bigger than the screen size. This issue becomes more troublesome when interactive
maps must be displayed on small and limited spaces such as mobile devices [Gutwin
and Fedak, 2004b]. Normal computer screens range in size from around 1280x1024 to
1600x1200 pixels. On the other hand, mobile devices sometimes contain only 320x240
pixels or less. Visualization techniques are required to overcome this matter.

In the year 2004, Nintendo [http://www.nintendo.com] released a hand-held game
console which may shed some light on the visualization problem with regard to
interactive maps. The system is called “Nintendo DS” [http://www.nintendo.com/ds].
The Nintendo DS is a unique mobile machine that has two equally-sized screens, with
the bottom screen being a touch screen. The built-in dual screens are perfectly suited
for multiple views visualization techniques since one major problem of multiple views
is the consumption of screen space [Schafer et al., 2002]. The size of both screens is
256x192 pixels, which is a little small compared to other mobile devices. However,
with two screens, the Nintendo DS offers more total space.

It has been almost three years since the release of the Nintendo DS, but there have
been few research studies about interactive maps on this device. Therefore, my purpose
in this thesis is to demonstrate another possibility for interactive maps on small devices
by using the Nintendo DS as hardware. The main idea of this interactive map is to have
an overview map on one screen while the other screen displays the zoom map. Users
can select which area is shown in the zoom map by simply touching the corresponding
area in the overview map. Users can also drag the stylus around on the overview map,
and the zoom map will move accordingly to the movement of the stylus.

Another objective of this interactive map is to provide more information on
locations or landmarks in the map. For example, when users touch the shop icon,
information about that shop will appear onscreen. This information can include such
things as place name and opening hours. The idea for this project came from multiple
views map programs, which have small overview windows and big zoom windows. |
find this kind of map to be very useful and easy to understand because I can
simultaneously see my general location within the map along with the details of my
location. However, it is impossible to have two views on a normal mobile device (think

about mobile phones, palm pilots, and pocket PCs) because the screen size and shape is



not suited for supporting two maps. On the contrary, the Nintendo DS has two screens
and is perfect for this kind of visualization.

First, in this thesis, I will introduce the main principles of information
visualization, including definitions, needs, goals, and reference models. After that, |
will consider the definition of interactive map, which is the main program of this thesis.
In addition, I will examine the subcategory of interactive maps that consists of
navigational maps and explain the elements of navigational maps. Then, I will discuss
and compare previous research studies on popular visualization techniques that made
use of navigational maps, including panning, fisheye view, zooming, and multiple
views.

In the next part of this thesis, I will review the Nintendo DS, the handheld mobile
gaming device with two screens. The dual screen system is a special feature that
separates this small gadget from other small devices in the market. Following the
overview, I will discuss the process of designing the prototype program, which consists
of the interactive map on the Nintendo DS. Information about implementation will also
be included. Lastly, I will evaluate and discuss the test results on participants, and

provide a conclusion.



2. Information visualization

In this chapter, I will introduce the main principles of information visualization,

including definitions, needs, goals, and reference models.

2.1. Definitions
Information visualization is a term that has been defined by many people. For example,
Card et al. [1999] writes that “information visualization is the use of computer-
supported interactive, visual representations of abstract data to amplify cognition.” The
famous scientist Herbert A. Simon also writes that “information visualization is a
process of transforming data and information that are not inherently spatial, into a
visual form allowing the user to observe and understand the information.” However, no
matter the definition, information visualization is meant to help users explore, make
sense of or discover the piece of information they need from a vast amount of total
information.

Information visualization falls under a branch of computer graphics and user
interface design. Active research areas encompass information graphics, computer

graphics, human-computer interaction and cognitive science.

2.2. Needs and goals

The need for better visualization comes from the limited cognitive abilities of humans.
Information visualization which is count as external cognition is the knowledge that
teaches us to use cognitive items to amplify our cognition. The obvious example is to
try to multiply many-digit numbers with or without using pencil and paper. The latter is
almost impossible. Although the multiplication itself is not hard, the hard part is to
remember the partial results.

However, the goals of information visualization are more specific than external
cognition. There are three goals of information visualization: discovery, decision
making and explanation. For the purpose of discovery, explorative analysis is used.
Normally, there is no initial hypothesis about the data. The results of this analysis will
provide overall information to better understand the data set. As for the purpose of
decision making, confirmative analysis must be conducted. After obtaining a hypothesis
about the data, the next step is to look for what users need. The process will focus on
determining if the hypothesis is correct and will result in confirmation or rejection of
the hypothesis. The last purpose is explanation. For this purpose, the appropriate
visualization technique must be used in order to point out certain facts about the data

set.



2.3. Reference models

Reference models are important tools for researchers that provide standards to help
everyone understand information visualization in the same way. There are several

reference models for information visualization, such as the reference model by Spence
[2001] and the reference model by Card et al. [1999].

REPREmTION HIGHER-ORDER
COGNITIVE
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Problem (re)formulation
represented data

Evaluation of options
Strategy formulation
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INTERPERTATION

INTERACTION to soloct
the required view of dala

Decision making

Figure 1. Reference model by Robert Spence [2001]

In the reference model by Spence, there are four separate processes: selection,
encoding, presentation and interaction. Selection refers to the entry of data into the
system. In the diagram, encoding refers to the “representation of data” in specific
forms, mostly in visual forms. Presentation refers to the method of displaying encoded

data in an appropriate way. And lastly, interaction refers to the actions undertaken by
users to change or manipulate the view of data.

DATA VISUAL FORM
Raw Data o Visual .
—b B —
Data Tables Structures Viaws
Data Visual View
Transformations Mappings Transformations

l | I

HUMAN INTERACTION

Figure 2. Reference model by Card et al. [1999]

In my opinion, the reference model by Card et al. is easier to understand in
comparison to the model by Spence, because in this model, actions and objects are
displayed separately. However, the contents of the two models are the same. More
specifically, the process of data transformations in the model by Card et al. is

equivalent to the process of encoding in the model by Spence. Likewise, visual



mappings and view transformations are equivalent to presentation. Finally, interaction

is the last process in both models.

2.3.1. Data transformations

The first step of information visualization is data transformation. In this step, raw data
will be verified, categorized, ordered, and mapped into a data table. Raw data can be
any kind of data. Normally, raw data will be in a form that is hard to understand, which
prevents users from obtaining insights or answering questions related to the data.
Therefore, the raw data must be transformed into a set of relations and then put into a
data table. The data table will then contain organized raw data as well as metadata used
for describing the relations between data values.

Raw data can be mapped into a data table in an unlimited number of ways,
depending on which variables are the main points of interest. Any time a data table is
changed, new information will be gained, while some will be lost. The figure below

depicts a sample data table of cities. Latitude, longitude, country and city are metadata.

—— - - - =

City Basel Berlin Bern

Latitude 47.33 N 52.32N 46.57 N
Longtitude /38E 13.25E 726 E
- - —
Country SWTZ ' GER SWIZ
. - -

Figure 3. Example of Data Table

2.3.2. Visual mappings
Visual mapping, the second step of information visualization, is the process that
transforms data tables into visual structures. Visual structures will be what users see on
their screens, so it is very important to make them easy to read and understand. There
are many ways to map a data table into a visual structure, depending on the needs and
goals of the users. A basic example is a spreadsheet program that allows data tables to
be converted into graphs. One table can be converted into various kinds of
representations, such as a bar chart or pie chart.

Visual structures have three basic points of concern: spatial substrate, marks, and
graphical properties of marks. Spatial substrate refers to the use of space. Space
between each data entry can contain information on its own. The most basic form of

spatial substrate is a scatter plot, which contains qualitative X and Y axes. There are



several techniques related to spatial substrate, including alignment, folding, recursion,
and overloading. Each technique uses space to create meaning in some way.

Marks, in my opinion, are the most important part of visual structures since they are
the things that users will see in the space. Marks can be points, lines, areas, volumes,
pictures or any other objects on the screen. Graphical properties of marks include size,
value, orientation, texture, shape, position and color. These properties make each mark
meaningful and different from others. However, not every property is appropriate for
every kind of data. For example, using shape to represent numerical data is quite
pointless because users will not be able to easily determine the exact values of the data
or quantitatively compare the differences between the marks. On the other hand, shape

works well with nominal data types.

2.3.3. Visual transformations

Visual transformation, the third step of information visualization, is the process that
creates the views for visual structures. Visual structures themselves are static pieces of
information. However, by viewing static visual structures from different angles, users
can receive new information from the same visual structures. The underlying method of
visual transformation is to change the graphical properties of marks — by repositioning,
rescaling, distorting views, clipping views, and so forth — in order to make a visual
structure look different in a better way. The three common view transformations are
location probes, viewpoint controls, and distortions.

Location probe is a kind of transformation in which the user’s point of interest
serves as a guideline to pinpoint which part of the visual structure should be
transformed. There have been many research studies that use this transformation
technique. For example, iDict [Hyrskykari et al., 2000], a gaze-aware reading aid
program, can give extra information on a word that users stare at for a certain period of

time.
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Figure 4. iDict, a Gaze-Aware Reading Aid [Hyrskykari et al., 2000],

Viewpoint control is used to move the viewpoint to create visualization. The
common viewpoint controls are panning, zooming, and clipping. Panning is the
movement of the viewpoint over the visual structure area, which is normally used when
the data area is bigger than the screen size. Zooming is the act of closing in on, or
backing out of/adding distance to, a certain area of visual structure. Clipping means
removing parts of the display elements that stay outside a given boundary, usually a
window or viewport. These three methods are used heavily in almost every type of
program. For example, Open Office Writer contains all of these control features.

Distortion provides a partially-distorted image of the visual structure to create a
focus area and context area. Distortion has a different objective from the other
transformations because it makes visual structures look different than normal. This
property makes distortion very complex to use since users may not understand the
distorted view. The most common distortion tool is the fisheye view [Gutwin and
Fedak, 2004a].

In addition to the three main concepts of visual transformations, there are several
other methods that count as transformations, such as multiple views [Plumlee and
Ware, 2006, Baldonado et at., 2000, Hornbzk et al., 2002]. Multiple views
transformation offers two or more different views of the same object. 3D graphic users
are certainly familiar with multiple views systems that show 3D objects from different

angles. For map interfaces, zoom and overview windows are normally used.
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2.3.4. Human interactions

Human interaction constitutes the last portion of the model. However, the model cannot
begin without human interaction as well. Human interaction is actually required
throughout the entire process: from picking the raw data, to organizing the data into
visual structures, to selecting the views for visual structures, and finally to manipulating
the views to gain information about different aspects of the data.

Unlike the other steps in the reference model, human interaction does not fall
under the category of computer graphics but mainly falls under the fields of human-
computer interaction and cognitive science. In my opinion, this part of the model is
mostly neglected in comparison to the other three parts, especially in research fields
where there is no need for efficiency and ease-of-use in visualizing the programs.
However, this lack of concern creates a big pitfall in a lot of commercial software.

All in all, the reference model just provides a guideline for how to construct
information visualization. In real practice, software design and software engineering
may be needed. Nevertheless, in each round of iteration, it is advisable to consider

every step of the information visualization reference model.
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3. Interactive map

In this chapter, I will first consider the definition of interactive map and then introduce
each component of interactive maps as it relates to the reference model of information
visualization. Afterward, I will explain the role that information visualization plays in
interactive maps, and I will discuss which transformation techniques can be used and
will be investigated. In the last part of this chapter, I will compare each technique to

determine the appropriate method for use in this thesis.

3.1. Definitions
The term “interactive map” can have many meanings, depending on the field in which it
is used. To be specific, the definition of each word in the term will be discussed.

The term “interactive map” consists of two words. I will start by looking at the
definition of each word separately. Interactive in the computer science field means
“interacting with a human user, often in a conversational way, to obtain data or
commands and to give immediate results or updated information”
[http://dictionary.reference.com]. The definition of interactive is quite clear and does
not need to be discussed further. This definition implies that there must be a human
user, a method of communication, a target with which the human user can interact, and
an immediate updated result. In this thesis, the target of interaction is the mobile device
called Nintendo DS. The methods of communication are through the user interface that
the machine provides, which includes stylus, touch screen, and buttons. Immediate
results and updated information will be displayed on the device’s screens.

On the other hand, the definition of map can be complex because it can refer to
many things. One definition is that “a map is a visual representation of an area — a
symbolic depiction highlighting relationships between elements of that space such as
objects, regions, or themes” [http://en.wikipedia.org/wiki/Map]. In this thesis, map will
refer to a 2D geographical map, particularly a navigational map. It is very important
to stress this point, because this type of map has certain constraints and needs that can
lead to further problematic interactive issues. The most common type of geographical
map is a navigational map, such as a road map, nautical chart, hiking trail map, or

railroad network map.

3.2. Navigational map

Geographical maps fall under the category of Cartography, the study of map-making in
which maps are created to represent the earth as flat areas. Navigational maps comprise
a subset of geographical maps that focus heavily on providing traveling directions.
There are three main concerns with regard to navigational maps: orientation, scale and

accuracy.



11

Orientation refers to the direction of a map in relation to the 4 axes of a compass.
In ancient times, east was the most popular orientation
[http://en.wikipedia.org/wiki/Map], since it is the direction of sunrise. Nowadays, the
most common but not exclusive orientation is north, thanks to the introduction of
compasses. Nevertheless, there are several kinds of maps that have different
orientations. For example, a map of a building or small area may use landmarks as the
main tools to define orientation. Furthermore, a map of a department store or museum
often places the entrance at the bottom of the map. When customers view the map at the
entranceway, they easily understand that the path ahead of them leads up in the map.
Indeed, the most important point of orientation is to help map users know the direction
in which they are heading.

Usually, geographical maps are drawn to scale. For example, a topographic map
of the United States by the United States Geological Survey (USGS)
[http://www.usgs.gov] is at a scale of 1:24,000. In terms of the reference model of
information visualization, a scaled map represents a visual structure that uses spatial
substrate as a basis for visual transformation. However, not all maps require scale. One
good example is the London wunderground train map or tube map
[http://www.tfl.gov.uk]. The underlying rationale is that people who use the
underground train do not care about the distance between each station or the number of
turns in each route. They just want to know what the next stations will be and when the

trains will arrive. Because user needs are simple, there is no need to have scale.

(@) (b)

Figure 6. (a) Geographical tube map (b). Tube map with out scale
[http://www.tfl.gov.uk]

Accuracy is another vital requirement for geographical maps. Maps would be
useless if they could not provide accurate information. However, as with scale, not all
users need complete accuracy. Sometimes, reducing accuracy can lead to better or
faster understanding of a map. For example, in road maps of residential and commercial
areas, the roads are sometimes drawn larger than scale. Consequently, roads may look

broader on the map than they are in actuality. However, map users prefer this method of
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depiction because routes are more clearly visible even though accuracy is sacrificed.
Furthermore, most goal-specific maps exclude trivial objects from their visual

structures in order to make the maps cleaner and easier to understand.

3.3. Elements of interactive maps

Interactive maps consist of two main elements: the map part and the interactive part.
The map part, which is made by a cartographer, counts as data, data tables and visual
structures in the information visualization reference model. This element will not be
discussed in this thesis as it does not fall under the field of computer science.

The other element of interactive maps is the interactive part, which can be further
separated into the display part and the control part. In terms of the reference model of
information visualization, the display part counts as views and the control part counts

as human interactions.

3.3.1. Display part — views and views transformation

Generally, special methods are required to view a map or other large-scale 2D content
in its entirety. Many visualization techniques have been applied to view content that
cannot fit onto one screen. The most well-known techniques are panning, zooming,
fisheye view and multiple views. These interaction techniques are used in many

research studies in this field.

3.3.1.1 Panning and scrolling

Panning and scrolling are perhaps the most common methods used to view large
content. In panning, the idea is to move the viewport over another part of the content or
to move the content under a fixed viewport. Basically, panning allows for movement in
both the X and Y coordinates. Scrolling is a special case involving a scroll bar that acts
as visual guidance and tools to move the viewport along the bar's direction.

The main problem of panning and scrolling is that the user cannot see objects that
do not reside under the current viewport [Smith and Taivalsaari, 1999]. This problem
makes panning and scrolling less appealing to users [Gutwin and Fedak, 2004b].

Scrolling has a visual cue advantage over panning due to the scroll bar. The
presence of the scrollbar lets users know that it is possible to scroll the view.
Furthermore, the position box in the scroll bar indicates the “current position” of the
view relative to the entire content area. This visual cue is called affordance [Amant,
1998].

Affordance is a hint to users for how they can use an object. A simple example is
a handle. When users see a handle, they instinctively know that they must grab the
handle and move it. This affordance of real-world objects can be applied to user

interface elements as well.
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There have been many research studies about how to implement better scrolling.
Smith and Taivalsaari [1999] offered an alternative definition of scrolling in
mathematical terms as the “changes of salience of a group of display objects while
preserving their relative positions.” According to this definition, when users change the
value of the scroll bar, not only could the position of the viewport change, but some
aspects of user interface could change as well. In other words, users could scroll
through some properties besides viewport.

A good example is position scrolling. As seen in Figure 7, when the scroll button
is moved to the top of the scroll bar, icons gather at the top half of the screen in a
compressed manner, which emphasizes the remaining icons in the bottom half of the
screen. In their research, Smith and Taivalsaari demonstrate various other
implementations of scrolling based on property changes, such as stationary scrolling

using brushing and fisheye techniques.

Figure 7. Position scrolling

Panning can be implemented in many ways. One way is for users to move the
viewport over a static object. A second way is for users to move the object under a
static viewport. A third way is for users to indicate which direction the viewport should
move by touching the screen or moving the mouse toward the edge of the screen. A
fourth way is for users to indicate which direction the object should move by touching
the screen or moving the mouse toward the edge of the screen. According to Johnson
[1995], the ideal method of panning in terms of effectiveness and efficiency of
visualization will vary depending on both the input hardware and individual user. With
a keyboard or directional pad, users perform best when the camera moves according to
the key that is pressed. For example, pressing the “up” key should move the camera up
(which is equivalent to moving the map down), allowing users to view areas to the
north. However, with a touch screen display, Johnson concluded that the object should

move according to the direction of drag. For example, touching the screen and dragging
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to the left should move the map to the left (which is equivalent to moving the camera to
the right), allowing users to view areas to the east.

In panning, affordance is a problem because visual cues will mostly be lacking.
This problem was also reported in Johnson’s research. At first, users did not know how
to manipulate a map on a touch screen display. They had to guess how to use the
system by trial and error. Attempts at interacting with the touch screen display were
based on the past experiences of individual users. Some users touched the screen and
dragged the map, while others touched the edge of the screen or touched a position on

the screen in hopes of centering the view on that position.

3.3.1.2 Zooming

When content is very large, panning takes too much time and becomes a boring task.
Zooming can provide a quick impression of the whole content when zooming out and
can give details when zooming in. The zoom level can be set dynamically by the user,
or it can vary automatically depending on what is appropriate for the task at hand. In
terms of overall performance rate, zooming is better than panning. [Gutwin and Fedak,
2004a]

The zoom interface was notably introduced by Perlin and Fox in 1993, when they
released an early computer interface model called PAD. Although there is no clear
definition for a zoom interface, there are two main characteristics of such a user
interface. First, the data objects are displayed in space. Second, users interact with the
data space via panning and zooming. In zoomable user interfaces, space and scale are
used for navigating the information. Generally, the size of data objects that users
perceive on the screen is based on scale. The most common zooming technique is
geometric zoom, where scale is linearly translated to the size of data objects. A more
advanced technique is semantic zoom, where scale can affect various properties
perceived by users, such as size, alpha value and the number of objects that are
displayed onscreen.

Users interact with the data space via panning and zooming. Panning changes the
part of the data space that users see. Zooming changes the scale and thereby changes
the amount of data objects that users see. In normal user interfaces, panning and
zooming are controlled by a mouse and keyboard. In other user interfaces, alternative
input devices like touch screens and gaze-based devices can provide different ways of
controlling zoom. The control can be linear or non-linear. With linear control, users can
interact with the input device to directly adjust the pan and zoom settings according to
their commands. For example, they can press the “up” key on the keyboard to cause the
camera to pan up. On the other hand, with non-linear control, users do not directly
adjust the pan and zoom settings. They can issue other orders to system, and the system

will then automatically adjust the viewport and scale to the appropriate settings. There
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are several non-linear zooming methods. For example, goal-directed zoom [Woodruff
et al., 1998] allows users to click on an object in the visualization, and the viewport will
move to that object and zoom to the appropriate level.

There are two ways to implement zooming, jump zoom and animated zoom. In
jump zoom, the change of scale occurs instantly. Jump zoom is used in PAD and many
commercial programs, including Macromedia Flash and Adobe PhotoShop. The
criticism about this method is that users who are not familiar with the data space may
get lost in between the different levels of data. This problem may force users to scale
out to the overview level. In animated zoom, the transition from the old scale to the new
scale is smooth. Two important issues in animated zoom are the duration of
transitioning and user control over zoom speed.

Guo et al. [2000] concluded that zoom speed should be about eight factors per
second, which means that when users zoom, they will see the map getting bigger or
smaller eight times per second. This zoom technique is very effective for maps that
provide zooming over a large scale, such as zooming from satellite pictures to specific
locations on earth. Users will be able to perceive how much they have zoomed from the
amount of time that the zooming process takes. However, Card et al. [1991] proposed
that zoom time should be approximately one second in all cases. To determine the
effect on users, Bederson and Boltman [1999] conducted a study on whether animated
or jump zoom was better for 20 subjects. The subjects were able to remember better
with animated zoom, but there was no difference in task completion time or user

satisfaction between the two methods.

3.3.1.3 Fisheye view

Fisheye view is a technique that may not be familiar to most people [Schafer et al.,
1999], but it is extremely useful and yields probably the best performance in viewing
large content [Gutwin and Fedak, 2004b]. Interactive fisheye view allows users to view
or edit content via a distortion lens while providing a view of the whole data space on
one screen [Gutwin and Fedak, 2004a]. The interface can be set to full-screen or
constrained to some part of the screen. However, in a map system, which is essentially
a layout of graphical objects, fisheye view can be problematic because distortion will
make judging distance, angle and alignment difficult.

Although fisheye view may not be familiar to normal users, there is a wide range of
program types that support this technique, including graph visualization tools,
document creation software, and website browsers. Fisher et al. [1997] conducted
research on the usefulness of fisheye view-based website browsers. They proposed
CZWeb, Continuous Zoom-based Web navigation aid, which displays a network of
visited web pages through a mouse-hover fisheye interface. In this program, a page

node represents a web page while a cluster node represents a cluster or group of web
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pages. Users can store their browsing history in CZWeb to create their own “interactive
internet maps”. Feedback from wusers was very good. They had no problem
understanding and using the fisheye interface even though they had never experienced

it before.
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Figure 8. CZWeb’s fisheye feature [Fisher et al., 1997]

3.3.1.4 Multiple views

A multiple views system uses two or more windows to view and give information about
one or more objects, in order to gain insight from the visual structure [Baldonado et al.,
2000]. Each window can focus on the same object from a different angle, as in 3D
modeling programs. But not only can different viewports be presented in each window,
sometimes different visual transformations can be applied to each window as well. For
example, 3D modeling programs can simultaneously display the skeleton, the wire
frame, and the fully rendered view of an object in separate windows (Figure 5). In many
cases, each view might not even be showing the same object or content. A good
example is computer-aided design or CAD. The designer could be looking at the design
object in one window, while another window could be displaying a text file explaining
the design parameters.

Multiple views systems have been studied by various researchers in many aspects,
and the usefulness of such systems have been established in many research papers. For
example, North and Shneiderman [1997] observed that multiple views offer better
performance and reveal unforeseen relations. Furthermore, Schafer et al. [2002]
reported that these systems yield better user satisfaction from testers than pan and zoom
systems.

However, multiple views also come with certain drawbacks. One clear
disadvantage of this technique is the requirement for space. As the name implies,

multiple views require at least two windows for the interface, whereas other techniques
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require only one. This problem is critical in small display devices such as mobile
phones and PDAs, where screen space is limited. Another concern is the potential
overload of information on users. However, this problem might not be serious because
users might just need more time to digest all the additional information that they see. In
an experiment by Hornbak et al. [2002], maps with an overview feature, which
constitute a subset of multiple views systems, were compared to maps without an
overview feature. For certain tasks, the researchers found that participants achieved
greater accuracy using maps with an overview feature, although the participants also

took longer to complete those tasks on average.

3.3.2.  Control part — human interaction

In addition to the display, another important element of interactivity is the controller
used to navigate the map. Controllers range from simple technologies (such as a mouse
and keyboard in normal PCs, a directional pad and number pad in mobile devices, or a
touch screen) to advanced technologies (such as a speech-based or gaze-based
interface). These advanced interfaces have appeared frequently in research in the
navigation visualization field. used

Selecting the proper control for a navigational map depends on the type of
visualization being applied and the type of machine being utilized. However, for map
navigation purposes, I will divide controllers into two categories, digital input and
analog input.

Digital input refers to input that gives the machine a value of zero or one. An
example of this kind of device is a keyboard. When users press the “A” key, the value
of the function “A is pressed” in the system changes from zero to one, which causes the
letter “A” to appear onscreen. Digital input devices include all button-based input
devices, such as a television remote control or mobile phone pad. There are several
advantages of digital input over analog input. One advantage is that digital input
devices are easier to use. For example, many new computer users have a lot of
difficulty in moving a mouse pointer to a specific area of the screen, especially to click
on a small button. On the other hand, pressing a button on the keyboard is much
simpler. Another advantage is that digital input has a lower error rate, although this
point may depend heavily on the design of a device. In general, pressing a single button
is less prone to error than moving a mouse or a slide bar to an exact position. Speed is
also another advantage when comparing digital input to analog input. For digital input,
users can only choose a value of zero or one. However, for analog input, users can
choose any value between zero and one, inclusive.

Analog input refers to input that gives the machine a value between zero and one,
inclusive. Examples of this kind of device include mouse, touch screen, radio tuner, and

bathtub water control knob. Analog input devices can give a wide range of values.
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Therefore, despite the many advantages of digital input, analog input is needed when
users require range-type input. A common need for analog input is in bathtub water
control. With simple digital input, users will only be able to turn the hot water on or off,
resulting in overall water temperature that is either too hot or too cold. However, with
analog input, users can control the level of hot water and overall water temperature
more precisely. Some controllers provide both analog and digital input side-by-side,
such as Sony’s game controller (Figure 9). The controller has several digital input

buttons as well as two small analog sticks in the middle.

Figure 9. Sony’s game controller [http://www.us.playstation.com/PS2/Accessories]

To gain the advantages of both types of input, a new method was invented that
used digital input to substitute for analog input. The designer must fist rearrange analog
data into digital data, and then apply digital input for the digital data. This new method
was adopted for several purposes, such as television volume control. Loudness belongs
to the analog data type. In old television sets, the volume control was a slider. With
sliding control, users were able to adjust the volume very precisely. However, the slider
has been replaced by buttons, with volume range being turned into a set of exact values.
Each time users press a button, the volume value changes by one. This new control
scheme has certain advantages but some drawbacks as well. From my own experience, 1
think that it sometimes difficult to make small adjustments. For example, I owned a
television set in which volume level thirteen was too quiet and volume level fourteen

was too loud.
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4. Previous research on panning, zooming, fisheye view and multiple
views.

Panning, zooming, fisheye view and multiple views are popular techniques used in 2D
visualization. However, some perform better than others under certain situations. This
thesis is focused on navigational map programs for small displays. Therefore, I will
compare the costs and benefits of each visualization technique in terms of suitability for

this function by discussing some past research studies in this field.

4.1. Panning

Panning is the most basic visual transformation technique. However, as mentioned in
the previous chapter, panning has a major drawback: users will not be able to see other
parts or objects that do not fall under the current viewport. Because of this
disadvantage, users need to continue panning until they find the information they need.
For text viewing or web surfing, this problem has generally remained unattended since
there are alternative methods for users to find the information they want. One
alternative is the text search function. This common solution can greatly reduce or
eliminate the time that users spend on searching for the desired text. Another alternative
is the index function. This technique is often used for lengthy text documents and web
pages. Indexing provides jumps to specific points in the document.

Unfortunately, both of these alternative methods are almost useless with regard to
map navigation. Most maps come as clusters of 2D flat picture files such that text
searching and indexing are inapplicable or ineffective. In order to explore the map or
search for specific points, users must keep panning aimlessly over a wide area.

Various research studies have demonstrated the lack of usability of panning-only
systems. Gutwin and Fedak [2004b] conducted research comparing panning, zooming,
and fisheye view. There were three tasks that users needed to perform. The first task
was an editing task that required participants to use Microsoft PowerPoint office tool to
edit a document. Participants had to follow a set of instructions, which included
creating a file, changing the layout of a slide, adding a rectangle and a circle, selecting
and changing the color of objects and saving the updated presentation. The second task
was a navigation task that required participants to move from link to link as fast as
possible using a standard web browser. In total, participants had to visit eighteen web
pages. Each page was cached in the system, so there would be no delay due to the
internet connection. The last task was a monitoring task that required participants to
monitor the control panel. Whenever a problem occurred, a specific part of the control
panel would change color, and participants had to move the mouse to click on a button

in that panel. The results from the experiments are shown in Figure 10.
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Figure 10. Comparison of completion times for three tasks using panning, zooming and
fisheye view [Gutwin and Fedak, 2004b]

The panning method was slower than the other two visualization methods in the editing
and monitoring tasks. Only in the web navigation task did panning score slightly better
than two-level zoom. Furthermore, the standard deviation for panning was the highest
in all three tasks.

Gutwin and Fedak mentioned four factors that contributed to the longer task
completion times for panning in comparison to the other visualization methods. The
first factor was the time required to move the viewport. The distances over which users
had to move the viewport were substantial and required significant time, even with an
analog controller such as a mouse. This factor was especially significant for the
monitoring task, in which users were required to scan the whole document. The second
factor was the arbitrary directions of movement required to find the targets of the tasks.
Users had no idea where these targets were located in the documents. For example, in
the fast task, users had to find specific parts of a document to edit. The third factor was
the problem of missing events that occurred outside the viewport. For example, in the
third task, users had to scroll back and forth to detect errors, which partly explains why
panning took so much time. The last factor was the difficulty of scrolling through the
documents, which was caused by unfamiliarity with the user interface.

In this research, Gutwin and Fedak performed the experiments on a relatively
small screen (26cm x 19cm, 1024x768 resolution). They were unable to test a multiple
views system because the screen size was too small.

In another research study, Hornbak and Frekjer [2003] performed a controlled
experiment in which participants were required to read electronic documents via

different visual transformation techniques. The participants had to read online
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documents supported by a linear interface (panning), a fisheye interface, and an
overview plus detail interface (multiple views). They were then asked to answer a set of
questions and write an essay about each document. Results were obtained from grading
the essays and answers of participants, assessing the satisfaction of participants, and

monitoring the performance of participants during the tasks.
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Figure 11. Three visualization techniques for reading documents [Hornbak and
Frekjer, 2003]

In Figure 11, the linear interface, which uses the panning method, is shown on the
left. Participants can use the scroll bar to browse through the document. This method is
by far the most common method of reading documents. Next, the fisheye interface is
shown in the middle. For this method, each paragraph of text may be distorted to a
small, unreadable size. Participants can use the mouse to click on various parts of the
text to make them readable again. Lastly, the overview plus detail interface, which is
one type of multiple views system, is shown on the right. The right frame of this
interface is the detail frame, which functions in exactly the same way as the linear
interface. The left frame is the overview frame, which depicts the entire document. The
entire document is zoomed to fit the size of the overview frame, making it mostly
unreadable. However, there is a highlighted zone in the overview frame (grey zone in
the figure above) that indicates which part of the document is being displayed in the
detail frame. Participants can drag and move the highlighted zone to change the content
displayed in detail.

Hornbak and Frekjer divided their results into three parts: effectiveness,
satisfaction, and efficiency. The scores from the participants’ essays and answers were
used to measure the effectiveness of each of the three visualization methods. The

results, which range from 0 (worst) to 4 (best), are shown in the figure below.
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Interface Essay tasks (N=58) Question-answering tasks (N=354)
Author's Subjects’ No. correct incidental- Author’s grading Subjects’ grading
grading grading learning questions

Linear 2.00 (.86) - 2.35(.75) 4.20 (1.24) + 1.99 (.94) 2.63 (.93)

Fisheye 1.95(.78) - 2.32(.67) 3.42(1.22) - 2.04(1.04) 2,68 (.91)

Overview+Detail | 2.47 (.84) + 2.53(.61) 4.58 (1.22) + 2.08 (1.03) 2.66 (.95)

Figure 12. Effectiveness results [Hornbak and Freokjaer, 2003]

For essay tasks, panning and fisheye performed poorly in compar