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“There is nothing better than a picture for making you
think of questions you had forgotten to ask (even mentally).”

John W. Tukey (1985)
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Abstract

Information visualization techniques can aid us in gaining insight into
abstract and complex data, and help us when we need to form a men-
tal image thereof. One of the challenging areas in information visualiza-
tion is the visualization of multidimensional data. The problem arises
when we need to consider a large number of data variables and their re-
lationships simultaneously, often without a well-defined understanding
of what to look for.

Information acquisition can be amplified through interaction with the
visualization. Visualizations of multidimensional data are often visually
complex, and interaction allows users to inspect and probe the presenta-
tion for better comprehension. This thesis studies interaction in three con-
ceptually different visualization techniques for multidimensional data:
the reorderable matrix, parallel coordinates, and interactive glyphs. The
first two can be regarded as classic information visualization techniques,
and the third is an interactive variant of a classic technique that is used
in print media. In addition to gaining, and thus offering, better under-
standing of the interaction in these techniques, improvements to them
are suggested and evaluated.

The three techniques were studied by implementing a number of in-
teractive prototypes and performing controlled experiments with them.
Human-computer interaction research practices were followed by using
an incremental development approach and augmenting the controlled
experiments with usability evaluation techniques. The results include
a new technique for processing a reorderable matrix visualization, en-
hancements to the user interface of parallel coordinate browsers, and a
new visualization technique based on data glyphs and small multiple vi-
sualizations.
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and a constant source of ideas.

My closest colleagues Anne Aula, Tomi Heimonen, Natalie Jhaveri,
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1 Introduction

The multidisciplinary field of information visualization studies how we
can represent data in such a way that the extraction of information, or
the information acquisition, becomes easier. In the broadest sense, visual-
ization is a process of forming a mental image of something or making
something visible to the eye. This cognitive process can be augmented
with many tools, the most common of these being visual and aural rep-
resentations. In this thesis, we focus on computer-generated visual rep-
resentations that the user can somehow manipulate. Computers provide
a rich vehicle for implementing the interactive variety of information vi-
sualizations.

We are heading towards richer interaction with computers where au-
ral, haptic, and even olfactory approaches are challenging the traditional
WIMP interfaces (Windows, Icons, Menus, and a Pointing device). Still,
this development does not change the fact that we acquire more infor-
mation through vision than we do via all of the other senses combined
(Ware, 2004, p. 2). The bandwidth of our vision is about 100 Mb/s (108

bit/s), while the auditory bandwidth is in the order of 104 bit/s and the
vibrotactile in the order of 102 bit/s (Kokjer, 1987). The human vision is
fast and parallel, a sophisticated pattern recognizer with pre-attentive ca-
pabilities, and a system that extends our memory and cognitive capacity
with an opportunity to use external tools and storage.

Often, information visualizations are characterized by the nature of
the data they incorporate. Examples of these data classes are numerical,
categorical, node-link, stream, and time-varying data. Another relevant
means of classification is by the data dimensionality, and here visualiza-
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CHAPTER 1: INTRODUCTION

tion of multidimensional data is an important and ongoing research area.
The most common need for the visualization of multidimensional data
arises when the task at hand is not well-defined and we thus cannot limit
the number of variables under consideration.

There is no exact definition for the number of variables a data set must
contain in order to be multidimensional (or hypervariate or hyper-dimen-
sional, as it is also known), but the following informal explanation is often
cited. If we have a three-dimensional data set, we might represent it as
a set of points in 3D space. Then we may attach additional data to these
3D points by using, for example, the size and shape of points to convey
information, achieving a five-dimensional representation. This “about
five” is often given as a limit of multidimensionality, but it is a controver-
sial number. The example given would be a bad visualization technically,
because the shape of the really small points would be impossible to de-
tect.

The most natural dimensionality for humans is the four-dimensional
space-time continuum where we exist. Data visualizations that have 3D
points with rotation controls are effective for some tasks, but there is ev-
idence that we are more accurate and productive in 2D (Cockburn, 2004;
Cockburn & McKenzie, 2002, 2001). Dimensions higher than three pose
a challenge for our cognition. For example, the mental envisioning of a
point in six-dimensional space is a highly difficult task for us.

There are two fundamental approaches for solving the dimensionality
problem. The first is to apply methods that reduce the number of dimen-
sions to a manageable level through multidimensional scaling, and that
inevitably lose some information in the process. The other route involves
treating the dimensions as equally as possible and trying to manage the
complexity in the user interface by allowing the user to interact with the
data. This latter approach is the focus of this thesis.

1.1 Research questions

The aim of this thesis is to study and develop the interaction in the visu-
alization techniques of multidimensional data. This goal is addressed by
focusing on three clearly different approaches to visualize multidimen-
sional data, and adding and improving the interaction in them.

This thesis contributes in two areas: providing new interaction ideas
and improvements to the selected techniques, and supplying empirical
data concerning the performance and immediate usability of the tech-
niques. While the focus is on the chosen techniques, the results may pro-
vide useful insights to other visualization methods too.

The three methods chosen for study have clear similarities and differ-
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RESEARCH METHODS

ences. They all treat data dimensions uniformly, do not employ 3D graph-
ics, and use color mainly for highlighting. They are based on three dis-
tinct ideas – rearrangement, axis reconfiguration, and small multiple dis-
plays of glyphs. Two of the visualization techniques under study could
be considered classics, and the third is an adaptation of a data graphics
method used in print. One of the techniques supports attribute visibil-
ity, another object visibility, and the third one treats attributes and objects
equally.

It is tempting to define the comparison of the three chosen visualiza-
tion methods as one of the research questions. While the studies in this
thesis undoubtedly provide some data for such comparisons, the ques-
tion itself is futile. The methods are sufficiently different to expose dis-
tinct features of the data, and it would be difficult to conduct fair com-
parisons.

The interaction with a visualization is seen as an incremental process
in this thesis. There are many visualization techniques that are “black
boxes” – given input, they process the data without interaction and pro-
duce a visualization as a result. This mode of operation is fine for some
tasks, but there are less well-defined problems that benefit from allowing
incremental exploration of the visualization, and redefining the task as it
is being carried out.

1.2 Research methods

The results presented in this thesis are based on iterative design and im-
plementation of prototype visualization artifacts and their user testing.
The user tests were carried out with a hybrid approach, which combines
controlled experiments with elements from usability testing. Basically,
the prototypes generated detailed log files for analysis, the experimen-
tal situations were studied with observational methods, and the users’
subjective opinions were collected with interviews and questionnaires.

The iteration and use of prototyping is the recommended technique
for interaction design (Dix et al., 2004, p. 220), although there are some
known pitfalls. It is often difficult to understand what is wrong in the
current design and how to improve it, and the method is also sensitive
to the chosen starting point. Another issue in using prototypes and their
user testing is that the shortcomings in implementation may obscure po-
tentially interesting observations from the current design. The research
prototypes used in these studies were crafted incrementally and did un-
dergo a lot of informal testing before more controlled experiments were
carried out. Some of the prototypes have also been used in teaching, both
locally and elsewhere, which has provided useful feedback.

3



CHAPTER 1: INTRODUCTION

The preferred development cycle in the visualization community is
to recognize a problem, review past solutions, construct a new solution,
and evaluate it. This cycle has also been followed in this work, but with
emphasis on evaluations. Until recently, the evaluation phase has often
been either left out entirely or performed as a “Boolean usability study”
(users did or did not like it). In a survey by Ellis and Dix (2006), out of 65
papers describing a new visualization application or technique, only 12
described any evaluation at all (and only two out of 12 were of any use).
Plaisant (2004) made a survey of 50 user studies of information visual-
ization systems and found four thematic areas of evaluation: controlled
experiments within tools, usability evaluations, controlled experiments
between tools, and case studies of tools in realistic settings. Overall, con-
trolled experiments and usability testing are the backbone of the evalua-
tion work (C. Chen & Yu, 2000). Plaisant concludes that more field studies
and new evaluation procedures are to be recommended.

The trend in evaluating information visualization artifacts is towards
evaluating how well visualizations generate insight. According to North
(2006), this can be achieved by including both simpler benchmarking
tasks and more complex open-ended tasks in the controlled experiments.
The approach that was adopted in the experiments reported in this thesis
is a hybrid of controlled experiments and usability techniques. Usually,
the time taken to perform a task and the accuracy of the result obtained
were used to characterize the efficiency, and the user experience was cap-
tured by questionnaires and interviews. The selection of test tasks is
closer to simpler benchmarking tasks than open-ended assignments.

1.3 Structure of the thesis

In addition to this summary, the thesis contains six original articles pub-
lished in international conference proceedings and journals. The articles
fall into three different thematic areas related to the interactive visualiza-
tion of multidimensional data: matrix visualizations, axis reconfiguration
techniques, and iconic techniques. The summary presents an overview of
information visualization, discusses the most common interaction tech-
niques used with multidimensional data, and provides an introduction
to the most important interactive visualization techniques applicable for
multidimensional data. The thesis concludes with an introduction to the
publications and a presentation of conclusions.
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2 Information Visualization

This chapter presents an introduction to the central concepts of this thesis:
visualization and especially information visualization, and a brief history
of information visualization.

2.1 Visualization and mental models

The New Oxford American Dictionary defines visualization as “forming
a mental image or making something visible to the eye” (McKean, 2005).
These are strikingly different concepts – the former is something that is
not perceived but is produced by the memory or the imagination, and
the latter is perceivable and often physical. However, both of these can
help in forming a mental model of something. A mental model is an ex-
planation in our thought process for how something works in the real
world. These models can be constructed from various sources, like per-
ception, imagination, or the comprehension of discourse (Johnson-Laird
& Byrne, 2006). Kenneth Craik (1943) presented the concept of mental
models when he suggested that the mind constructs small-scale models
of reality akin to architects’ models or physicists’ diagrams. These mod-
els present possibilities that the mind exploits to anticipate events and
underlie explanation, and, in essence, capture the structure of the situa-
tion they represent.

A good example of a mental model is a person’s internal model or
cognitive map for the area where she lives. Like a real map, this cogni-
tive map can be inspected on demand (Tversky, 1993). For example, a
trip to another, not so familiar part of the area might require refreshing
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CHAPTER 2: INFORMATION VISUALIZATION

of the geography. This type of map seldom is continuous or has a com-
plete representation of the physical reality. It is more common to have a
collection of cognitive maps that must be stitched together when a bigger
picture is needed. Such a cognitive collage (Spence, 2001, p. 95) leads to
problems, since the information can have ambiguous combinations, and
it is also more demanding to process several models at the same time.

Another example is from the studies of comprehension of discourse
that were conducted by Johnson-Laird (1989). He suggests that the reader
creates a mental model of the text being read and simulates the “world”
being described. Now, if the author has deliberately introduced ambigu-
ous passages into the text, there will be several competing models, con-
fusing the reader. This is something that authors of fiction – especially
crime fiction authors – take advantage of constantly but non-fiction writ-
ers try to avoid.

The process of forming a mental model can be supported in many
ways. If we continue with the map example, the person might consult
another person or a real map to refresh and extend her internal model of
the area’s layout. If the information need is navigational, there might be
some kind of journey planner available, or even a computer program that
can be queried. Such a program might provide information on alternative
routes and vehicles for the trip. In general, computers are excellent tools
to support the construction and augmentation of mental models. Com-
puters can generate images and animations, and they can provide access
to a wealth of data.

2.2 Defining information visualization

Our environment is becoming imbued with digital systems that collect
enormous quantities of data, such as cash registers, automated teller ma-
chines, telephone and computer networks, traffic cameras, and various
private and governmental computer systems. It has been estimated that
the quantity of digitally stored data per human on this planet was about
800 megabytes in 2003, and this doubles approximately every three years
(Lyman & Varian, 2003). That amount of data would be something like
a stack nine meters high if printed on paper. It is obvious that gaining
insight into much smaller sets of data in a reasonable amount of time
requires efficient techniques.

The field of data visualization is divided into two overlapping areas:
scientific visualization and information visualization. The former focuses
primarily on physical data pertaining to, e.g., the human body, the earth,
and molecules, while the latter relates to abstract, nonphysical data such
as text, hierarchies, and statistical information (Mackinlay, 2000). For
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DEFINING INFORMATION VISUALIZATION

Card, Mackinlay, and Shneiderman (1999), the only difference in the def-
initions of these two fields is in the emphasis on the word “abstract” in
the definition of information visualization:

The use of computer-supported, interactive, visual representa-
tions of abstract data to amplify cognition.

The ongoing debate – although called healthy by some (Eick, 2005) –
and the distinction between scientific visualization and information visu-
alization is quite artificial, and it has been questioned whether the differ-
entiation is really necessary. These communities use a separate but equal
approach, as Rhyne (2003) put it. Munzner (2002) notes that “the subfield
names grew out of an accident of history and have some slightly unfortu-
nate connotations when juxtaposed: information visualization isn’t un-
scientific, and scientific visualization isn’t uninformative.” Perhaps we
are finally on the verge of breaking down the artificial barrier between
the communities, as Johnson (2004) suggests.

The definition above also implies that the information visualization
is always computer-supported and interactive. How would that catego-
rize all the classic information visualizations in print format? Perhaps
as data visualizations, but that does seem an understatement. Some of
the very influential ideas in information visualization were developed by
cartographers working with paper and ink. Both views of information
visualization are quite common. Card et al. (1999) regard information
visualization as a computer-related activity only, but Spence (2001) and
Ware (2004) have adopted a wider view that is embraced in this thesis as
well.

Perhaps still the best characterization of the field was presented in
the foreword of the first IEEE Information Visualization Symposium by
Gershon and Eick (1995):

Information visualization is a process of transforming data and
information that are not inherently spatial, into a visual form
allowing the user to observe and understand the information.

This definition covers the time before computers, notes the extension
to consider abstract data, and declares a goal of obtaining insight into
data. Arguably, a considerable amount of work has been done on modal-
ities other than vision, but the mainstream of information visualization is
still inherently visual. The meaning of visualization is shifting from “con-
structing a visual image in the mind” towards “a graphical representation
of data or concepts” (Ware, 2004), or even to “using external tools to am-
plify cognition” (Card et al., 1999). As Ware comments, “Thus, from being
an internal construct of the mind, a visualization has become an external
artifact supporting decision making.”
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CHAPTER 2: INFORMATION VISUALIZATION

A useful characterization of information visualization artifacts involves
classification according to how dynamic and interactive they are. As can
be seen in Figure 2.1, these dimensions can be used to divide the design
space into four quadrants. The bottom left corner presents static maps,
diagrams, and charts that can be viewed but cannot be interacted with
in any way. The distinction from the top left corner is that the artifacts
there can be used for simple computations: plotting a route, computing
a distance, and so forth. The bottom right quadrant presents dynamic
graphics used in television newscasts or business presentations – they
may have complicated dynamics, but there is no active interaction. Fi-
nally, the top right corner holds the visualization tools that are both inter-
active and have dynamic graphics.

Maps, diagrams, and charts
with simple computations

Maps, diagrams, and charts
without computations

Computer-based
visualization tools

Presentation graphics
on TV and computer

Static Kinetic

P
as

si
v

e
In

te
ra

ct
iv

e

IN
T

E
R

A
C

T
IO

N

MOTION

Figure 2.1: Characterization of data visualizations according to two dimen-
sions: interaction and motion.

The taxonomy in Figure 2.1 does not encompass the relative merits
of the four quadrants’ content. Each of the quadrants contains applica-
tions that are useful in some task and in some context. For example, static
navigational maps for route planning with a distorted scale do not al-
low any kind of “computations” but are still very useful for travel. Maps
using projection of various types can be used for plotting a route and
were utilized extensively in marine navigation until the Global Position-
ing System (GPS) took over. Dynamic presentation graphics may help in
communicating a piece of complex information, although the compila-
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HISTORY OF INFORMATION VISUALIZATION

tion of an effective presentation is not an easy task (Tufte, 2003). Finally,
the interactive information visualization tools can help in information ac-
quisition and understanding tasks.

2.3 History of information visualization

It is impossible to pinpoint the time when information visualization tech-
niques were applied for the very first time. Nevertheless, the history
of information visualization is quite long. As one of the anonymous
reviewers of the publications in this thesis remarked, the first informa-
tion visualization was probably carried out by some caveman who drew
something in the dirt with a stick. There are some well-documented ap-
plications of information visualization approaches that have survived to
be recorded in history, although the concept of information visualization
was introduced quite recently.

Information visualization, as a research area, was derived from sev-
eral sources: the statistical data graphics, human-computer interaction,
psychology, artificial intelligence, scientific visualization, and computer
graphics communities were all influential.

The roots of information visualization are deep in the history of data
graphics, and, more recently, have stretched far into computing and hu-
man-computer interaction. Below is a list of some selected milestones in
these areas (Friendly & Denis, 2006; Carlson, Burgess, & Miller, 1996):

Pre-1800: Pioneers The idea of using a location on a plane to depict a pair
of numbers is an ancient one. In the Middle Ages, the coordinate plane
was used as a field of operation for the study of curved lines (Funkhauser,
1937, p. 273). In 1637, Descartes based the idea of analytic geometry on
coordinates on a plane, and, as a result, the system is now known as the
Cartesian coordinate system. While Descartes’s work was about showing
the relationship between an equation and its curve, scientists soon began
to display empirical data by graphing it.

In 1786, William Playfair, “the father of graphic method in statistics”
(Funkhauser, 1937), developed several data representation systems, in-
cluding a diagram type known as “Playfair’s circles” (Playfair, 1786).

1800 – 1849: The beginnings of modern data graphics In this era, many of the
modern forms of data display were invented or further developed: bar
and pie charts, histograms, line graphs and time-series plots, contour
plots, and so forth.

9



CHAPTER 2: INFORMATION VISUALIZATION

1850 – 1899: The golden age of data graphics Industrialization and state sta-
tistical offices for social planning throughout Europe fueled the need to
visualize the wealth of numerical data. At the same time, there were sig-
nificant advances in both statistical theory and methods by Gauss and
Laplace.

Florence Nightingale invented polar area charts, known as “Nightin-
gale’s roses” or “cockscombs,” to document and visualize the sanitary
conditions of the British army (Nightingale, 1857).

Minard constructed the classic flow visualization of Napoleon’s ill-
fated campaign to conquer Moscow (Minard, 1869). Tufte (1983) calls
this map “the best graphic ever produced,” and Funkhauser (1937) gives
Minard the designation “the Playfair of France” (Figure 2.2).

Figure 2.2: Charles Joseph Minard’s (1869) classic flow visualization of
Napoleon’s ill-fated campaign to conquer Moscow. English translation and
reproduction c© 2001, 2006, ODT, Inc., http://www.odtmaps.com/, used
with permission (Wood et al., 2006).

1900 – 1949: Modern dark ages (Friendly & Denis, 2006) characterizes this
period as mainly dormant, although now statistical graphics were be-
coming mainstream and entered textbooks. There were few innovations
in graphics, and the emphasis in scientific methods was on formal and
statistical models of phenomena.

10



HISTORY OF INFORMATION VISUALIZATION

There is one bright landmark in information visualization in this era.
In 1931, Henry C. Beck designed a new version of the London Under-
ground Diagram, or Journey Planner (Garland, 1994). It is perhaps one of
the most imitated information visualization designs in the world, but the
original still has “unsurpassed visual distinction and proven usefulness,”
as Garland puts it.

1950 – 1974: Rebirth of data visualization In this period, the first mass-produced
computer, the IBM 650, arrived, and computers with rudimentary graph-
ics became available to scientists.

Several new graphical ideas for representing multidimensional data
were introduced. Anderson proposed circular glyphs with outward-point-
ing “rays” (1957), Siegel, Goldwyn, and Friedman (1971) proposed (still
widely used) star-shaped glyphs, and Chernoff proposed the more con-
troversial but interesting idea of using cartoon faces to represent multi-
variate data (Chernoff, 1973).

Tukey began the work on Exploratory Data Analysis, producing a wealth
of ideas concerning how to carry out statistical analysis visually (Tukey,
1977). One of the results was PRIM-9, the first statistical system that could
perform interactive 3D rotations and allow interaction with multidimen-
sional data in up to nine dimensions (J. H. Friedman & Stuetzle, 2002).

1975 – 1999: The beginning of modern information visualization This period brought
the first personal computers with a graphical user interface (Apple Lisa,
1983). The rapid developments of graphics hardware had an especially
great impact on change to the design space for interactive information
visualization tools.

Cartographer Jacques Bertin published the first theory of graphical
symbols and modes of graphical representation in his book Graphics and
Graphic Information Processing (Bertin, 1981, the original edition in French
was published in 1977). The focus in Bertin’s work was on developing
a general theory of graphics for cartographers, but, as a byproduct, he
also developed the first interactive visualization method for multidimen-
sional data, the reorderable matrix.

The transition from vector-based graphics to bitmapped displays made
new kinds of ideas easier to implement. The use of image distortion as
a visualization technique was developed independently by Furnas in se-
mantic and graphical fisheye views (1982, 1986) and by Spence & Apperley
in the Bifocal Display (1982). These ideas later were generalized to cover a
wide range of different distortion functions (Leung & Apperley, 1994).

Inselberg and Dimsdale (1990) developed a new approach called paral-
lel coordinates to visualize multidimensional data in a manner that allows

11



CHAPTER 2: INFORMATION VISUALIZATION

a wide variety of interactions. Originally, parallel coordinates were de-
veloped to take computational geometry into higher dimensions, but the
possibilities in the field of interactive visualization were soon discovered.

Xerox PARC and the Human-Computer Interaction Lab at the Univer-
sity of Maryland did a lot of pioneering work in this period. The Infor-
mation Visualizer (Card, Robertson, & Mackinlay, 1991) was the first sys-
tem to use distortion and animation in interacting with large data sets,
and the Table Lens (Rao & Card, 1994) is a tool for visual interaction with
large data tables. Shneiderman published seminal works in several ar-
eas, including interaction with visualization (Shneiderman, 1983), tight
coupling and starfield displays (Ahlberg & Shneiderman, 1994), and the
visualization of hierarchical data (B. Johnson & Shneiderman, 1991).

Edward Tufte (1983, 1990, 1997) published three books on design of
graphics and information displays, which document the history of static
information visualization and present his information display guidelines.

In 1999, at the end of this period, the first textbook on information
visualization appeared: Information Visualization – Using Vision to Think
by Card et al. (1999). Although the main corpus of the book is a collection
of seminal articles, the article and chapter introductions almost constitute
a book on their own.

2000 – present: Becoming discipline and commodity The new millennium brought
two novel textbooks on information visualization, by Ware (2000) and
Spence (2001), which are in their second edition at the time of writing
this (Ware, 2004; Spence, 2007); courses on information visualization be-
came more generally available at universities; and the first large-scale
commercial success, Spotfire (2006), appeared.

The price of hardware decreased steadily, and a standard PC had suf-
ficient 3D graphics and texture mapping capability to produce complex
visualizations.

To summarize the visualization timeline, there have been static 2D
drawings of information for the past 500 years; 3D computer graphics for
about 40 years; scientific visualization for about 20 years; and interactive,
computer-augmented information visualization for about 15 years.

2.4 Terminology

This section provides definitions for the concepts used in the thesis re-
lating to data, information, visual variables and structures, and visual
processing.
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Data and information

The difference between data and information is a subtle one. The con-
cept of data is generally considered to refer to facts collected together
for analysis or reference, and this becomes information when somebody
interprets it. One could say that data is “raw material’ for information,
and that the transformation is subject- and context-dependent. Thus, one
man’s data is another man’s information. For many purposes and con-
texts, the difference is irrelevant and the two concepts can be used inter-
changeably, as has been done in this thesis.

Data typologies

The classification of data is related to the classification of knowledge,
which is a controversial issue (Ware, 2004, p. 23). It is necessary nonethe-
less to classify and understand the data types that are dealt with. There
are several approaches that may be applied to characterize the data. The
most common of these are division into data values and data structures
(Bertin, 1977), the entity-relationship approach (Ware, 2004), and the data
table and type classification approach adopted by Card et al. (1999).

The classification of scalar data types originates from the psycho-physi-
ological experiments and measurement theory of Stevens (1946). He de-
fined the terms nominal, ordinal, interval, and ratio to describe a hierarchy
of measurement scales, from weaker to stronger (Figure 2.3). His taxon-
omy also specified the statistical procedures that were valid at each level
of this hierarchy. The taxonomy was soon adopted, being featured in
several statistical textbooks, and has been much debated and criticized
(Velleman & Wilkinson, 1993), mainly because it categorically denies the
use of more powerful statistical tests in some borderline situations.

Weaker Stronger

Nominal Ordinal

Interval

Log-interval

Ratio Absolute

Figure 2.3: Measurement levels according to Sarle (1996).

The weakest value type, nominal, can be compared for equality only
with other nominal values. Ordered values have, in addition, the or-
dering, and with quantitative values arithmetic operations can be per-
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formed. The ratio scale includes a true zero point, and the strictest scale,
absolute, does not allow any transformations apart from the identity.

In information visualization, it is common to draw a distinction only
among nominal, ordinal, and quantitative data types (Card & Mackinlay,
1997). The class of quantitative values does not distinguish among inter-
val, ratio, and absolute scales; instead, it contains the “quantitative spa-
tial” (for intrinsically spatial variables), “quantitative geographical” (for
geographic locations), and “quantitative time” (temporal values). Like-
wise, the class of ordinal values has a specialization, “ordinal time,” for
temporal values.

Scalar data types can always be demoted into a weaker class, although
information might be lost in the process. In some rare cases, the opposite
transformation is also possible (e.g., alphabetizing a set of nominal val-
ues), although the information content remains the same.

Data structures

The data structures relate scalar data items to each other. A popular ap-
proach to model data structures is the entity-relationship (ER) data model
(P. P.-S. Chen, 1976). It was designed to be the unified model for the three
competing data models (the hierarchical, network, and relational model)
and is widely used in the conceptual phase of database design. The ER
model has three parts: entities, attributes, and relationships. The entities
are objects of interest, and the relationships are structures that relate enti-
ties. Both entities and relationships may have attributes that describe the
object. Although ER models are simple on the surface, the construction of
more complex entity-relationship models requires considerable expertise.

Perhaps the most pragmatic approach to modeling data structures is
to mold everything into a cases-by-variables structure (Card et al. (1999,
p. 18); Bertin (1981, p. 3)). A single case is our data unit – it is the object
of our interest. The variables are properties of the object that we need
in our current task. Such data structures are commonplace in scientific,
commercial, and social contexts. Examples include countries with their
demographic, geographical, and economic properties, or cars with their
performance characteristics. Although the cases-by-variables structure is
a general one, Card and Mackinlay (1997) suggest that there might be
data sets that cannot be transformed into this form without loss of infor-
mation.

The convention with a cases-by-variables structure is to have cases as
columns and variables as rows. Bertin (1981) uses the same convention,
although in his terminology the cases are “objects” and the variables are
“characteristics.” He also divides the variables into inputs and outputs
by using a function to describe the relationship between the variables.
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This corresponds to the distinction between independent and dependent
variables in experimental research, and it is useful when one is choosing
the appropriate visual structure for the data.

The construction of a cases-by-variables structure from the raw data
is sometimes a complex process. The data might require corrections or
transformations before being representable as a cases-by-variables struc-
ture. A good example of this is the visualization of textual information,
where metrics need to be developed in order to transform the data into
the structure. Tweedie (1997) recognized four types of data transforma-
tions:

1. Values→ Derived values

2. Structure→ Derived structure

3. Values→ Derived structure

4. Structure→ Derived values

Transformations 1 and 2 do not change the data structurally; only the
values are changed. Statistical operations are a common method of pro-
ducing derived values from the values, and the rearrangement of cases or
variables by permutation is an example of transforming a structure into
a derived structure (Bertin, 1981).

Transformations 3 and 4 are more complicated, since they change the
structure of the cases-by-variables construction. Bertin (1981, p. 253) gives
an example of an aggregation cycle where data values are classified and
the new classes are promoted into cases. As an example of transforma-
tion 3, a table listing data about cars might have “a car” as a case and the
number of cylinders in the engine as a variable. We could then regard the
cylinder count as a classification and construct a new structure where the
classes of cylinder counts are the “cases.” This would turn the variable
values of the former cases into derived values.

Data dimensionality

Dimension is one of the most overloaded concepts in information visual-
ization (Wong & Bergeron, 1997). If it appears unqualified, it may denote
the number of spatial dimensions in the data (1D, 2D, 3D, or 4D: 3D coor-
dinates + time), or the dimensions in the visual structure (1D, 2D, 2.5D, or
3D), or the number of variables in a cases-by-variables structure (1D, 2D,
3D, . . . , nD). A classic example of the confusion related to dimensionality
is the Document Lens (Robertson & Mackinlay, 1993) visualization of text:
the data is 1D, the visual structure is 2D, and the view distortion is 3D.
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In this thesis, the term “dimension” when unqualified refers to the
number of dependent variables in the cases-by-variables structure. An-
other common classification system involves dividing the data mainly
according to dimensions (1D, 2D, 3D, and multidimensional) but treating
temporal and node-link data as special cases (Shneiderman, 1996):

1-dimensional Sets and sequences: linear or sequential data types, such
as text or program source code

2-dimensional Maps: planar data, such as floor plans or other layouts

3-dimensional Shapes: physical objects like molecules, buildings, or the
human body

Temporal Timelines, like medical records, project management data, or
historical presentations

Multidimensional Cases-by-variables structures with more than three
variables, such as most relational or statistical databases

Tree Hierarchies or node-link diagrams where each node has a unique
ancestor (except the root node) – e.g., file system directories or doc-
ument outlines

Network Graphs: a general node-link structure, like a transport network
or the World Wide Web

With temporal data, time is just another dimension. Three-dimensional
data with a time dimension (3D+T, or 4D) is very common in scientific
visualizations representing physical phenomena, and in experimental re-
search the data is often multidimensional with one of the dimensions be-
ing time. Trees and networks can also be seen as multidimensional data
where some of the dimensions contain structural information – they are
links to the other data items. The terminology regarding dimensionality
is slightly different in the field of statistics, where the taxonomy is uni-
variate, bivariate, trivariate, and multivariate (or hypervariate).

Visual variables

The data is mapped into visual structures to transform it into visible form,
and at the lowest level the building blocks of these structures are visual
variables. Bertin (1981) identified “variables of the image” and “differ-
ential variables” for three different “implantations”: point, line, and area
(Figure 2.4). The variables of the image are location on the plane, size,
and the grayscale value of the mark, which is the “value” in cartographic
terminology. The differential variables determine the texture, color, ori-
entation, and shape of the marks. Bertin’s theory was that the retina of
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the human eye is sensitive to these variables and that they are perceived
immediately and effortlessly, or that humans have automatic and pre-
conceptual reactions to these.

IMPLANTATIONS

Point Line Area

VARIABLES OF

THE IMAGE

Location

Value

Size

X, Y

Z

DIFFERENTIAL

VARIABLES

Texture

Color

Orientation

Shape
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b b
r
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g
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Nominal Ordinal Quantitative

Acceptable

Unacceptable

Figure 2.4: Bertin’s seven visual variables (1981, p. 69) and their appropriate-
ness for different levels of measurement (MacEachren, 1995, p. 272).

The visual variables have important properties, like associativity and
selectiveness, that have impact on the construction of an effective map-
ping. A visual variable is associative if it can be ignored while one is in-
specting the values of other variables. For example, small size and low
value (grayscale) interfere with observation of color, texture, and shape,
making the variables size and value dissociative. All of the visual vari-
ables except shape are selective, making it possible to pick up a variable to
the exclusion of others.

Although Bertin’s theories on graphical information processing have
been criticized for their lack of empirical verification in the cartographic
community (MacEachren (1995), pp. 270-272), his models are still recog-
nized as useful.

The visual variables have different abilities to convey information.
Cleveland and McGill (1984) observed that the accuracy of perceptual
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tasks involving quantitative information depends on graphical encod-
ings. The result is known as the Cleveland–McGill scale or ranking (Ta-
ble 2.1).

Table 2.1: The Cleveland–McGill scale: effectiveness of graphical encodings
(Cleveland & McGill, 1984). The encodings are listed from more accurate to
less accurate.

RANK ENCODING

1. Position on a common scale
2. Position along identical, non-aligned scales
3. Length
4. Angle / slope
5. Area
6. Volume
7. Color properties

Mackinlay (1986) noted that the Cleveland–McGill scale is inadequate for
the needs of information visualization and presented an extended rank-
ing (Table 2.2). This ranking includes the texture as one of the variables,
considers the encodings for nominal variables also, and breaks the color
variable into hue and saturation.

Table 2.2: The Mackinlay ranking (1986) for the effectiveness of coding for
different data types. The encodings are listed from more to less accurate.

QUANTITATIVE ORDINAL NOMINAL

Position Position Position
Length Density (Value) Color (Hue)
Angle Color (Saturation) Texture
Slope Color (Hue) Connection

Area (Size) Texture Containment
Volume Connection Density (Value)

Density (Value) Containment Color (Saturation)
Color (Saturation) Length Shape

Color (Hue) Angle Length
Texture Slope Angle

Connection Area (Size) Slope
Containment Volume Area

Shape Shape Volume
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Visual structures

Originally, Bertin (1967, 1977, 1981, 1983) identified five forms of struc-
tural representation: rectilinear, circular, pattern, ordered pattern, and
stereogram (Figure 2.5). The rectilinear (“contained by a straight line”)
data structure orders the elements or makes a list from them without us-
ing location. Bertin notes that this representation is natural when the
relationships of structural elements fall into two groups. The circular con-
struction allows transcribing relationships with straight lines and is easy
to construct. It is especially suited to being made as the first graphic
transcription. The pattern structure is a free-form arrangement where the
plane position does not carry any information (e.g., Venn and network
diagrams), but the emerging pattern may display symmetries or similari-
ties in the structure. Ordered patterns are two-dimensional representations
where one dimension is ordered, as in tree diagrams. The final structure,
the stereogram, uses layout to suggest volume and allows observation of
3D patterns in the structure.

A B C D E F G H J K

A

B

C

D

E

F

G

H

J

K

A

B

C

D

E

F
G

H

J

K A

BC D

E

F G

H JK
A

B

C

D

E

F

G

H

J

K

Figure 2.5: Visual structures by Bertin (1981, 1983), from left to right and top
to bottom: rectilinear, circular, pattern, ordered pattern, and stereogram.

While Bertin’s visual structures are still relevant, it is now more com-
mon to divide the structures into marks, graphical properties, and “spa-
tial substrate” (Card et al., 1999, p. 23). The spatial substrate includes the
types of axes (unstructured, nominal, ordinal, and quantitative) and the
use of space (composition, alignment, folding, recursion, and overload-
ing).
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Visual processing

Visualizations are visual structures constructed by using visual variables.
The visual structures are then processed by human vision and the actual
information acquisition can begin. The visual processing can be divided
into automatic and controlled processing (Schneider & Shiffrin, 1977).
The automatic processing is highly parallel and involuntary, based as it
is on visual properties such as color, size, and orientation. The controlled
processing is serial and based on abstract representations such as text.

The two-stage model of visual processing incorporates a parallel front
end followed by an attentional phase that leads to controlled processes
such as object recognition. Wolfe and Horowitz (2004) have challenged
this model and suggest that the two phases are actually separate. The
visual attention can be guided by some properties of the visual stimuli
that are not simply the properties from the early stages of visual process-
ing but also abstractions derived from it. Wolfe and Horowitz (2004) call
these abstractions guiding representation and propose that they guide ac-
cess to the attentional bottleneck. It is obvious that taking advantage of
the guiding representations, or the deployment of visual attention, is an
important goal of information visualization research.
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3 Interactive Visualization

The information visualization process is about supporting the formation
of a mental image of data. This mental image is not just a schema or a
structural description of the data but is an insight into the potential story
behind the data, and it essentially transforms a glob of data into informa-
tion. The formation of a mental image can be augmented by allowing the
user to interact with the data (Ware, 2004, p. 317).

3.1 Interaction

The importance of interaction in information visualization is substantial.
A classic example of the significance of interaction in information acqui-
sition is Gibson’s cookie-cutter experiment (Gibson, 1962, 1983, p. 124).
Participants had to recognize the shape of a cookie-cutter in three differ-
ent conditions: passive (the cutter placed on their hand without move-
ment), passive rotation (the cutter rotated after placement), and active
(free interaction with the cutter). The respective recognition rates were
49%, 72%, and 96%. Although the result mainly pertains to haptic touch,
it offers suggestions about the significance of interaction in information
acquisition tasks.

Gibson’s distinction between passive and active interaction has a par-
allel in the area of visualizations. If a visualization does not allow any
mode of interaction other than watching, then it is passive interaction.
Many of the highly useful static and dynamic information visualizations
support passive interaction only.

Another important distinction is between discrete and continuous in-
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teraction. Making a menu selection or following a hyperlink is typical
discrete (or stepped) interaction, where a user action produces a discrete
system response. Continuous interaction can be seen as a special form of
discrete interaction where a flow of user actions produces a flow of sys-
tem responses. If the output flow fuses into one continuous percept, the
interaction is perceived as continuous. This mode of interaction is impor-
tant for direct-manipulation (or manual) interfaces, where generally the
illusion of being in direct contact with the data is pursued (Shneiderman,
1987). The majority of information visualization user interfaces have both
interaction modalities, discrete and continuous, in the same interface.

Shneiderman (1996) observed that he discovered again and again a
certain pattern in designing user interfaces for information visualizations.
The pattern was “Overview first, zoom and filter, then details on de-
mand,” and this is widely known as the “Visual Information-Seeking
Mantra.” While obeying the mantra does not on its own guarantee a de-
cent user interface, failure to implement its message is almost certain to
produce problems. The mantra has been criticized for a lack of empirical
verification and for its apparent high-levelness (Craft & Cairns, 2005).

There has long been a trend towards direct-manipulation user inter-
faces in information visualization, but some operations can be imple-
mented more efficiently as indirect ones. Ahlberg and Shneiderman (1994)
showed in the FilmFinder system that an array of sliders that are separate
from the visualization could be used effectively to constrain the informa-
tion being displayed. However, Wright and Roberts (2005) have shown
in their “Click and Brush” technique that brush and subset constraint op-
erations can also be implemented effectively in the direct-manipulation
style.

Ware (2004, Chapters 10 and 11) models the interaction in informa-
tion visualization as three loops: the problem-solving loop, the explo-
ration loop, and the low-level interaction loop. At the highest level, the
problem-solving loop models the human memory system, attention, and
the low-level functionality of the human eye. The exploration loop mod-
els movement in information space with analogies and metaphors of phys-
ical navigation, and the low-level interaction loop encompasses data se-
lection and manipulation. The rest of this chapter focuses on the interac-
tion techniques for data selection and manipulation that are relevant to
the interactive visualization of multidimensional data.
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3.2 Interaction techniques

A number of general interaction techniques can be found in tools based
on different paradigms. This section gives an overview of such tech-
niques by using simple scatterplots and histograms as an example. This
sort of overview can be based on, e.g., the high-level “task by data type”
taxonomy of Shneiderman (1996). The taxonomy lists seven information
actions that users wish to perform:

Overview: a view of the total collection.

Zoom: a view of a single item. This may be either at the object
or attribute level.

Filter: removing unwanted items from the displayed set.

Detail-on-demand: getting the details of a selected group, sub-
group or item.

Relate: viewing the relationships between a selected group,
sub-group or item.

History: the actions of undoing, replaying, and refining using
a store of historic information.

Extract: the extraction or focusing in on sub-collection and other
parameters from a given set.

The overview action is very technique-specific – there are many visual-
ization techniques that in essence are overviews, but there are also tech-
niques that have to implement it separately, as focus and context views
or as detail and overview display. The history and extract tasks are at a
different level from the other requirements and perhaps are something
that is expected in well-designed modern computer applications.

In addition to Shneiderman’s task by data type taxonomy, Dix and El-
lis (1998) emphasized two important principles in interacting with visu-
alizations. The first was named “same representation, changing parameters,”
and it simply means interactive change of some parameter of the presen-
tation. Good examples of implementing this principle are systems like
VICKI (Dawkes, Tweedie, & Spence, 1996) and Spotfire (Ahlberg, 1996).
The second principle is “same data, changing representation,” and it means
switching between conceptually different displays of the same data. Dif-
ferent representations are appropriate for different types of data, and
each representation needs to be tuned for its purpose. All systems with
multiple coordinated representations for the same data, like Spotfire and
Ggobi (Swayne, Temple Lang, Buja, & Cook, 2003), are good examples
applying this idea.
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Select and highlight

The simplest interaction with a visual representation of a set of objects is
to select and highlight a subset of it (Wills, 1996). Highlighting the se-
lected information focuses on the subset of data and allows visual com-
parisons between the subset of interest and other objects (Figure 3.1). The
most common methods of highlighting objects are via color and shape.

Figure 3.1: Selecting and highlighting a set of objects.

Brush and link

Brushing and linking is an operation where the same set of objects is se-
lected and highlighted in a number of linked views (Becker & Cleveland,
1987). A special case, the brush and link within one view, reduces to se-
lecting and highlighting. The brush operation may also manipulate an
existing selection in a number of ways, such as replacing, intersecting,
adding, toggling the state of, and subtracting it (Wills, 1996).

Figure 3.2: Brushing: selecting a set of objects in one view and highlighting
them in another.

24



INTERACTION TECHNIQUES

Both brushing and selecting can also be compound operations where a
more complex selection is built with logical connectors from the prior se-
lection (Ward, 1997). A number of brushing technique variations for spe-
cific visualization methods have appeared as well, like angular brushing
for parallel coordinate visualizations (Hauser, Ledermann, & Doleisch,
2002). H. Chen (2004) presented a generalization of compound brushing
based on hi-graphs where various components can be linked together via
logical operations and expressions.

Reorder

Reordering (Spence, 2001, chapter 2) is a very natural interaction opera-
tion, in which we arrange a set of objects for easier processing – e.g., for
pattern recognition or for summing up a handful of coins.

Figure 3.3: Reordering a set of objects for a consistent pattern.

The rearrangement can be a simple sort operation based on a subset
of the objects or their characteristics (Bertin, 1977), a manual operation,
or be driven by some other algorithm. The automatic data reordering
can reduce clutter in visualizations, although the process is very method-
dependent (Peng, Ward, & Rundensteiner, 2004).

Query

Often a visualization is unable to show detail because of lack of space.
An indirect or direct query functionality can provide detail on demand,
or the details can appear when the number of visualized objects has been
trimmed down.
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Figure 3.4: Querying an object for more detail.

Filter

Filtering is a technique where the number of objects to visualize is re-
duced. The reduction can be indirect (via a control, such as a slider) or by
direct manipulation (via selection).

Figure 3.5: Filtering a set of objects.

Zoom

Zooming and panning are common operations in applications with a
graphical user interface. Panning allows operation on larger information
spaces than the screen real estate. Zooming out enables one to see the
whole information space, and zooming in shows the detail. With the use
of two coordinated views, it is possible to see both overview and detail in
an effective way if the ratio between views (zoom factor) is not too large
(between five and 30 as suggested by Shneiderman (1998, p. 463)).

Zooming in on items of interest can also be a semantic operation where

26



INTERACTION TECHNIQUES

Figure 3.6: Zooming in on a set of objects.

objects change their appearance according to the “level” at which they are
viewed.

Abstract

Abstracting is a common technique to cope with complexity. As Miller
(1956) noted in his classic survey, there is a limit to the number of items
we can comprehend at one time, and it seems to be about seven, plus or
minus two. This limit can be circumvented through abstraction, by creat-
ing higher level “chunks” of information with greater semantic content.

Figure 3.7: Abstracting a set of objects.

We can use abstraction in information visualization in many ways,
although visualizations are already abstractions themselves. It is possible
to abstract groups of cases or their variables into higher-level objects and
thus lower the number of data items we are dealing with.
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3.3 Tasks

The process of information visualization is always related to some task.
It is important to understand and support the most common user tasks
and goals related to them. Hearst (2003) recognized the following as the
general goals of information visualization:

• Making large and complex data sets coherent

• Presenting information from various viewpoints

• Presenting information at several levels of detail

• Supporting visual comparisons

• Telling stories about the data

Presenting a data set compactly allows one to gain an overview of
the data set more easily. Any visual presentation that is read serially,
like textual information, cannot take advantage of the built-in parallelism
of the human visual system (Ware, 2004, p. 21). The use of multiple
points of view in information presentation is analogous to using multi-
ple viewpoints to rhetorically argue something. Multiple viewpoints can
be created in visualizations by, e.g., panning over the information space,
zooming in and out, or filtering unwanted items from the view. A similar
approach is to regulate the amount of detail, or, in effect, to adjust the
abstraction level according to the task. This is one of the standard human
strategies for dealing with complexity: we abstract from it. The support
of visual comparisons builds again on human perceptual capabilities –
the comparison of multidimensional data items is a tough problem, but
with appropriate visual representation the task is not impossible. Finally,
the task of telling the story behind a dataset is a challenge, but informa-
tion visualization techniques can at least help in this.

At the highest level, the users’ motivation for visualization might be
something like the need for general data analysis, reasoning about the
data, explaining and communicating the information for decision-making,
or some other need to gain insight about the data. In exploratory tasks,
there is no well-defined goal for actions; instead, new sub-goals emerge
as the process advances. In the most open-ended situations, there are no
hypotheses about the data, the search process is undirected, and there
are no specific expectations concerning the results. If there is a hypothe-
sis about the data to be tested, then the task is confirmatory – the goal is
to confirm or refute the stated hypothesis. Finally, in presentational tasks
we have a mental image of the data and the goal is to find the visual
representation that is most effective for communicating the facts.
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The higher-level goals of information visualization translate into more
concrete user-level tasks (Wilkins, 2003):

• Finding items

• Looking at item details

• Comparing items

• Discovering relationships between items

• Grouping or aggregating items

• Performing calculations

• Identifying trends

It is natural that the interaction techniques are closely connected to
these user-level task types. Finding of items is supported by zooming
and filtering unless more direct methods (e.g., text search) are available.
Item details can be looked at by querying them, and comparisons are en-
abled by highlighting. The discovery of relationships between items is
facilitated by reordering and by highlighting data items in linked views.
Finally, the building of groups or aggregates is achieved by abstraction,
and trends can be explored through reordering. The only task type that
is not directly supported in the interaction types is the execution of cal-
culations.

The interactive visualization of multidimensional data has some spe-
cial characteristics with respect to tasks. Typically, the task and the under-
lying problem are not defined precisely or are redefined as the process ad-
vances. Good characterizations of this are the knowledge crystallization
example of Card et al. (1999, p. 10) and the navigation example offered
by Spence (2001, p. 93). In both of these examples, the task is constantly
reviewed and refined as it progresses. In the knowledge crystallization
example, the schema for the best possible laptop is augmented as new in-
formation surfaces, and in the navigation example the browsing strategy
is reviewed according to the updated internal model.
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4 Visualization of
Multidimensional Data

4.1 The issues

The interactive visualization of multidimensional information is a chal-
lenging problem, one that has been studied by statisticians and psychol-
ogists since long before information visualization was recognized as an
independent area of research. Many of the real-life problems that can
benefit from visualization techniques are of high dimensionality, such as
crime investigation, stock exchange analysis, analysis of complex medical
treatments, and the log analysis of communication networks.

The human perceptual system is well equipped to process data pre-
sented as 1D and 2D graphical constructs, or even as 3D constructs if
properly interfaced. Beyond this limit we cannot simply map the data
into a graphical construction of the same dimensionality. The visualiza-
tion techniques for multidimensional data try to overcome this inherent
mapping problem or “impassable barrier” (Bertin, 1983, p. 24) with vari-
ous techniques.

Formally, the data is considered multidimensional if it has more than
three dimensions. Above the three it is impossible to plot the data into
the orthogonal Cartesian coordinate system since the axis dimensions are
exhausted. Practitioners of information visualization often maintain that
the limit is actually “about five.” The rationale for this is that a 2D scat-
terplot can accommodate two or three additional dimensions through the
use of, e.g., the shape, size, and angle of visualization marks. While this
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is true, it is not a general solution, because these visual variables have
differences in their ability to convey information, and because the really
small marks would make it impossible to perceive the shape and angle
of them. These problems can be alleviated to some extent through in-
teraction, or by allowing the user to experiment with the data variable
bindings. In addition, if one of the variables is time, we can use anima-
tion to represent that dimension.

The more general approaches to visualizing high-dimensional infor-
mation strive for the uniform treatment of data dimensions. This is impor-
tant in exploratory tasks since we do not know in advance what is essen-
tial and what is not. For some tasks it may be acceptable to scale down
the dimensionality, but that approach always involves loss of some of
the information. Inselberg went as far as calling the dimension reduc-
tion approach “dimension mutilation” (Grinstein, Laskowski, & Insel-
berg, 1998), although there are multidimensional scaling techniques that
produce useful overviews of the complex information space.

Another important uniformity issue related to multidimensionality is
the visualization of relationships. As Bertin has stressed throughout his
work, the information is not just data items but also relationships, both
within multidimensional data items and between them. Bertin (1983, p.
5) wrote the following about relationships:

A graphic is no longer “drawn” once and for all; it is “con-
structed” and reconstructed (manipulated) until all the rela-
tionships which lie within it have been perceived.

This is a formidable goal that many of the current visualization tech-
niques fail to achieve. Since the number of possible variable relationships
grows combinatorially with the number of variables, it is difficult to vi-
sualize them simultaneously.

One of the fundamental issues is the size of the data set. It is obvious
that a large data set is always a challenge to visualize, no matter how the
number of cases and the number of variables relate. It becomes hard to
navigate, relate, and compare data values because of the sheer volume.
There are techniques that visualize very large data sets in particular, like
the pixel-based methods (Keim, 2001), where the number of picture ele-
ments devoted to a data item is very small – ultimately, one.

This thesis focuses on the visualization of multidimensional data items
and their relationships – on the interaction with them – and leaves the
size-induced problems out.
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4.2 Overview of techniques

This section presents an overview of the visualization techniques for mul-
tidimensional data. The running example is the well-known cars data
set from the American Statistical Association’s data exposition (Ramos &
Donoho, 1983). The data is of 406 cars tested by Consumer Reports mag-
azine between the years 1970 and 1982, and the variables are shown in
Table 4.1.

Table 4.1: The cars data set: 406 cars × 9 variables (Ramos & Donoho, 1983).

VARIABLE TYPE DESCRIPTION

CAR nominal Make and model of the car (312 levels)
MPG quantitative Miles per gallon
CYL quantitative Number of cylinders

DISPL quantitative Engine displacement (cubic inches)
HP quantitative Engine horsepower

WEIGHT quantitative Vehicle weight (U.S. pounds)
ACCEL quantitative Acceleration from 0 to 60 miles per hour (seconds)

YEAR quantitative Production year
ORIGIN nominal Origin of the car (3 levels)

What makes cars produced in this period interesting is in the oil price. It
soared twice because of world events, between 1973 and 1974 from $5 to
over $10 per barrel, and in 1978–1980 from $13 to $33 per barrel.

Scatterplot

A scatterplot is the conventional method for visualizing the relationship
between two variables. As a visual structure, the scatterplot uses position
to encode two variable values and their relationship, and as such is the
most efficient visual encoding for pairs of quantitative or ordinal data.
Figure 4.1 shows three variable pairs from the cars data set as scatterplots.

There are, in essence, three different ways to read a scatterplot. We
may index the y variable by choosing a certain value or set of values from
the x axis, do the opposite, or observe the data patterns and see where
they land on the axes.

Various data patterns are easy to detect from a scatterplot. In Fig-
ure 4.1, there appears to be a relatively weak correlation between the vari-
ables MPG and ACCEL, a negative or inverse correlation between WEIGHT
and MPG, and a positive or direct correlation between the DISPL and
WEIGHT variables. The strength of correlations between variables can

33



CHAPTER 4: VISUALIZATION OF MULTIDIMENSIONAL DATA

●
●

●

●

●
●

●
●

●

●

●

●
●
●
●

●

●●

●
●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●● ●●

●
●

●
●

●
●●

●

●

●
●

● ●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●
●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●●●

●

●

●
●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●
●

●●●

●

●

●

●
●

●

●

●
● ●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●

●●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●
●

● ●

●

●

●

●

●
●

●
●

●
●

●

●

●
●

●

●

●
●

●

●

●
●

●●

●

●

●

●

●●

●

●

●

●
● ●●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●
●

●

● ●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●●

●

●

●

●

●
●

●

●

●●

●

●
●

●●
●

●●
●

●

●

●

●

●

●
●

0 10 20 30 40

10
15

20
25

MPG

AC
CE
L

●

●

●
●
●

●
●●●

●

● ●● ●●

●
●

●

●
●

●
●

●

●

●
●

●
●
●

●

●

●●
●

●

●
●

●●

●

●

●
●
●
●

● ●●●
●

● ●

●

●

●
●

●

●
●●

●

●

●
●

●
●

●

●
●

●
●

●
●

●

●
●
●
●

●

●
● ●
●

●

●
●

●

●

●

●

●
●

●
●

●
●

●

●
●●

●
●

●
●

●
●

●●

●

●

●
●

●
●

●
●

●
●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●
●
●

●

●

●

●

●

●●
●

●

●
● ●●

●

● ●

●
●

●

●
●

●
●

●

●
●

●●
●

●
●

●

●
●

●

●

●
●

●

●

●

●

●
●

●
●

●

●

●

● ●
●

●

●

●

● ●
●
●

●
●●
●

●●
●
●

●

●

●

●

●
●●●

●

●

●
●

●

●

●●

● ●

●●●

●
●

●

●

●

● ●
● ●

●

●
●●

●● ●●

●

●
● ●

●

●

● ●

●●●

●

●

●

●

●

● ●●
●

●●

●

●
●

●●
●●

●
●● ●

●

●●

●

●
●●●

●

●

●

●

●
●

●
●

●
●●

●●
●

●
●

●

● ●

●
●
●

●
●

●

●

●

●●

●

●

●●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

● ●●
●

●

●●

●

●

●●

● ●●

●

●
●●
● ●

●

●

●

●

●
●

●

●

●

●

●
●

●

●
●

●

●
●

●
●

●

●
●●●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

1500 2500 3500 4500

0
10

20
30

40

WEIGHT
M
PG ●

●

●●●

● ●●
●

●

●

●
●

●

●

●●

●

●

●

●

●●

●

●

●

●

●●
●

●

●

●●

●

●
●●

●●

●

●
●●●

●

●

●●

●

●

●

●

●

●
●

●
●●●

●
●

●
●

●
●
●

●

●

●
●

● ●

●

●
●● ●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●●

●

●

●
●

●

●

●

●

●
●

●
●

●

●

●
●

●
●

●

●
●●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

● ●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●
●●

●

●
●

●

●

●●

●

●

●●
●

● ●
●●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●●

●●

●

●

●
●

●
●

●
●

●
●

●
●●

●

●
●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●
●

●

●
●

●
●

●●
●●

●

●

●

●

●●●

●

●

●
●

●

●

●
●

●

●

●
●●

●

●

●

●

●
●

●

●

● ●●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●
●

●

●
●

●
●

●
●

●
●

●

●

●

●

●●●

●

●

●

●

●

●●
●
●

●
●
●

●

●
●
●

●

●

●
●

●

●

●
●
●

●
●

●

●●

●

●

●

●●

●

●

●

●
●

●

●

●
●●

●

●

●
●
●

●
●
●●

●
●

●

●
●
●
●

●●

●

●

●

●●

●

●

●

●

●●

●

● ●

●
●
●

●●●
●● ●●●

●●●

● ●

●

●
●

●

●
●

●
●

●
●

100 200 300 400

15
00

25
00

35
00

45
00

DISPL

W
EI
G
HT

Figure 4.1: Scatterplots of variable pairs: (MPG, ACCEL), (WEIGHT, MPG), and
(DISPL, WEIGHT).

be approximated visually, and likewise outliers in the data and any non-
linear patterns.

A multidimensional data set is often represented as a pairs plot (aka
scatterplot matrix or draftsman’s plot) to provide an overview of the data,
as in Figure 4.2. This representation has the names of variables on the
diagonal and the pairwise scatterplots mirrored over the diagonal. As
with all pairwise representations, the issue with scatterplot matrices is
that they fail to visualize the relationships of higher degree.

The issues of visualizing higher relationships with scatterplots and
scatterplot matrices can be resolved to some extent via interaction and
presentational methods. Cui, Ward, and Rundensteiner (2006) enhance
the scatterplot matrix by replacing the diagonal label area with a his-
togram of the corresponding variable and thus show the distributions
of variables in the same view. In addition, they link these 1D and 2D data
representations together by brushing and thus allow observation of vari-
able relationships with a higher degree (Figure 4.3). Wilkinson, Anand,
and Grossman (2006) have presented a method to organize multidimen-
sional displays to increase their interpretability, and these ideas also ap-
ply to trees, parallel coordinates, and glyphs in addition of scatterplot
matrices.

Spotfire (Ahlberg & Shneiderman, 1994; Ahlberg & Wistrand, 1995;
Ahlberg, 1996) is a visualization system that is based on scatterplots with
rich interaction tools, although it is also possible to produce histograms
and other chart types with it. A scatterplot in Spotfire may use simple
colored points of light to depict data points, but just as easily they can
be multidimensional glyphs with a 2D or a 3D appearance. A typical
Spotfire visualization is a coordinated set of interactive scatterplot-based
visualizations that are linked together by brushing and explored with dy-
namic queries.
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Figure 4.2: The cars data set as a pairs plot.
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CHAPTER 4: VISUALIZATION OF MULTIDIMENSIONAL DATA
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Figure 4.3: A subset of the cars set as an enhanced pairs plot where the his-
tograms of variables have been placed on the diagonal of the matrix.

Multidimensional scaling

One possible approach for visualizing multidimensional information is
multidimensional scaling (MDS), or mappings that reduce the dimension-
ality of data. These techniques originally were developed in the behav-
ioral sciences to study the similarity or dissimilarity of multidimensional
objects and are now used, e.g., in cognitive science, psychophysics, and
ecology. The input for an MDS algorithm is a matrix of similarities be-
tween objects, which are then assigned into low-dimensional space (2D
or 3D) suitable for graphical representation. The objective of MDS is to
describe the structure of the data, and as such the technique is related to
factor and cluster analysis, although MDS may often suggest a different
structure than the two other techniques (Davison, 1983).

The issue with MDS algorithms is that they are all slow since the dis-
tance calculations between pairs of n cases lead to O(n2) time complexity
or worse (Venables & Ripley, 2002, p. 310). This kind of time requirement
makes it difficult to take advantage of MDS techniques in interactive vi-
sualization. However, there is a family of algorithms in neural comput-
ing that also maps high-dimensional pattern vectors into contiguous lo-
cations in low-dimensional space: Self-Organizing Maps (SOMs) (Kaski,
Kangas, & Kohonen, 1998; Oja, Kaski, & Kohonen, 2003). These algo-
rithms are at worst linear in n, but the downside is that the result is de-
pendent on the initialization and the chosen constants. Still, the results
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are topologically accurate (Johansson, Jern, Treloar, & Jansson, 2003) and
often good-quality representations of the original reality, as can be seen
from Figure 4.4, where we have a 7× 7 SOM map of the cars data set.

Figure 4.4 was produced with the batchSOM program in the statistical
system R (R Development Core Team, 2006). The original data set with-
out attributes CAR and ORIGIN (7× 406 data items) was mapped into a
7× 7 SOM grid, and the closest-match data item from the original data set
was assigned as a label to each representative. The variable ORIGIN was
omitted from the process to allow the car performance attributes alone to
determine the placement on the map.

Certain patterns in the cars data set emerge from Figure 4.4. In the
upper left corner we have a distinct group of representatives for older
American cars with large engine displacements, a lot of horsepower, and
bad mileage. These cars are from the time before oil crises. In the lower
left corner there is another obvious pattern: Japanese cars with excellent
mileage and a small engine. Perhaps the most interesting overall pattern
in the map is the fact that American cars appear in all parts of the map,
European cars are seen in three scattered areas, and Japanese cars appear
consistently in the same patch. It shows that the American car industry
had to make substantial changes in its blueprints as a response to the oil
crises.

The primary strength of the SOM method is that it produces a good
overall view of the data. It is often possible to recognize themes from the
SOM produced from a data corpus and to gain insight into the data. This
feature also can be used to implement a fuzzy text search and browsing
systems where a query can return – in addition to an exact match – items
that appear thematically close to the matching item in a SOM of the text
corpus (Lagus, Kaski, & Kohonen, 2004).

The main issues associated with SOMs in interactive visualizations are
related to the computational requirements and to the visualization con-
trols. The performance, although linear with respect to the size of input, is
burdened by large constants. An average personal computer does not yet
have enough resources to update these maps in a direct-manipulation in-
teraction. The other issue is the steering of the visualization process: what
kind of controls should be provided? The quality of the map produced
depends on the initial values of the representatives and on the number
of iterations on each neighborhood span. It is a challenge to provide an
understandable interface for these parameters.

There have been several suggestions concerning how to take advan-
tage of SOMs in spite of the computational requirements. One possibility
is to pre-compute a hierarchy of maps and provide tools for interactive
navigation in it (Lagus et al., 2004; Konig, 2000). Another viable approach
is to again pre-compute the map but use other visualization techniques
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Figure 4.4: The cars data set as a 7 × 7 SOM. A closest-matching car (i.e.,
that having the smallest Euclidian distance) has been assigned to each of the
representatives.
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to explore the SOM (Koua, 2003), like the one based on hyperbolic space
(Walter, Ontrup, Wessling, & Ritter, 2003).

The challenge in using SOM techniques is that users do not have an
internal model other than the map metaphor for them. A SOM without
assignment of matching data items to representatives is hard to under-
stand, and a SOM with assignments is open to false interpretations. The
ability to name thematic areas in a SOM is a solution, but it is a challenge
to automate.

4.3 Tabular visualization techniques

A cases-by-variables data structure is usually visualized as a table, which
is an exceptionally powerful and a universally known metaphor. A good
example of a successful application of this metaphor is the relational data
model of database systems, which made the prevailing hierarchical and
network data models obsolete in a short time (Codd, 1970). Likewise, one
of the first commercially successful computer applications was VisiCalc,
a spreadsheet calculation program created in 1979 that is based on the
table metaphor (Bricklin, 2006). Its design, user interface concepts, and
terminology had lasting effect in the field that can be seen even in current
applications.

The most direct method of taking advantage of the table metaphor
in information visualization is to explore the possibilities of turning a
table into an interactive image. This section presents a classic technique,
Bertin’s reorderable matrix, in more detail, and provides an overview of
the techniques that are similar.

The reorderable matrix

Bertin and his books about “graphic information processing” can be re-
garded as the starting point of interactive information visualization (Bertin,
1981, 1983). As a cartographer, Bertin’s focus is on the geographic visu-
alization and information design, but many of his contributions are rele-
vant to the whole field of graphic communication.

One of the problems Bertin addressed is how to transform a high-
dimensional numerical data table into graphics. His solution is the re-
orderable matrix, “the basic construction of graphics.” The principle is
simple: A cases-by-variables structure is represented as an image that
closely resembles a table. The data values are replaced with symbols,
usually rectangles or circles, which have a size relative to the actual data
values among that variable. The numerical values are abstracted away
and, as a result, the data patterns are easier to detect. Figure 4.5 shows a
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small subset of the cars data set as a table and as a reorderable matrix.

Figure 4.5: A subset of the cars data set as a table and as a reorderable matrix.

The table of car details in Figure 4.5 and its image as a reorderable
matrix allows some observations to be made. It is obvious that detecting
patterns from data is much more difficult from a tabular representation.
The data is not in temporal order, and yet it is possible to see from the
reorderable matrix that the cars in the later part of the period have better
mileage than the earlier ones, for the most part. Making the same obser-
vation from the tabular representation is harder since we have to make
hypotheses and test them with linear reading.

Bertin distinguished three varieties of matrix constructions. The most
general structure is the reorderable matrix, which allows both cases and
variables to be permuted (i.e., their order to be changed). The matrix-
file construction is an intermediate format with a small number of non-
permutable cases or variables, and the third is the image-file approach,
which allows permutations along the y direction only. In his update to
this classification, Bertin abandoned the matrix-file construct altogether
(Bertin, 2000).

Presentation issues

Figure 4.6 shows the complete cars data set as a reorderable matrix and
two subset matrices of it. It is obvious that the technique in its basic
form does not handle larger problems gracefully. The cars data set is
barely manageable on a 1680 × 1050 pixel widescreen display due to the
number of cases, although the number of variables could be considerably
larger. This issue can be alleviated at least partially by standard graphical
user interface techniques of presenting a large information space, such
as panning, zooming, and providing simultaneous overview and detail
view.

The presentation problem has been addressed by the Table Lens visual-
ization tool (Rao & Card, 1994), which is closely related to Bertin’s ideas.

40



TABULAR VISUALIZATION TECHNIQUES

Figure 4.6: The complete cars data set as a reorderable matrix and two subsets
(150 and 50 cases) to show detail.

It is, basically, in Bertin’s terminology, an image-file construct of a cases-
by-variables structure, but the cases are now along the rows. The cases
can be collapsed into graphics of one pixel high, or miniature histograms,
and they can be sorted according to variables. There can be several un-
collapsed areas in the visualization and they do not need to be continu-
ous, which allows several focus points in the visualization. In effect, Table
Lens fuses graphical and symbolic representations into a single display.

One of the issues that plagues almost all visualization techniques for
multidimensional data is that the nominal-scale variables must be treated
often as quantitative variables. The reorderable matrix is no exception in
this respect since the set of nominal-scale values must be mapped into
the size of the marks, forcing one to specify an order for the values. This
leads to potential misinterpretations, such as inferring from the cars data
set that European cars are, in some sense, “more” than American cars.
However, in studies on which this thesis is based, this was not found to
be a particular problem. A user who understands the problem domain is
usually capable of avoiding this misinterpretation.

The matrix representation of data and its aspects have been studied in
several contexts. Qeli, Wiechert, and Freisleben (2005b; 2005a) considered
the use of reorderable matrices in presenting results of simulations and
extended the method to handle time-varying matrices. Keller, Eckert, and
Clarkson (2006) conducted a readability comparison between node-link
and matrix-based representations of adjacency matrices in the context of
design structure matrices (DSMs). Their results show that node-link dia-
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grams are better suited for small and sparse graph structures, but in gen-
eral both representations can have advantages, depending on the task.

Interaction issues

Interacting with a reorderable matrix, or “processing a reorderable ma-
trix” as Bertin calls it, involves several steps. The creation of the initial
matrix itself is a lengthy process but is taken here as a given. In initial
processing of a data matrix, Bertin suggests that a pivot variable of a hy-
pothesized interesting effect should be chosen and the rest of the matrix
should be sorted according to correlation with the pivot variable. The
result should be a matrix with three parts: the group of variables that
have a high positive correlation; the group of variables that have low cor-
relation; and, finally, the group of variables that have a strong negative
correlation with the pivot. Each of these sets can be analyzed separately
if the initial matrix is a large one.

Processing of a single matrix is based entirely on the rearrangement, or
permuting rows and columns into new positions, for detection of inter-
esting patterns in the data. These basic “Bertin actions,” as Falguerolles,
Friedrich, and Sawitzki (1997) call them, are the following:

• Move operations: moving a row or a column into a new position

• Thread operations: sorting or “threading” the whole matrix accord-
ing to a row or a column

• Block or patch operations: locking down an interesting pattern in
the matrix or moving it around as a whole

• Arrange operations: finding interesting patterns automatically.

The intuitiveness of the permutation interface is fairly good, although
users initially may be surprised by the effect of permutation operations.
Users without any training were able to locate one third of the highest
correlations in a limited time in an experiment with the reorderable ma-
trix interface (Siirtola, 1999). The observed patterns of usage suggest that
Bertin’s method of exploring a matrix is quite intuitive, since seven out
of 11 participants essentially found the suggested method on their own.

The use of permutation operations is characterized by the number of
states in which the permutation matrix can be. The number of all possi-
ble permutation states for a matrix is the product of the factorials of the
number of columns and rows:

(# of rows)!× (# of columns)!

This number grows rapidly as the number of cases and variables grows.
For example, the matrix of the cars data set can be in 416! × 8! or in
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more than 10900 possible states. Without the mirrored patterns, which are
equal from the pattern observation standpoint, the number will fall to one
fourth, which is still a huge number. It is obvious that interactive explo-
ration of this tremendous state space calls for automated tools. Bertin had
to rely on mechanical permutation tools in his original work, but later
he had a chance to consider algorithmic solutions like automatic clas-
sification, multivariate analysis, and hierarchical analysis (Bertin, 2000).
The algorithmic complexity and nature of the rearrangement problem are
elaborated upon in Paper II and by Mäkinen and Siirtola (2005).

One obvious question is what the “interesting arrangements” of a re-
orderable matrix are, or what arrangements users strive for before in-
terpreting the emerging patterns. We have experimental evidence that
building a black pattern toward one of the corners of a matrix or around
the diagonal might be a popular choice (Siirtola, 1999). Also Bertin seems
to prefer arrangement around the diagonal (Bertin, 2000, pp. 12-13), and
many algorithmic solutions for arranging a matrix target this pattern.

Algorithmic processing of the reorderable matrix can be divided into
unsupervised and supervised methods. The unsupervised methods, like
the many clustering algorithms (Jain, Murty, & Flynn, 1999), are “black
boxes” from the user’s viewpoint – there is no intermediate feedback,
nor are there visualization parameters to adjust. They may produce in-
teresting arrangements or may not; the process is not steerable. One of
the more recent unsupervised methods uses evolutionary computation to
optimize the matrix arrangement (Niermann, 2005), and could provide
intermediate feedback, although the reference implementation in System
R does not provide it.

In Paper III we propose an interactive clustering method for the re-
orderable matrix that is based on the rapid approximation of clusters with
the barycentric heuristics (Sugiyama, Tagawa, & Toda, 1979) under given
distance and distance metrics. The method resembles traversing up and
down the hierarchy of a cluster dendrogram of the matrix, and it provides
continuous feedback to the user. Figure 4.7 shows the heatmap of the cars
data set that was produced with the statistical system R (R Development
Core Team, 2006).

A heatmap is a static Bertin-style image of a data matrix with a dendro-
gram added to the left and top side. The matrix is reordered according
to row or column means (row means in Figure 4.7) within the restrictions
imposed by the clusters shown in the dendrograms. The ideas presented
in Paper I and Paper III are an attempt to turn a static heatmap into an
interactive visualization tool.
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Figure 4.7: The cars data set as a heatmap. Dendrograms show the cluster
structure both for cases and for variables.

Other tabular visualization techniques

In addition to the Table Lens system (Rao & Card, 1994), there are other
systems that visualize tabular data. InfoZoom (humanIT, 2006) is a visu-
alization tool for tabular data based on three different views: overview,
compressed view, and wide view. The wide view shows the data in a
conventional table format, variables in rows and cases in columns. The
compressed view packs the data set horizontally to fit the available width,
and in the overview mode the values in rows are detached from their ob-
jects and form a bar representation of the overall set, enabling one to see
distributions.

Tableau Software (Tableau Software, Inc., 2006) is a visual analysis and
reporting tool that represents data in a tabular form in addition to other
conventional report formats. With this tool, it is possible to create visual-
izations via drag & drop and to build simple query interfaces with pivot
functionality.

GRIDL (GRaphical Interface for Digital Libraries, formerly Dotfire) is
a graphical user interface for representing search results in tabular form
(Shneiderman, Feldman, Rose, & Grau, 2000). It cross-tabulates a result
set by using a grid with a categorical and hierarchical axis (“hieraxis”)
and shows at each grid point a cluster of color-coded dots or a bar chart.
This method allows several thousand search results to be shown as one
screenful.

4.4 Axis reconfiguration techniques

The fundamental problem with the visualization techniques based on the
Cartesian coordinate system is that the orthogonal dimensions are ex-
hausted after three, preventing the visualization of higher dimensions.
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The axis reconfiguration techniques try to overcome this limit by using
configurations other than the orthogonal one. The most popular of these
approaches is the parallel coordinates technique.

Parallel coordinates

A parallel coordinate plot (Inselberg & Dimsdale, 1990) escapes the limita-
tion of the orthogonal coordinate system by placing the coordinate axes
parallel to each other. With this arrangement, it is possible to plot high-
dimensional data points on a plane. Figure 4.8 shows a 2D data point in
both axis configurations, orthogonal and parallel.

X

Y

X Y

(x, y)

x y

Figure 4.8: A 2D data point (x, y) in orthogonal axis configuration (left) and
in parallel axis configuration (right).

When considering the two representations in Figure 4.8 from the vi-
sual efficiency angle, we have a clear distinction to draw. The orthogo-
nal setting does not represent the data on the axis; instead the observer
needs to trace horizontally or vertically to read the values. On the other
hand, the parallel axis configuration represents the values on the axis but
requires a connecting line to indicate the relationship. Both variations en-
code a single data item as a position on a scale, which is the most efficient
choice.

The comparison of data values is different with these two represen-
tations. It is possible to compare two-dimensional distances directly in
orthogonal space, but in a parallel coordinate plot we need to build the
comparison serially by tracing the polylines and checking the distances
at each axis.

The familiar graphical patterns are different in the parallel coordinate
space. Even a set of points residing on a line becomes a set of lines having
an intersection point in a parallel coordinate representation (Figure 4.9;
the intersection point is visible only if it resides between the axes). Insel-
berg and Dimsdale (1990) call this phenomenon “point and line duality.”
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X
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X Y

Figure 4.9: A line in orthogonal presentation becomes a set of lines with an
intersection point in a parallel representation.

Parallel coordinate systems were developed for work on high-dimen-
sional problems in algorithmics and computational geometry, but the
value for the interactive visualization of multidimensional data was soon
realized. If each axis is scaled according to the minimum and maximum
values of the respective variables and the values of nominal variables are
mapped into small integers, we may represent a data set as a parallel
coordinate plot. The exploration of such a plot can be enhanced by im-
plementing an interactive computer program, a parallel coordinate browser.

Visualizations based on parallel coordinates have been criticized as
difficult to comprehend (Shneiderman, 1998, p. 530), but in Paper IV we
report an experiment that has contradictory evidence. The criticism might
have arisen from bad implementations of parallel coordinate browsers.

Presentation issues

Figure 4.10 shows the cars data set as a parallel coordinate plot. A single
car, or a nine-dimensional item in this data set, now is represented as a
polyline that traverses the nine axes at appropriate points. While such a
static parallel coordinate plot is useful as an overview of the data set, it is
obvious that it does not allow more detailed exploration. However, it is
possible to make general observations concerning, e.g., the scales and the
distributions of variables.

The primary presentation issue with parallel coordinate plots is occlu-
sion (clutter, overplotting), or that the overlapping lines eventually make
the plot unreadable. The cars data set in Figure 4.10 has only 406 poly-
lines – too few for the problem really to manifest itself. The issue has
been addressed by turning a set of polylines into a hierarchical structure
(Fua, Ward, & Rundensteiner, 1999; Novotny, 2004) and by adjusting the
transparency of the polylines (Wegman & Luo, 1997).

Another presentation issue, ambiguity, arises when we have relatively
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Figure 4.10: The cars data set as a parallel coordinate plot.

few distinct values on an axis and it becomes difficult to follow a single
polyline because of stacking. Graham and Kennedy (2003) proposed a so-
lution where the straight polyline segments are substituted with curved
ones that do not stack. Another solution is to implement a single poly-
line selection and highlight (Siirtola, 2000a, 2000b) in a parallel coordinate
browser.

A parallel coordinate plot is a piecewise representation of a high-dimen-
sional space, showing relationships between attribute pairs. Only a sub-
set of all pairs is displayed in any one of the possible parallel coordi-
nate plots, and thus the order of axes is important. If we have an n-
dimensional data set, the minimal number of parallel coordinate plots
that display all of the relevant arrangements is d(n + 1)/2e (Wegman,
1990). There are two approaches to this problem – trying to find an al-
gorithmic solution to the effective order (Friendly, 2003) or allowing the
user to arrange the axes at will. The automated solution is a challenge
since the preferred axis order is task-dependent, and the manual alterna-
tive may leave interesting relationships unnoticed. Common approaches
to simpler algorithmic axis sorting are to base it on minima or maxima,
standard deviations, inter-quartile ranges, or means or medians of axes.

Interaction issues

A parallel coordinate visualization shows the whole data set as a single
view without any kind of interaction. However, interaction is crucial in
comparing data items and in drilling down to details. Figure 4.11 shows
the cars data set in a parallel coordinate browser (Paper IV) with two
selections. The set of six-cylinder cars has been brushed, and the fastest-
accelerating car from that subset has been queried for the details. The
data values for that car are shown above the lists for axis, query, and
connectives.
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Figure 4.11 illustrates also how a parallel coordinate browser can im-
plement both direct and indirect manipulation. A query can be specified
both from the visual representation and from the lists below it. A query
is represented visually as a set of triangles on axes, and as a set of (axis,
min., max.) triplets connected by logical connectives in textual form. In
addition, the α-blending for each query and the background can be ad-
justed separately, allowing one to search for the optimal visibility.

Figure 4.11: The cars data set in a parallel coordinate browser with two se-
lections: both the group of six-cylinder cars and the fastest-accelerating car
from that set have been selected.

Parallel coordinate browsers support visual comparisons both between
cases and between variables. Subsets of data items can be related by mak-
ing several parallel queries, which each have their own highlight color.
The variables can be related visually by bringing their axes together and
observing the patterns of their connection lines. Execution of this task
can be enhanced by allowing the reversal of axes for easier correlation
detection, or by visualizing the correlation coefficient with a separate vi-
sualization (Siirtola, 2000a).

Several flavors of zooming can be implemented with parallel coordi-
nate browsers. Dimensional zooming changes the scale of an axis and
focuses on a subset of the cases. If the axes can be hidden, we are es-
sentially zooming in on a subset of the variables. The ultimate zoom or
drill-down focuses on a single case and often is implemented with a se-
lection operation as discussed earlier.

The occlusion problem sometimes can be eased through abstraction of
a set of polylines. Several techniques have been proposed for this, among
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them the previously mentioned use of transparency and hierarchical clus-
tering, as well as visual statistical summaries like means and standard
deviations (Siirtola, 2000a) and variations of Tukey’s (1977, section 2C)
boxplots (Paper IV; Theus, 2002). Also, automatic dimension rearrange-
ment has been used successfully to reduce occlusion (Peng et al., 2004).
Instead of trying to reduce the clutter, Ericson, Johansson, and Cooper
(2005) use a separate, animated glyph display to track the changes in a
parallel coordinate browser.

Other axis reconfiguration techniques

There have been also other attempts to escape the confinement of orthog-
onal axis configuration, although they are not as popular as the parallel
coordinate technique. However, they share the common important goal
of treating the dimensions of multidimensional data uniformly.

In the Star Coordinates technique (Kandogan, 2001), the axes spread
out from a common origin in a star shape. Each multidimensional data
item is represented as a single point where each dimension of the data
contributes to its location through uniform coding. The interaction tech-
niques for Star Coordinates include scaling, rotation, marking, range se-
lecting, and “footprints.” The footprints – traces that the points leave as
other operations are applied to them – supposedly make the detection
of correlations and clusters easier. Kandogan remarks that his work was
inspired by both Bertin’s reorderable matrix and Inselberg’s parallel co-
ordinates.

StarClass (Teoh & Ma, 2003) is an extension to Star Coordinates that al-
lows one to create partitions of a data set interactively by painting regions
from a Star Coordinates projection. Essentially, StarClass is a steerable
classifier for interactive exploration of class boundaries in a multidimen-
sional data set.

Stardinates (Lanzenberger, 2003) is a technique that is claimed to com-
bine the best sides of parallel coordinates and glyphs (a technique dis-
cussed in the next section). Stardinates again uses star coordinates, but
here the representation of a multidimensional data item is created by con-
necting the individual data values via line segments. Thus, a set of multi-
dimensional data items is a glyph resembling a spider’s web. Stardinates
is geared more for data representation than for interactive exploration. A
study that compared interpretation of static aspects of parallel coordinate
plots and Stardinates concluded that parallel coordinates were better for
overview tasks but Stardinates had the advantage in tasks requiring the
observation of detail (Lanzenberger, Miksch, & Pohl, 2005).

Attribute Explorer (Tweedie, Spence, Williams, & Bhogal, 1994; Spence
& Tweedie, 1998) uses multiple linked histograms to represent multidi-
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mensional data, and its use in combination with parallel coordinates has
been recommended (Spence, 2001, p. 81). The histogram representation
allows one to visualize sensitivity information or to see whether a selection
can be extended by loosening one of the constraints a bit.

4.5 Iconic techniques

Bertin’s reorderable matrix treats cases and variables visually as equals
and does not emphasize one over the other. In fact, you could inter-
change them without noticing. In this respect, the parallel coordinate
visualization is clearly attribute-centric, as the cases are in a suppressed
role. The opposite is also made possible, by emphasizing the cases over
the variables, or keeping the object visibility dominant over the attribute
visibility. In these techniques, multidimensional comparisons are easier
than observing the individual values of variables.

In iconic techniques, the multidimensional data item is depicted as an
image, or a glyph, that has visual features for variables. These images can
be abstract, like star shapes (H. Friedman, Farrell, Goldwyn, Miller, &
Siegel, 1972; Siegel, Farrell, Goldwyn, & Friedman, 1972), or something
more concrete, like cartoonish human faces (Chernoff, 1973). Figure 4.12
shows the most common variations of star glyphs.

toyota corona mark ii plymouth duster amc hornet CAR

MPG

CYL
DISPL

HP

WEIGHT

ACCEL

toyota corona mark ii plymouth duster amc hornet

CAR

MPG

CYL

DISPL

HP

WEIGHT
ACCEL

toyota corona mark ii plymouth duster amc hornet

CAR

MPG

CYL

DISPL

HP
WEIGHT

ACCEL

Figure 4.12: The three common variations of star glyphs: the half-circle and
the full-circle style with attribute value as a line length, and the segment style
with attribute value as a segment length.
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A good example of star glyph usage is the tasting wheel in Figure 4.13.
The Laphroiag distillery has a web site where customers can compare
their tasting experience of Laphroiag’s products to the average of whole
customer base. The multidimensional tasting experience is dissected by
recognizing a set of flavors and their strengths (floralness, spiciness, salti-
ness, etc.), likewise in wine tasting.

07/14/2006 09:49 PMWelcome to Laphroaig

Page 1 of 1http://www.laphroaig.com/friends/tasting/show.asp?tasting_wheel_id=&compare_wheel_id=&user1_id=523568&whisky_id=6&user2_id=all

 

 
 

 

TASTING WHEEL - Quarter Cask

Edit this tasting wheel

View my tasting wheels

Show other FOL tasting wheels

Whisky Quarter Cask

Compare to Average wheels

Submit      Undo

Do you have a friend

who loves Laphroaig

as much as you do?

Figure 4.13: Friends of Laphroiag tasting wheel: Comparing personal expe-
rience to the average tasting wheel (http://www.laphroaig.com/).

Figure 4.14 shows the cars data set as a star plot: each car is repre-
sented as a “star” with segments for the dependent variables, where the
independent variable is used as a label. Even this kind of static plot al-
lows to make interesting observations about the data, especially when it
is sorted according to some of the variables.

The rest of this section presents in more detail a technique, interactive
glyphs, that is an attempt to turn displays such as those shown in Fig-
ure 4.14 into an interactive visualization technique for multidimensional
data. A more comprehensive review of iconic techniques is provided in
Paper VI.

Interactive glyphs

Figure 4.14 illustrates a visualization type known as a small multiples dis-
play (Tufte, 1997, p. 105). In this example, there is one star glyph per
car and the cars are sorted by mileage within their origin to illustrate the
dominant features on each continent. Tufte described displays of multi-
ple images poetically thus: “they reveal repetition and change, pattern
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Figure 4.14: The cars data set as a stars plot, a display of small multiples. The
cars are sorted by mileage within their origin.
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and surprise – the defining elements in the idea of information.” Al-
though small multiple displays are useful in their static form – at least
if the order of data items is carefully chosen – we propose an interactive
variant of the technique in Paper VI.

The Glyph Explorer program was constructed to study the interactive
glyphs idea. The program implements two views, one for assigning the
variables to the glyph (Figure 4.15) and another for experimenting with
small multiple displays (Figure 4.16).

Presentation issues

Figure 4.15: The Glyph Editor view for the car glyph. The variable ACCEL has
been assigned to the slant of the glyph (cars with a greater 0-to-60-mph accel-
eration time are more upright) and the grayscale value of the glyph depicts
miles per gallon (cars that get bad mileage are darker).

The structure of an Interactive Glyph visualization is a cross-tabulation
of two variables with a glyph as a multidimensional mark. The choice of
bindings both in cross-tabulation and in glyph feature assignment is left
to the user. It is obvious that variables bound to a location on the plane
are usually more efficient than ones bound to the glyph properties. This
non-uniform treatment is, one hopes, less of a problem when the user can
choose the assignments freely.

The car glyph shown in Figure 4.15 was designed in the spirit of Cher-
noff Faces (Chernoff, 1973), to have the same cartoon characteristics and
the simplicity required for a small multiples view.

Interaction issues

Figure 4.15 shows the view where the user can experiment with the prop-
erties of a glyph. The data variables can be assigned to one or more of the
properties, and the behavior of the property can be explored with the
slider. If the “small value – large value” mapping does not feel natural, it
can be reversed via the checkbox.
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The actual small multiples visualization is displayed in another view,
shown in Figure 4.16, by assigning column and row variables and then
adjusting the classification for rows and columns. The two views are
linked together in such a way that a change is reflected immediately in
the other one. Changing the glyph assignment updates the small mul-
tiples view, and clicking one of the glyphs in the small multiples view
shows the data values in the sliders of the Glyph Editor view. This facil-
itates comparisons between multidimensional glyphs – clicking on two
glyphs in succession animates the differences in the sliders.

Figure 4.16: A small multiples visualization produced with assignments
shown in Figure 4.15.

The classification for row and column variables in the Glyph Visual-
izer view is always evenly spaced. For nominal- and ordinal-type vari-
ables, the classification does not allow a larger number of classes than
there are distinct values.

Other icon-based techniques

Use of multidimensional glyphs for visualization has been more com-
mon in scientific visualization than in information visualization. Chuah
and Eick (1998) developed a glyph-based technique to visualize software
management data, including a glyph called InfoBug for representing soft-
ware flaws. Other systems include tools built on top of Iris Explorer, like
GlyphMaker (Ribarsky, Ayers, Eble, & Mukherjea, 1994) and its VRM de-
scendant Virtual Data Visualizer (Teylingen, Ribarsky, & Mast, 1997).

4.6 Hybrid approaches

In looking at the several visualizations of the cars data set depicted in this
chapter, one finds it quite obvious that the different visualization meth-
ods enable us to see different things from our data. Thus, the danger is
that reliance on a single representation may leave something important
unseen, resulting in failure to gain proper insight into the data.
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Interaction is one important tool in creating different views of our
data, and it is highly useful even with just one technique and one view.
In this approach, the different views are created in succession and are
shown one at a time. However, using multiple and conceptually differ-
ent views of our data, and allowing the user to inspect them at the same
time, is even more useful (Roberts, 1998). This approach can be improved
further by linking the multiple views together and allowing brushing be-
tween them. The use of multiple and coordinated views has proven to be
a viable approach in the visualization of multidimensional data as well
(Schmid & Hinterberger, 1994).

Paper V describes an experiment where a system with a parallel coor-
dinate view and a reorderable matrix view of the same data was tested
with and without linking between the views. It was found that an inter-
face without linking is initially faster to use but an interface with linking
accelerates the learning of system use.

Edsall, MacEachren, and Pickle (2001) compared two variations of a
geographical information system that was enhanced either by a scatter-
plot or by a parallel coordinate visualization. The results indicate that
the scatterplot visualization performed slightly better in tasks involving
two variables but the parallel coordinate visualization was superior for
multidimensional tasks.

The integration of parallel coordinates with star glyphs has also been
considered (Fanea, Carpendale, & Isenberg, 2005). Parallel Glyphs is a
three-dimensional extension of the parallel coordinates technique with
two variations. There is either one glyph for each of the values in one
dimension or one glyph representing the values of one data object. The
latter is closely related to parallel coordinate visualizations.
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5 Introduction to the Themes
of the Publications

This thesis consists of six publications on interactive visualization meth-
ods for multidimensional data. Three different approaches to visualiz-
ing multidimensional data were chosen: direct visualizations of tabular
data, axis reconfiguration techniques, and iconic methods. From each ap-
proach, one technique was chosen for closer study. Figure 5.1 illustrates
the chronological order and the thematic connections of the publications
in this thesis.

The first paper, “Constructing and reconstructing the reorderable ma-
trix,” is both a survey of the applications of Bertin’s classic visualization
method for tabular data, the reorderable matrix, and a description of ex-
periments that were carried out to study a new kind of interactive clus-
tering method for it. The method adapts the barycentric heuristic used
in automatic graph layout to rapidly approximate the cluster structure
present in a matrix and allow exploration of a large number of possi-
ble partitions in a short time. A prototype application implementing the
method was constructed, and a study to compare its performance to that
of classic Bertin operations was performed. The results show the new
method to be faster and more accurate, and the users found it acceptable
and interesting to use.

The second paper, “Reordering the reorderable matrix as an algorith-
mic problem,” studies the algorithmic problems related to the reconstruc-
tion of a reorderable matrix. Links between classic NP-complete prob-
lems and the reordering of the matrix are discussed, and two heuristic
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methods of reordering are presented. One is a simple two-dimensional
sorting method, and the other is based on Sugiyama’s graph layout algo-
rithm (Sugiyama & Misue, 1991).
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Figure 5.1: Publications related to this thesis, in chronological order with
thematic connections.

The third paper, “Interactive cluster analysis,” discusses the interac-
tive clustering method in more detail and reports on an experiment where
the method is compared with two user interfaces. The first interface is
based on interactive star glyphs and the other on Bertin’s reorderable
matrix. It was determined that the sensitivity information in the matrix
variant is highly important, since users who saw the matrix user interface
first developed trust in the dial and subsequently were faster in the glyph
interface tasks than members of the control group were.

The fourth paper, “Interacting with parallel coordinates,” is a survey
of interaction techniques for parallel coordinate browsers, and a descrip-
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tion of an experiment where the immediate usability of parallel coor-
dinate visualizations was studied. In the experiment, 16 database pro-
fessionals performed the same set of tasks with both their familiar SQL
query language and a parallel coordinate browser. The participants were
able to carry out the tasks more efficiently with a parallel coordinate
browser, although they did have doubts about the general usefulness of
the latter technique.

In the fifth paper, “Combining parallel coordinates with the reorder-
able matrix,” the issues of integrating the two techniques are discussed.
A method to link these two conceptually different views is presented, and
the effects of linked interactions are discussed. A prototype implementa-
tion with the two views is tested with and without linking. The results
show that there are benefits in linking conceptually different views, and
in the experiment those who used the linked-view version first gained
understanding of the techniques more rapidly than the other group did.

The sixth paper, “The effect of data-relatedness in interactive glyphs,”
introduces the interactive glyphs visualization method. Interactive glyphs
allow the user to assign data variables to the properties of a glyph and to
create displays of small multiples by cross-tabulating the multidimen-
sional glyphs along two variables. The paper also describes an experi-
ment in which the effect of data-relatedness of glyphs was studied. Par-
ticipants performed a set of tasks with a glyph that was clearly related
to the data, and then with a glyph that had no connection. The results
showed that the data-related glyph is favored by users, there is no differ-
ence is task execution time, and the data-related glyph produces slightly
more accurate results.

The published papers appear in several orders in this summary. In the
appendices, the papers are organized thematically: the papers related to
the reorderable matrix (papers I, II, and III), then those related to parallel
coordinates (papers IV and V), and finally the paper related to interactive
glyphs (Paper VI). Figure 5.1 presents the papers in chronological order
with thematic connections.
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6 Conclusions

This dissertation has addressed the role of interaction in the visualization
of multidimensional data. The main research question was how to add
and improve interaction in visualization techniques for multidimensional
data. This was accomplished by studying the three selected visualization
techniques, based on different visualization paradigms. In addition to
focusing on the interaction issues, the immediate usability of these tech-
niques was explored with user tests.

The main contributions of this thesis are the following:

1. The use of barycentric heuristic to improve table interaction. The pro-
posed clustering method rapidly approximates the cluster structure
with the given distance and metric, and enables visual exploration
in order to seek for the grouping that is subjectively the most natu-
ral.

2. New interaction tools for parallel coordinate browsers. These include
modifiable and flexible representations of queries, and tools for rap-
idly summarizing a set of polylines.

3. The comparison of the usability of parallel coordinates and SQL. The re-
sults from this experiment contradict the commonly held belief that
parallel coordinate visualizations are difficult to learn and use.

4. A new information visualization technique called interactive glyphs. The
proposed technique is a combination of small multiples and multi-
dimensional icons or glyphs. It enables users to create glyph-based
visualizations on their own, and allows to rapidly experiment with
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data variable bindings in order to find the most suitable visualiza-
tion for the current task.

5. Empirical results on the effects of data relatedness in glyph visualizations.
The results of this experiment indicate that data-related glyphs pro-
duce more accurate answers than unrelated ones.

The work on table interaction was focused mainly on the problem of
finding clusters, or groups of similar items, in a data set. There are other
interaction issues with tables, but the problem of interactive clustering
is perhaps the most universal one. The presented clustering method is
independent of the visual representation and can be used whenever the
data structure allows permutations. In addition to new clustering ideas,
the experiment in Paper I provides empirical support for the well-known
benefits of rearrangement in information acquisition tasks.

Parallel coordinate browsers have a reputation of being difficult to
use, which may have slowed down their adoption. The improvements
on the interaction techniques of parallel coordinate browsers suggested in
this work are based on well-known recommendations and practices, and
have proven to be quite useful. An experiment with seasoned database
professionals showed that they could use a parallel coordinate browser
with minimal training to formulate queries more efficiently than they
could with their familiar query language.

Interactive glyphs is a visualization technique that is based on the
principles of small multiples and metaphorical glyphs used in print. The
results of the experiment presented in this work show that users were
capable to map the data variables to glyph properties, and succeeded
in constructing visualizations by cross-tabulating the glyphs. The results
also suggest that data-related glyphs lead to more accurate answers about
the data than unrelated ones.

The experiments allowed also to make more informal observations
about the selected visualization techniques, e.g., about the suitability of
them for certain classes of tasks. The task of making a complex data set
coherent seems to be easiest with a parallel coordinate visualization. Per-
haps the most important reason for this is that a parallel coordinate plot
is a fairly good overview of a data set, even without allowing any interac-
tion. Another important point is that a parallel coordinate visualization is
the most stable of these techniques – unless the order of axis is changed,
there is a static frame of reference to build on. The tasks of presenting
information and telling stories about it can be carried out effectively with
interactive glyphs. This is because it is easy to leave out the insignificant
variables and show only the ones that the current presentation needs to
emphasize. The task of presenting information at several levels of detail
is not really integral to any of these three methods, but perhaps parallel
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coordinate visualizations with polyline abstractions are the most efficient
means for it.

The visualization techniques were developed by iterating low-fidelity
and high-fidelity prototypes that were evaluated in user tests. The per-
formance results from controlled experiments are within the range (68−
75 percent correctness) reported for commercial systems (Spotfire, Info-
Zoom, and Eureka) tested in a similar fashion (Kobsa, 2001). This sug-
gests that the fidelity of the prototype implementations was high enough
for making meaningful observations.

The user-centered and empirical research approach adopted in this
thesis has certain limitations. First of all, the participants in the exper-
iments were mainly experienced computer users that cannot be consid-
ered a representative sample of the general public, and thus the general-
izability of the results is limited. This sampling was done to reduce the
variability in the data. However, the users of this kind of visualization
tools are probably quite fluent computer users. Another notable limita-
tion is that no longitudal studies were carried out with the prototypes.
In all the experiments, the participants had to learn to use a new visual-
ization tool and to solve a set of tasks with it. This is a standard usability
method for getting problems to surface, but it may stress the users unnec-
essarily and degrade the ratings, e.g., on subjective satisfaction. Finally,
the cars data set used in the experiments is relatively small and simple,
and only one example of the available multidimensional data sets. How-
ever, using the same data set in the experiments allowed more coherent
observations between the experiments and techniques. In addition, the
cars data set is easy to explain and comprehensible to most people with
basic knowledge of automobile operation.

The ecological relevance of evaluation tasks is an acknowledged prob-
lem in evaluation. Low-level tasks produce more consistent results, but it
is questionable how frequently these kinds of tasks actually occur in the
real world. On the other hand, high-level tasks are prone to large variabil-
ity: the outcomes are affected by too many factors inherent to the tasks.
The current trend is to move towards these higher-level tasks. The con-
trolled experiments reported in this thesis used a combination of high-
and low-level tasks, with emphasis on the latter.

The results from the studies performed for this thesis suggest areas for
further research. An interesting research area is to search for visualiza-
tion techniques that complement each other, and to study how the actual
connection between techniques should be implemented. These issues are
addressed in several research prototypes, but the work is still in its early
stages. Another important area is the development of suitable evalua-
tion methods for visualization research. The current evaluation practices
do not provide a solid ground for incremental development. Finally, an
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CHAPTER 6: CONCLUSIONS

important research problem is to explore how the more advanced visu-
alization techniques could be incorporated into software tools that are
already widely used, such as spreadsheets or statistical analysis tools.

Card and Mackinlay (1997) predicted 10 years ago that information vi-
sualization would enter the mainstream over the next several years. We
are still working toward this goal, and the progress is rather slow. For
example, the most common of the productivity applications have very
limited support for interactive information visualization, although their
huge customer base should guarantee ample research and development
funding – not to mention that information workers, such as business and
intelligence analysts, would clearly benefit from such tools. One of the
observations made during the studies in this thesis is that users are will-
ing to use even quite complex and abstract tools if the user experience is
otherwise acceptable. This encourages us to continue the exploration of
the design space of interactive visualizations.
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Siirtola, H., & Mäkinen, E. (2005). Constructing and reconstructing the re-
orderable matrix. Information Visualization, 4(1), 32–48.
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