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Abstract 

Information in the Web is typically found with the help of a Web search 
engine. For instance, Google has been reported to index over eight billion 
Web pages and to process over 200 million queries a day. Information is 
available, but users express their information need with very few query 
words, typically with one or two. The task of finding relevant information 
from a set of 8 billion documents with a cue of just two words is a 
tremendous challenge. Search engines perform incredibly well with 
sophisticated result ranking methods, but there are cases when the result 
ranking is not appropriate. For example, undirected informational 
searches where a broad understanding about a topic is sought or queries 
with ambiguous terms are such cases. 

Our approach is to enhance users’ result access process with automatically 
formed filtering categories. Categories provide an understandable 
overview of the results and make accessing of relevant results easy. The 
concept is implemented in a search user interface called Findex. Two 
different categorization methods have been developed promoting 
simplicity to make the functionality understandable to the users. 

We evaluated our approach in controlled experiments, in a longitudinal 
study, and with a theoretical test. In the experiments we tested the 
usefulness of the proposed user interface and the categorization schemes 
with 20 and 36 participants. The results showed that finding relevant 
results is about 30–40% faster with the proposed user interface compared 
to the de facto standard, the ranked results user interface. The attitudes 
favor the new user interface. In an experiment with 27 participants we 
found that it is better to show only a small number of categories (around 
10–15) instead of maximizing the result coverage by displaying more 
categories. 

The results of the experiments were complemented with a longitudinal 
(two months) study in real use situation with 16 participants. The results 
indicated that the categorization user interface becomes a part of the users’ 
search habits and is beneficial. However, the benefit is not as clear as the 
experiments indicated. In a real situation, the categories are needed and 
used in about every fourth search. The usage patterns indicate that 
categories help when result ranking does not bring relevant results to the 
top of the result list. 
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1 Introduction 

1.1 OBJECTIVE 
The motivation for this study is to enhance the end users’ opportunities to 
find meaningful results from the Web search engine results. We intend to 
achieve this by automatically categorizing the search results and by 
presenting an overview of the results to the user. Two alternative systems 
have been implemented and discovered to enhance the users’ ability to 
access search results. 

Web searching is a ubiquitous, basic way of finding information from the 
ever expanding World Wide Web (WWW). Jakob Nielsen (2004) has stated 
that 88% of the navigation sessions are initiated by the use of a search 
engine. Google (www.google.com) is currently the most popular search 
engine indexing over 8 billion Web documents and handling over 200 
million queries a day (Google Timeline, 2005). The user interface of Google, 
and of other popular search engines, still resembles the solutions first 
introduced in the beginning of the 1990s when the Web was young and 
much smaller (e.g., first release of Lycos in 1994 indexed about 54 000 
documents (Mauldin, 1997)). 

Although the size of the Web and Web search engine databases is rapidly 
increasing, the skills of the users have not altered all that much. Extensive 
studies of the Web searchers’ behavior with search engines show that the 
topics of the searches have changed with the evolution of the Web, but the 
query formulation skills of the users have not (Spink et al., 2002; Jansen & 
Spink, 2006). In particular, users routinely submit short queries containing 
just a few words (on average about 2.5 words). 

When we combine these two facts, the motivation for our study becomes 
evident. Although the search engines use sophisticated techniques for 
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ranking the search results, it is virtually impossible to return the most 
relevant document to the users out of 8 billion if the cue consists only of 
two words. This is especially true in situations where the query words are 
ambiguous or when the user wants to learn different sides of a certain 
topic. 

Inspired by this, we ask the following research question: can we enhance 
the users’ search performance by new user interface solutions? If so, 
how can they be achieved and how important are such advances? 

In accordance with our research question, we designed user interface 
prototypes based on the idea of categorizing search results. The solutions 
were tested mostly in human-computer interaction (HCI) driven studies. 

1.2 CONTEXT 
In addition to the obvious context of Web searching and current Web 
search engine user interfaces, this research is connected to various 
research fields, discussed briefly below. 

The primary field of research relevant to the current thesis is human-
computer interaction. Human-computer interaction emphasizes the end 
user’s role in the success of a system. Methods from HCI research can be 
applied in many domains, but software user interfaces were the original 
focus. In HCI, a solution is considered successful if we can observe 
measurable improvements in the end user’s performance with the system 
in a particular task. This study is strongly HCI driven and aims to 
contribute to the knowledge in HCI. 

The second important field is information retrieval (IR) studies or, more 
broadly, information studies. The roots of IR are in the early days of 
storing textual data in computer systems. Textual data, as opposed to 
structured data in databases, poses particular challenges in retrieving the 
information from the storage. Exact matching is not desirable in the same 
sense as with structured data. It would be frustrating trying to find a book 
if one had to type in the title in the exactly correct form. The example 
illustrates the different user needs that are associated with IR systems. The 
main results from IR studies are in the core of every (Web) search engine 
today. As the availability and importance of electronically stored 
information has increased, the information retrieval community has 
focused on a wider context of using information. For example, information 
seeking (IS) considers the wider context of information use including the 
retrieval of the information from databases. This study resembles many IR 
and IS studies and can provide a contribution for these communities. 

The third partially related field is data mining or knowledge discovery. 
This is a field that studies ways of automatically extracting useful 
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information from large databases. In our view, the size of the database is 
related to the user’s task and resources. If the utilization of information is 
difficult or too time consuming for the user in a given task, we consider 
the database large. This implies that we can utilize automatic knowledge 
discovery or summarization methods to help the user in understanding 
the information. Data mining and knowledge discovery are fields where 
techniques similar to our automatic categorization are developed and 
studied. However, we do not aim to contribute to data mining 
technologies in our study. 

Fourthly, natural language processing (NLP) is a field of research that we 
use in our work. NLP can be regarded as a set of computing techniques 
that aim, in extreme, to achieve human-like language understanding with 
computer software. Such techniques include, for example, word stemming 
and part-of-speech analysis. When we compute categories for textual data, 
it is common to utilize some techniques used or developed in the NLP 
field.  

1.3 PREVIOUS WORK 
An early pioneer of automatic overviews for accessing information was 
the SuperBook prototype (Remde et al., 1987). It was among the first 
systems where the (meta)data contained in the document was used to 
automatically create a meaningful overview of it. Although the text was 
nicely structured (it had headings and sub-headings clearly marked), the 
idea of automatically producing an overview of the text was important, 
especially since it was found to be beneficial in a subsequent user study 
(Egan et al., 1989). 

Scatter/Gather (Cutting et al., 1992; Cutting et al., 1993), developed in 
Xerox PARC, took the idea a step further. The tool enabled browsing a 
large document collection without explicit search functionality. The 
solution was based on an organization created by automatic clustering. 
One of the contributions was a new clustering technique that made it 
feasible to handle substantial numbers of documents, which had not been 
possible previously. Later on, Scatter/Gather was used for accessing 
search results with the same clustering idea (Hearst et al., 1995; Hearst & 
Pedersen, 1996). 

Another pioneering system was presented by Allen, Obry, and Littman 
(1993), who focused on introducing structure to the result documents of a 
search. The user interface was built around an interactive dendrogram (a 
type of tree structure) built by a hierarchical clustering algorithm. The user 
could select branches from the tree and see the corresponding article titles 
(search results) in the user interface. 
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One of the most influential systems in organizing Web search results is 
Grouper (Zamir & Etzioni, 1999). Grouper uses a clustering algorithm 
specifically built for organizing Web search results. The system was 
successful and it is extensively cited in the literature. Our approach is 
close to Grouper, but the categorization algorithm and the user interface 
are different. In addition, we evaluated our solution in laboratory settings. 
This gives us more information about the use of such systems. 

Whereas the above-mentioned systems use clustering techniques where 
similar documents are brought together to form groups, there are also 
systems that use classification methods. DynaCat (Pratt & Fagan, 2000) 
applied Medical Subject Headings (MeSH) classification in retrieving 
medical documents. Chen and Dumais (2000) used a similar technique in 
the classification of Web search results. Their evaluation method is partly 
used in our studies. 

1.4 METHOD 
This work is based on constructive and empirical research. We have 
constructed a software program that implements a user interface with 
automatic categorization facilities. Two different categorization techniques 
are available through the same user interface. 

The evaluation part is based on 1) laboratory experiments and 2) a 
longitudinal study. We conducted three controlled experiments with 20–
36 participants for testing the effects of the proposed user interface on the 
user performance. The controlled environment enabled us to measure 
accurately the users’ interaction with the system. 

A longitudinal study was used to compensate the limitations of the 
controlled experiments. The usefulness of the system in real situation 
cannot be fully understood by only relying on the laboratory tests. Thus, 
information on real use was collected in a longitudinal study with 16 
participants over a period of two months. 

Mathematical measures were also employed to characterize the properties 
of the categorization algorithms. Specifically, the last study followed the 
example of many information retrieval studies on systems similar to ours. 
The system was empirically tested, but without human participants. 

1.5 RESULTS 
The research produced five main results that address different sides of our 
research questions and confirm findings in previous research: 
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1. Automatic categorization can be used to enhance user performance in 
search tasks. We describe two methods for categorizing Web search 
results and a filtering user interface concept for enhancing the users’ 
task of evaluating the search results.  

2. User performance is significantly improved by our techniques. The 
benefit is about 30–40% faster speed in finding relevant answers while 
the number of irrelevant answers is reduced. In addition to these, we 
found evidence that users prefer the suggested search user interfaces. 
These results are based on observations in laboratory studies 
conducted with both categorization systems. 

3. New user interface techniques can have an impact on users’ ways of 
searching. In the longitudinal study, users adopted the new 
categorizing technology as a part of their search habits and they 
reported benefiting from it. They also reported having changed the 
way they formulate search queries. Log files showed that the use of 
categories stayed at a constant level being used in roughly every 
fourth search. 

4. The two presented categorization algorithms work acceptably and 
complement each other. In a theoretical test without user participation 
one method produced higher coverage and overlap results whereas 
the other produced higher quality category names. The computational 
performance of the algorithms was on an acceptable level although 
they are not optimized for top performance. 

5. The cluster hypothesis is confirmed. Jardine and van Rijsbergen (1971) 
stated in their so-called cluster hypothesis that relevant documents for a 
query tend to be similar. According to our results, this seems to hold 
in the context of clustering Web search results. 

1.6 STRUCTURE OF THE THESIS 
This thesis consists of a summary and six original articles published in 
international conferences and journals. The summary will first introduce 
the reader to the phenomenon of finding information in the Web. This is 
followed by discussion and a review of the related work on helping users 
find relevant information in the Web environment. As we have seen 
various methods for enhancing the access to Web search results, we will 
focus on methods that are based on result categorization. Our approach is 
based on categorization and thus this chapter contains the closest 
references. At the end of the chapter, we introduce our own Findex tool. 

Whereas the beginning of the thesis mostly concerns the related work, the 
latter part of the summary (from the methodology chapter on) describes 
our approach. The methodology chapter discusses our research approach 
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and the options we had in selecting the evaluation methods. In the 
‘Studies’ chapter we connect each of the separate publications to the 
context of this thesis and explain their meaning for it. The thesis ends with 
conclusions drawn from the results. But before going to the conclusions, 
let us first begin with the basic information about searching information 
from the Web. 
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2 Accessing Web Information 

2.1 WEB SEARCHING 
The World Wide Web has become a widespread and extensive source of 
information. The actual number of documents available on the Web is 
impossible to count due to the distributed nature of the Web, but Google 
reported indexing over 8 billion pages by the end of 2004 (Google 
Timeline, 2005). Clearly the amount of information is well beyond the 
comprehension of any information user. 

Because the number of Web documents and Web sites is so extensive, the 
use of Web search engines is one of the basic activities while using the 
World Wide Web. Almost 90% of Web navigation sessions start with the 
aid of a search engine (Nielsen, 2004). Web search engines have put 
information retrieval systems into the every day lives of millions of people. 

However, Web searching differs from the use of conventional information 
retrieval systems. The most prevalent difference is the user population. 
According to a study by Jansen and Pooch (2000), the users of traditional 
information retrieval systems enter fairly sophisticated and long search 
queries. Such systems are typically used by professionals (like librarians) 
who are formally educated and who understand Boolean logic. In contrast, 
with OPACs (online public access catalogs) and Web search engines, the 
use of advanced query features or comprehensive terminology is rare. 
Users make short queries, typically consisting only of one or two words. 

Both of these latter systems (OPACs and Web search engines) are used by 
laypersons with varying backgrounds. The users are not experts in 
information retrieval and may not even know much about the topic they 
are exploring. Formal categorizations or classification terms are not known 
to such users and thus, the selection of the query words may be 
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suboptimal (especially with OPACs). With the Web search engines, the 
user population is even more varied than with OPAC systems. Practically 
every Web user is a search engine user and the variety in the skills, 
background knowledge, and interests is enormous. 

Spink, Jansen, and their colleagues (Jansen et al., 1998; Jansen et al., 2000; 
Spink et al., 2001; Spink et al., 2002; Jansen & Spink, 2006) have conducted 
comprehensive studies about the use of Web search engines by analyzing 
the query logs of the Lycos Web search engine. The data collections are 
impressive, covering over one million search sessions in multiple samples 
over the years. The data covers the search behavior of about 200 000 
searchers. 

The main results of the log analysis are clear: Web users formulate short 
queries consisting only of a couple of terms, typically one or two. 
Advanced operators, Boolean operators in particular, are seldom used (on 
average in less than 10% of the queries). Among the operators, phrase 
search is the most popular. The topics that are being searched have 
changed over time, but the query formulation skills and habits remain the 
same. This is notable, as at the same time the amount of available 
information has exploded. 

The user’s next task after formulating and submitting a query is to 
evaluate and exploit the results. Evaluation refers here to the process of 
scanning the result listing and deciding on the relevance of the individual 
results. If a result seems relevant for the user, it is opened for closer 
inspection. The Lycos search engine logs show that users evaluate results 
contained in the first two result list pages, meaning that users evaluate 10–
20 results. From these result list pages only a few actual result documents 
are opened. One query typically ends in opening one or two result 
documents for further consideration. 

These observations have a major impact on the requirements of the search 
engine functionality and the user interfaces. This means that the ranking 
of the results is a crucial feature. A query may result in hundreds of 
thousands or even millions of result documents while the user is willing to 
evaluate only the first ten or twenty of them. In these circumstances, it 
seems evident that the ranking method will fail from time to time. We can 
also see the meaning of the observations differently. It means that the user 
interfaces of the search engines face a serious challenge in delivering the 
relevant results to the users. 

2.2 SEARCH PROCESS 
The every day experience of Web searching may seem confusing and 
somewhat chaotic. The actions the user takes may vary from time to time 
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and depend on the situation. However, we need a model of the search 
process at an appropriate level in order to be able to understand the 
meaning of different actions and artifacts involved in the process. Because 
Web searching is a special case of general information searching (retrieval), 
the obvious source for such a model could be information retrieval (IR) 
studies. 

At the core of traditional IR studies is the process of matching a query 
against the documents. For example, according to Robertson (1977), the 
Swets model identifies two steps in the matching process. In the first step, 
the value of a matching function is computed between the query and each 
document in the data set. The second step selects the documents with the 
highest values from the first step. This model emphasizes the role of the 
information retrieval system in the search process. The matching problem 
is difficult and thus an understandable and important focus area. 
However, being so focused on the matching process, the user is almost 
completely eliminated from this view. Our research question involves the 
behavior of the user and thus, this model is not appropriate for our 
purposes. 

During the 1980s more and more studies started to shift towards the users 
and the user interaction with the information retrieval systems (Saracevic 
et al., 1988). Because the user of the system is focused on, the searching 
model also changed. A general model (Saracevic et al., 1988) of 
information seeking and retrieving identifies seven phases in the search 
process. The phases are characterized by the following events: 1) user has 
a problem to be solved, 2) user seeks to resolve the problem by 
formulating a question, 3) presearch interaction with a searcher, 4) search 
formulation, 5) search activity and interaction, 6) delivery of the results, 
and 7) evaluation of the results. This model brings the user into the 
process and emphasizes the actions taken before the actual use of the 
information retrieval system. Vakkari (1999), on the other hand, has 
stressed that information seeking happens in a context where information 
is needed for a certain purpose (a specific task). 

The information seeking approach has also been applied to Web search 
studies. Choo, Detlor, and Turnbull (2000) developed a new model for 
Web information seeking that describes different types of search behaviors 
in terms of scanning modes and search moves. This work does not provide 
us with more detailed information about the focus of this study: the nature 
of interaction with the search engine. 

Sutcliffe and Ennis (1998) proposed a cognitive model of users’ 
information searching behavior. According to the model, the four 
activities in the information searching process are: 1) problem 
identification, 2) need articulation, 3) query formulation, and 4) results 
evaluation. The model includes iteration so that unsuccessful queries can 
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lead to a new problem identification. This is an important point in the 
Web environment as about half of the query sessions have been shown to 
contain more than one query (Spink et al., 2002). However, the emphasis 
on cognitive processes in the model reduces its utility in our case where 
the focus is in the system-user interaction. 

Marcia Bates (1989) has proposed a model for online search interfaces that 
contains and actually emphasizes the iterative or progressive nature of the 
search process. Her notions of browsing and berrypicking reflect the fact 
that the information need is rarely constant even over one search session. 
The query results gathered may affect users’ search strategies, query 
formulations and even the information need. Her model describes 
information search as an evolving process where the information need is 
continually sifting and it is fulfilled not by one query but by a set of 
queries produced in this process. 

Shneiderman, Byrd, and Croft (1997; 1998) have proposed a search user 
interface framework that is based on a four-phrase model of the search 
process. This model emphasizes the interaction between the user and the 
system and is thus consistent with our research question. This is why we 
have used this model in our study. According to the model, the search 
process consists of the following phases: 

1. Query formulation: the initial phase where the user formulates the 
information need in terms of a query. The phase also includes the 
decisions about the information source and the fields of the documents 
to search. 

2. Action: starting the actual system-performed search operation. This 
may happen implicitly or explicitly depending on the search system. 
For instance, Microsoft Windows help indices start the search implicitly 
as the user types in text while a typical Web search engine requires 
users to press enter or click a button in order to start the search. 

3. Result evaluation: when the search is performed, the results are 
presented to the user and the user needs to evaluate them in order to 
find the relevant documents. Typically result evaluation is facilitated in 
current search engines by presenting the results as a ranked list with 
short document summaries. 

4. Query refinement: search is typically an iterative process where the 
results of one query affect the next queries. In this respect, it is 
important to make it possible for the users to easily edit and modify the 
current query. 

Our contribution is targeted at facilitating the user performance in the 
result evaluation phase while the other phases are more or less excluded 
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from the studies. However, all the phases are certainly interconnected and 
our research in large (within our research group) has contributed to the 
other phases as well. For example, we have designed aids for facilitating 
query refining and studied the users’ query formulation skills. These 
studies are nevertheless beyond the scope of this work. 

2.3 INFORMATION FORAGING THEORY 
The above search process models evolved from a strictly system oriented 
model towards models where the human operator had a bigger role. We 
can still take a step and look into models of human behavior in the search 
process. What can be said about the searcher? Which factors and 
motivations guide the actions in an information searching task? 

Information foraging theory (Pirolli & Card, 1995, 1999) answers these 
questions by analyzing the human activities associated with the search 
process. As the name suggests, the information searching process is 
compared to food foraging and the analogies are used widely in the 
theory. 

Information foraging theory consists of three models. The information patch 
model describes how the information is scattered around the environment 
(physical or virtual) and how information seekers allocate time and effort 
in order to find relevant information. The information scent model is 
concerned with the process of identifying valuable information from cues 
that are available in the environment or information space. Lastly, the 
information diet model addresses the selection of the actual information 
items. 

For the current work, the most interesting part of information foraging 
theory is the patch model. The central idea is that the information seeking 
process starts by first locating a patch of information, an area in the 
(physical or virtual) space that has high information concentration. Next, 
the information is gathered within this patch as long as it appears to be 
more efficient than locating a new patch. Note that the theory implies 
modification of the strategy employed in order to maximize the rate of 
gaining valuable information. In other words, the information searching 
process is a constant calculation of cost and benefit. Certainly, this 
calculation may happen without conscious effort, but it affects the 
behavior.  

Let us consider a simple Web search session as an example. The query 
formulation can be seen as an initial effort to find the first information 
patch. As we come across the patch (get the query results), we start to 
evaluate it. We look for relevant pieces of information and use all available 
cues to find it. For example, keywords in bold face and the context in 
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which they appear in the result summary can provide the user with a 
scent of relevant information. 

If the patch, in our case the list of results, appears to be too sparse in 
relation to our information need, we start to look for a new information 
patch. In our example this means formulating a new query. The decision 
on when this happens is affected by the personal characteristics of the 
searcher. Some searchers find it easy to look for new patches (formulate 
queries) and some do not. The available tools also affect the decision. If the 
search space can provide the searcher with easy and efficient tools for 
finding a new patch or for finding new relevant results within the current 
one, it affects the decision on when to switch to a new patch. 

In terms of information foraging, our research aims at providing the users 
with new means of finding new information patches. The patch of 
information in our context gets a somewhat different meaning than in the 
previous example. Because the result set is divided into easily accessible 
clusters, one such cluster can be seen as an information patch. In effect, the 
result categorization approach provides a user with multiple easily 
accessible information patches with one query. This is likely to reduce the 
cost of changing patches and thus the users become more demanding in 
the evaluation of one patch. Because the patch switching is easier, the 
searchers can concentrate on patches whose information density is high. 

The authors of the information foraging theory have proposed similar 
categorization based methods for enhancing (Web) information access. In 
the beginning, this was based on automatic clustering in the 
Scatter/Gather (Pirolli & Card, 1995) system and later on automatically 
extracted structures from Web link graphs and users’ navigation actions 
(Pirolli, Pitkow, et al., 1996; Chi et al., 2001; Chen, LaPaugh & Singh, 2002). 

2.4 WEB SEARCH ENGINE USER INTERFACES 
So far, we have seen that Web searching is a frequent and important part 
of modern information management. The search process models agree 
that there is an information need that is transformed into a query string. 
The information retrieval system compares the query to the documents 
and presents the best matches to the user. This is the high level principle 
of how the present search engines work.  

Let us now take a look at the state of the art of commercial Web search 
user interfaces and the tools they provide to the users in order to 
overcome the challenges of Web searching. We include in our review three 
major Web search engine user interface types: 1) ranked result list (e.g., 
Google Search Engine), 2) directory service enhanced result list (e.g., 
Yahoo! Search Engine), and 3) query refinement suggestions (e.g., Teoma 
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Search Engine). The list could be accompanied with search result 
visualizations and automatically categorizing search engines. We consider 
these user interface solutions as emerging and thus they are covered in the 
next chapter. 

Ranked List User Interface 

Perhaps the most ubiquitous and most popular type of search engine user 
interface is a ranked list user interface. It is simple and easy to understand, 
which probably explains its popularity. Google search engine is a well 
known example of such a user interface. 

 
Figure 1. Google search engine user interface. 

Google (Figure 1) is fairly conservative in its user interface design. It relies 
mostly on its unique PageRank mechanism to bring the most relevant 
results to the top of the result list and works remarkably well. However, it 
cannot deliver alternative results in queries where search terms have 
multiple meanings.  

Another useful feature in Google is the spell checking of the queries that 
brings up suggestions for alternative ways of spelling the query words. 
This reduces errors in the query formulation, but does not solve the 
problem of ambiguous queries. Another exception to the simple basic user 
interface is the sponsored links (on the right in Figure 1), which bring up 
advertisements related to the user’s query. 
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Directory Enhanced User Interface 

Yahoo! is a good example of user interfaces utilizing human moderated 
directory (Figure 2). The Yahoo! directory consists of an hierarchical 
categorization of terms and topics and of Web sites and pages assigned to 
those categories. Because the directory was created by humans, the quality 
of the categorization is good. One problem with such categories is that the 
categorization may be unfamiliar to the user and thus, browsing may be 
difficult at first. The search functionality helps to get started and the 
categories associated with the relevant results allow the users to find other 
relevant documents as well. 

 
Figure 2. Yahoo search engine user interface. 

Yahoo! categories are utilized in the user interface to give further 
contextual information about the results. First, a few relevant categories 
are listed, through which the user can start browsing their contents. 
Second, each individual result item is accompanied by a category link that 
describes the category to which the result belongs. 

User Interfaces with Query Refinement Aids 

Query refinement aids aim to help users to express their information need 
in a more precise form. Typically, the initial query must be entered 
without assistance, but the subsequent queries can be affected by the 
refinement aids. 

Teoma is a good example of a user interface with query refinement aids 
(Figure 3). Teoma puts the query refinement suggestions into a significant 
role in the user interface. 
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Figure 3. Teoma search engine user interface. 

Teoma clusters Web pages according to so-called communities, meaning 
Web pages that “are about or are closely related to the same subject” 
(http://sp.teoma.com/docs/teoma/about/searchwithauthority.html). 
The user interface presents these communities under Refine functionality 
that allows users to rephrase their query with a particular topic covered by 
a community. For the user, the selection of such a refinement appears as a 
new search with more focused results. In addition to the refinements, 
communities are used to look for experts in the area. These results are 
presented to the user in a separate area in the user interface, giving it a 
central role in the user experience. 

Yahoo! is another example of this kind of functionality. In regular searches, 
Yahoo! has a so-called “Also try” feature. This feature presents a set of 
queries entered by other searchers that are similar to the current query. 
Typically this feature can help users to narrow down the search queries 
and become aware of the other meanings of the query words (in 
ambiguous queries). When the user selects one of the proposed query 
formulations, the current query is replaced with the new one and the new 
query is executed. 

To conclude the present state of Web information access, we can see that 
Web searching is a frequent but challenging activity for a huge user 
population and thus, well worth studying. Multiple user interface 
solutions have been proposed for the application domain, most of which 
are decidedly simple. The solutions work relatively well, given the vast 
variation in the user population. The sound, simple and well tested 
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solutions of current user interfaces are something that we wish to utilize in 
our solution as well. Users are accustomed to the simple ranked result 
listings and thus, we must consider the benefits of them thoroughly in 
new solutions. 

The theoretical work on searching sets a framework for our new solutions. 
The search process models imply a separate result evaluation phase that 
will be in the focus of the current research. The model has also influenced 
the test setups used in our studies. In addition, the information foraging 
theory provides us with factors affecting the actions of the searchers. 
These views have inspired us to look for ways of helping the users to find 
new and meaningful information patches. 
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3 Enhancing Search Result 
Access 

3.1 OVERVIEW 
There is a large number of user interface related techniques that can be 
used to enhance users’ access to search results. Initial query formulation is 
difficult, but refining the queries and evaluating query results have both 
received a lot of attention. The actual techniques to enhance users’ 
performance vary widely, ranging from simple text layouting to complex 
visualizations. 

The work for enhancing search result access has started already in the 
1950s. Back then, the output devices were rather limited (printers and 
simple character-based displays), which set strict limitations to the 
solutions available. With the development of the display technologies, the 
original problems have changed, but the fundamental questions of how 
the search results should be presented and what kind of tools the users 
need in order to access them remains.  

In the following, we will take a look at early work in keyword-in-context 
(KWIC) indices, newer work on result visualization techniques, query 
refinement suggestions and current categorizing Web search user 
interfaces. All of these techniques are related to our solution and have 
inspired our work. A more thorough survey of the techniques and 
different approaches can be found in the Marti Hearst’s (1999) chapter 
‘User Interfaces and Visualization’ in the book ‘Modern Information 
Retrieval’. 
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3.2 KEYWORD-IN-CONTEXT INDEX 
The keyword-in-context (KWIC) index is a type of concordance (word 
index) designed for presenting the results of a search query. Keyword-in-
context index dates back to 1959, when Hans Peter Luhn published an 
article about it. This discussion is based on Salton’s description of the 
technique (Salton, 1989, pp. 384–386). 

The idea in KWIC is to provide users with a meaningful and easy-to-scan 
query result listing in a limited environment such as those available in the 
late 1950s. The system is character based and it displays one result per one 
line of text, typically representing the result by its title (such as a book title 
in a library system).  

The keyword (query term) used in the query is central in displaying the 
results. The titles are printed in the KWIC index so that the instances of 
the keyword are aligned (see Figure 4). The scanning of the list of hits is 
assumed to be fast and easy as the user can easily see the context in which 
the keyword appears in each of the result items.  

Figure 4. An example of keyword-in-context (KWIC) index (picture after Salton (1989)).  

 

The typical way of presenting results in modern Web search engines can 
be seen as one type of KWIC. The Web search results are typically 
represented with a short summary text that contains the title of the 
document and a so-called query-biased text summary. This kind of 
summary is built so that short parts of the text (snippets) containing the 
query keyword are selected from the document (see Figure 5). The 
approach has been shown to be advantageous for the searchers (Tombros 
& Sanderson, 1998; White et al., 2001). 

Figure 5. An example of a query biased search result summary from Yahoo! search engine. 
The query was ‘query biased’. 

 

Advantages of query biased summaries in information retrieval  
Advantages of query biased summaries in information retrieval Advantages of query biased 
summaries in information retrieval Anastasios Tombros Mark Sanderson ... 
portal.acm.org/citation.cfm?id=290947&coll=portal&dl=ACM - More from this site 

 graphic scheme based on abstract and index cards 
 tic information using  abstract and index publications 
  abstract archive of alcohol lireratu 
 publishing modern abstract bulletins 
 company pharmaceutical abstract bulletin 
 a punched card abstract file on solid state and tra 
 the abstract of the technical report 
 relation of an abstract to its original 
 from journal article to abstract 
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Typically the keywords are highlighted (e.g., with bold type face) in these 
query-biased result listings. The purpose and the effect of bolding is 
comparable to the term alignment in KWIC. Bolded keywords direct the 
visual scanning process so that keywords are easily found and thus, the 
user is able to determine the context in which they appear in the results. 

3.3 VISUALIZING SEARCH RESULTS 
One possible way of improving the user interfaces of the search engines is 
to visualize the results. Visualization of the extensive amount of 
information sounds appealing. Visualizations are assumed to have the 
power of delivering a clear insight of a problem. 

However, the actual status of search result visualization is different. 
Unfortunately, visualizing unstructured textual information is all but a 
clear case. We can find a considerable set of result visualization techniques 
in the literature, but none of them have met the great expectations people 
have of them. We can distinguish two major approaches to visualizing 
search result (Zamir, 1998):  

1. visualizations based on properties of individual documents, and  

2. visualizations of the inter-document relationships. 

When the document properties are visualized, the options are to utilize 
the query terms and visualize their distribution or to use known attributes 
of the documents such as publication date, author, and type of document 
(e.g., book, article, magazine).  

Envision (Fox et al., 1993; Heath et al., 1995; Nowell et al., 1996) is a user 
interface for a library system that employs the latter approach. In Envision, 
the results for a query are displayed by icons in a matrix (Figure 6). The 
user can control the attributes visualized by different visual variables, for 
example, the year of the publication can determine the position of the icon 
on the X-axis and the icon can represent the type of the publication. Note 
that Envision relies heavily on structured data that is available in library 
systems. A similar approach is much harder to implement in the Web 
environment. The GRIDL prototype employs a similar approach, but adds 
so-called hieraxes, categorical and hierarchical axes to the visualization 
(Shneiderman et al., 1999). 
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Figure 6. Envision user interface for search results. 

Perhaps the most widely known example of visualizations based on query 
term distribution is TileBars by Marti Hearst (1995). TileBars represent the 
document as a rectangle whose length is proportional to the length of the 
document (Figure 7). The rectangle is broken into a number of bins whose 
darkness represents the density of particular query facet occurrences 
within the corresponding section in the document. The rectangle is 
divided into rows that stand for each of the query facets. 

Veerasamy and Belkin (1996) proposed a system where documents are 
represented by vertical columns and query terms are located in rows. In 
the intersections, there are bars whose length visualizes the weight of that 
term in the corresponding document. In a user study, the system was 
found to be beneficial, but no convincing evidence for its utility and for 
the visualization approach in general was found. 

InfoCrystal (Spoerri 1994a, 1994b) is a way of visualizing the query term 
distribution between documents rather than within them (Figure 8). The 
idea in InfoCrystal is to take the query terms and display the number of 

 

Figure 7. A screenshot of TileBar User interface. 



…
…

…
…

…
 

  21 

matches that each Boolean (e.g., ‘and’) combination of them corresponds 
to. The matches are represented with icons whose form and position 
indicates what kind of combination is under consideration. For example, a 
rectangle contains two ends and it thus indicates the number of matches 
that the two facing concepts have given the Boolean operator. InfoCrystal 
aims to provide an understanding of what parts of the query are 
potentially too restrictive or not discriminatory enough. However, the 
resulting visualizations seem to get rather complicated and hard to 
understand. 

The visualization idea of InfoCrystal was applied to meta searching in the 
MetaCrystal prototype (Spoerri 2004a, 2004b). MetaCrystal visualizes the 
overlap of the search results from multiple search engines. There the 
different icons in the crystal visualization represent results from different 
search engines. The user is able to focus on documents found by certain 
search engines. 

Visualizing the whole search result collection and the relationships 
between individual items has been another popular approach. Kartoo 
(Kartoo Search Engine) is a publicly available tool that makes Web 
searches and visualizes the results as a concept map (Figure 9). The idea of 
seeing the whole result set at one sight is appealing, but in practice, the 
map is difficult to interpret. 

Cat-a-Cone (Hearst & Karadi, 1997) is a research prototype that visualizes 
the search results in a three-dimensional cone tree. The structure for the 
tree comes from a predefined classification system (MeSH) that is also 
used to classify the result documents. The tree shows all the topics in 

A

BC 

Figure 8. Original form of InfoCrystal. The icons have the following meanings: solid 
circles = query terms, hollow circles = instances of terms alone, rectangles = instances 

of two term intersections, hollow triangle = instance of three term intersections 
(picture after Spoerri 1994a). 
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which the results belong and aims to provide an easy access to them. The 
essential feature in the Cat-a-Cone system is its ability to display multiple 
selected categories in the category hierarchy simultaneously. The three-
dimensional representation of the category tree makes this possible. 

Self-Organizing Maps (SOM) is a general technique for mapping any 
multidimensional data into a two-dimensional space. Self-Organizing 
Maps are implemented using artificial neural networks and the map 
generation phase can be seen as a teaching phase of the network. The 
resulting map places closely related data items (such as Web documents or 
search results) next to each other. 

Lin, Soergel, and Marchionini (1991) were among the first to apply SOMs 
in information retrieval and for handling document sets. They proposed a 
user interface where a document collection was presented as a map with 
the most dominant concepts visible and with borders between the major 
regions. Later, the applicability of SOMs was demonstrated for large 
databases with the WEBSOM (Figure 10) system (Kohonen, 1997; Kaski et 
al., 1998). WEBSOM was intended to enable interaction with and 
comprehending a large document collection (such as static Web pages or 
Usenet news articles). The approach is expected to reduce the problem in 
selecting appropriate query terms as the query formulation step is 
essentially eliminated from the search process. Zamir (1998) suggested 
that the approach could be applied to search results, in addition to static 
document collections. 

 

Figure 9. Kartoo search engine user interface displaying the results for a query ‘jaguar’. 
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This brief overview of the (Web) search result visualization techniques is 
not intended to be comprehensive. Result visualization is a field of active 
research activities.  

3.4 QUERY REFINEMENTS 
The goal of result visualization is to help users to understand the retrieved 
result set. The approach may not help in a case where the result set does 
not contain any relevant documents, although such an understanding is 
an important step. Aids for refining the query formulation can be helpful 
in such a situation. 

In the information retrieval community, most work relating to query 
refinements has been done in automatic query expansion. Automatic 
query expansion refers to a process where the search system automatically 
adds synonyms or other closely related terms to the query in order to 
improve the recall or the precision of the query. Our approach emphasizes 
the active role of the user and thus the automatic query refinement 
suggestions are of greater interest here. 

Vélez, Weiss, Sheldon, and Gifford (1997) proposed a fast query 
refinement algorithm. The system, called RMAP, uses a pre-computed 
corpus in order to speed up the process of computing the refinement 
suggestions. This is important in Internet searches, where the number of 
searches is vast. In the evaluation of the system, it was found to be an 

 
Figure 10. A screenshot of WEBSOM demonstration. 
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attractive approach especially when processing time is critical. However, 
the evaluation did not include end users, and thus, it is not know whether 
the approach increases users’ search effectiveness. 

Belkin and his colleagues (Belkin et al., 1999) followed a different path in 
the evaluation by presenting two-term suggestion systems to 36 volunteer 
searchers. The first system (RF, relevance feedback) was based on explicit 
feedback from the users. The second system (LCA, local context analysis) 
produced term suggestions automatically. The comparison produced the 
first statistically significant difference measured in the TREC interactive 
track as they discovered that the LCA system was considered to demand 
less user effort while using the system.  

Both of these first two systems can be considered to be traditional 
information retrieval systems that may have a somewhat limited user 
population. However, a similar automatic term suggestion approach has 
been employed in the Web environment as well. Bruza, McArthur, and 
Dennis (Dennis et al., 1998; Bruza et al., 2000) have proposed a query 
refinement system called Hyper-index (Bruza & Dennis, 1997) and a Web 
search user interface called Hyper-index Browser (HiB). Hyper-index 
Browser requires the users to always refine their queries before they are 
presented with the search results. In practice, the users are presented with 
a list of possible query refinements after query submission rather than a 
list of results. When one of the refinement suggestions is selected, the 
query is actually executed and the results are presented to the users. 

The Hyper-index Browser was evaluated in user studies where it was 
compared first to Excite and then to Yahoo! and Google. The studies 
produced evidence that the approach is beneficial in ambiguous queries. It 
was also noted that with HiB, the users spent the least amount of time 
(relatively) in evaluating the actual result documents. This indicates that 
the time spent in refining the query (making a selection from the lists of 
suggestions) can be gained back in the result evaluation phase. 

Query term suggestions are also used in commercial search engines and 
Peter Anick has studied their actual use. The research contains a system 
prototype, Paraphrase Search Assistant (Anick & Tipirneni, 1999), and a 
log based study of the use of the AltaVista query term suggestion system 
called Prisma. This fairly extensive (over 15,000 search sessions) study 
concluded that the query suggestions were as effective as manually 
reformulated queries when they were used. However, the vast majority of 
the query reformulations were made manually (Anick, 2003). 
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3.5 CATEGORIZING WEB SEARCH USER INTERFACES 
Another group of search engines utilizes clustering methods. These search 
engines include Vivísimo (Figure 11, Vivísimo Search Engine), WiseNut 
(Figure 12, WiseNut Search Engine), and iBoogie (Figure 13, iBoogie 
Search Engine). All of these engines take a set of results and compute 
categories for them online. 

The resulting categorization is hierarchical in all these search engines. The 
categories are presented in the user interface as a list (either at the top of 
the page or to the left of the results). The exact details of the categorization 
algorithms have not been published, but their functionality is similar to 
the users. The user selects one of the categories and the user interface 
displays the documents that belong to that category. The major difference 
from the previous query refinement aids is the fact that selecting a 
category does not execute a new search, but alters the way the result 
listing is displayed. 

From the research perspective, there are a few problems with these 
commercial systems. First, the actual categorization algorithm is not public, 
and thus, the understanding cannot be shared in the research community. 
Second, there are no published evaluations of the usefulness of the 
categorizations. Addressing this shortcoming is one of our main 
contributions.  

 

 
Figure 11. Vivísimo search engine user interface with the categories for query ‘jaguar’. 
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Figure 12. WiseNut search engine user interface with the categories on the top for query 

‘jaguar’. 

 

 
Figure 13. iBoogie search engine user interface with the categories for query ‘jaguar’. 
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All of these commercial systems employ a hierarchical categorization, 
although WiseNut uses it only in certain categories. We acknowledge the 
benefits of the hierarchical categorization schemes and appreciate them in 
certain situations. However, we assume that hierarchical categorizations 
could be too elaborate in everyday searching, where the search topics and 
thus, the concept hierarchy could be hard to understand or require too 
much attention. Search result evaluation is a tedious task and we believe 
that users may be impatient in going through the results. In that case, it 
could be better not to present them with a comprehensive hierarchy but 
rather, with a more compact overview. Based on these assumptions, we 
have selected a flat categorization approach for our prototype. 
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4 Enhancing Search Result 
Access with Categorization 

In the previous chapter, we presented multiple ways to improve the 
search result access, including ways to enhance result summaries, result 
visualizations, query reformulation aids, and result categorization. In this 
work, we have chosen the categorization approach. Next, we will discuss 
the relevant theories and the previous research in the field. 

We will first discuss the cluster hypothesis, which is a theory describing 
the rationale behind the categorization approach. It will be followed by a 
brief historical review of how the technology has evolved, what the most 
prevalent categorization technologies are, and how they work. Next, we 
will go through various research prototypes that have employed 
categorization techniques in accessing search results. Finally, our 
approach and our research prototype, Findex, are presented. 

4.1 CLUSTER HYPOTHESIS 
In 1971 Jardine and van Rijsbergen published the so-called cluster 
hypothesis in the context of information retrieval. The cluster hypothesis 
states that relevant documents for a query tend to be similar to each other. This 
is an important discovery for our approach, as it is the underlying 
motivation for clustering the results. 

In the 1970s the clustering approach was not typically employed for 
accessing the query results, but rather, in the search process itself. If the 
document database can be divided into similar clusters, the searching 
efficiency can be improved and thus more elaborate methods could be 
used in the process. In practice, this means that the search process would 
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consist of two phases. The first phase would locate the relevant clusters 
and the second would retrieve the actual documents. The second phase 
needs to consider only the documents in the clusters identified and thus 
the number of documents is smaller than in the whole database. This 
makes the use of computationally intensive retrieval (or matching) 
algorithms feasible. 

Voorhees (1985) proposed a new method for testing the cluster hypothesis 
on a given document collection and noted that cluster based searches 
performed better than sequential searches in smaller collections. This is a 
good reason for clustering the search result lists, which are typically 
clearly smaller than the document collections. This is supported by the 
results from a study by Hearst and Pedersen (1996) where the hypothesis 
was tested with the Scatter/Gather system. They added a new assumption 
that clustering should honor the different retrieval contexts and thus the 
clustering should be done in context of a query. Both of the conditions 
(small collection and query-dependent clustering) can be met in result set 
clustering. 

When focusing on the performance of the end user in evaluating the 
search results, the basic idea of the cluster hypothesis still holds. When 
similar search results are clustered together in the user interface, the 
workload of the user is reduced. Ideally, the user needs to first locate the 
relevant clusters and then evaluate the documents within those clusters. 
Again, the number of documents to be evaluated is reduced as the number 
of documents in the relevant cluster is smaller than in the whole result set.  

4.2 CATEGORIZATION TECHNIQUES 
The literature describes a vast number of technologies used in making 
meaningful categories of textual documents. Before we present an 
overview of the techniques, we define the terminology used in the 
discussion. The terminology used in the literature is not always consistent. 

Terminology 

The terminology used in discussing document or text categorization varies 
considerably from source to source. Many terms, such as categorization, 
clustering, grouping, and classifying, can all be used to refer to the same 
high level concept of organizing a set of textual documents into a number 
of smaller groups. In this work, the term categorization refers to both the 
process of making such an organization and the outcome of the process. 

There are multiple automatic techniques for computing categories. The 
techniques can be divided into two groups, and we use the following 
terms for them:  

a) clustering techniques bring similar documents together, and  
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b) classification techniques assign documents to predefined classes.  
Multiple implementation techniques have been proposed for both 
approaches. 

In addition to clustering and classification, keyword extraction is a 
technology that can be used in document categorization. Keyword 
extraction is a process where descriptive words or phrases are found in a 
textual document. 

When a categorization has been built with a given technique, the resulting 
categorization is said to contain categories. The terms class and cluster refer 
to categories in the context of classification and clustering techniques, 
respectively. Group can also be used to refer to categories. 

Document Representation and Similarity Measures 

Many categorization techniques, especially clustering techniques, are 
based on similarity measures between the documents. Document 
similarity can be measured in a number of ways, but the most common 
ones include document representation in weighted vector format, so-
called vector space model (Salton, 1989). In the vector space model, each 
document is represented by a vector of words where the importance of 
each word is represented by a number, e.g., its frequency. 

As some words like ‘a’, ‘an’, ‘the’, or ‘and’ are frequent, such words are 
often removed from the vector. This can be accomplished by using so-
called stopword lists that enumerate words to be discarded. 

A more sophisticated method is to use more elaborate weight measures 
than simple word frequency. TFIDF (Term Frequency Inverse Document 
Frequency) is a statistical technique widely used in achieving this (e.g., 
Salton, 1989, pp. 280). There are multiple formulas for computing the 
measure, but the basic principle is the same. The measure compares the 
frequency of a term in the current document (tf) to the number of 
documents containing the term in the whole collection (df). Because the 
document collection frequency is used as an inverted multiplier, the terms 
that are common receive a small weight indifferent of their frequency in 
the current document. In contrast, words that appear frequently in the 
current document, but are rare in the collection, receive a higher score and 
are considered descriptive. 

As the documents are represented by weighted vectors, their similarity (or 
the distance between them) can be computed using methods from vector 
algebra. Again, there are multiple ways of applying them, but the so-
called cosine measure is perhaps the most widely used. The cosine measure 
is defined as the dot product of two vectors divided by the product of the 
length of the vectors (d1, d2):  

cosine(d1, d2) = (d1 ⋅ d2) / |d1||d2|.  
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The length of the document vectors is typically normalized to be 1 (unit 
vector) and thus, the cosine measure is simply the dot product of the 
vectors. 

Clustering Techniques 

An overwhelming selection of clustering methods can be found from the 
literature. Not all of them are relevant for clustering textual documents, 
but even those that are, are too numerous to present here. Berkhin (2002) 
has presented a comprehensive survey of the clustering methods. We will 
concentrate here on the basic clustering techniques that are most closely 
related to the problem of categorizing search results. 

Clustering techniques can be divided into those that produce a 
hierarchical clustering (hierarchical methods) and those that produce an 
un-nested partitioning of the documents (partitioning methods). There are 
several techniques for implementing both. The following partial 
classification (after Berkhin, 2002) illustrates the relationships of the 
methods we will describe. Our description of the methods follows the 
order of the classification. 

Partial classification of clustering methods 
Hierarchical methods 
 Agglomerative clustering 
 Divisive clustering 
Partitioning methods 
 K-means 
 … 

Agglomerative clustering is an iterative bottom-up process where the two 
most similar clusters are merged together at each step. The process starts 
with individual data points as clusters and in the end the whole collection 
is contained in one root cluster. The resulting data structure is a tree called 
a dendrogram. As the building process suggests, each node in the 
dendrogram branches into two until the leaf nodes are reached. The 
quality of the clusters is dependent on the similarity measures between the 
documents (and clusters) and several variations of the method described 
above have been employed. 

Divisive clustering is the other way of building hierarchical clusters. It uses 
a top-down process where the document collection is first considered as 
one cluster that is then divided into smaller sub-clusters until they contain 
only individual data points. The factors that affect the resulting clusters 
include algorithms to decide which cluster to split and the criterion for 
assigning the documents to the new clusters. In the process, document 
similarity measures are needed, for example, in determining which cluster 
has the most variation in it. Agglomerative algorithms are more common 
of the two. 
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There are also a number of clustering techniques that produce a flat 
categorization. We will describe a well-known and most widely used 
technique in document clustering. In the K-means algorithm, the basic 
solution is to first select target number K cluster centroids (central points 
in the document space) around which the documents are then clustered. 
The selection of a fixed number of centroids is also the source for the name 
of the technique. In principle, each document is assigned to the closest 
cluster (represented by a centroid).  

The first interesting issue in the algorithm is the selection of the centroids. 
Multiple approaches have been tried, including random selection. The 
second issue is the selection of the documents to be associated with a 
given centroid. This reduces back to calculating distances between vectors, 
because both the centroids and the documents are typically represented as 
vectors. As stated, documents are usually associated with the closest 
centroid. 

As the initial clustering is achieved with the previous procedure, the result 
can be optimized in an iterative process. This can be done by recalculating 
the centroid based on the documents contained in the cluster and then 
reassigning the documents again to the new centroids. Another 
optimization option is to find an optional centroid and to analyze the 
effects it would have on the clustering. Note that the K-means algorithm 
can be used to build a hierarchical clustering by applying the algorithm 
recursively to the clusters once computed. 

All the techniques discussed above may produce good quality clusters if 
all the parameters and factors are adjusted successfully. However, naming 
the clusters is a major problem. As the clusters are generated on the fly 
from a set of documents, the automatic description of the clusters has 
proved to be extremely difficult (Popescul and Ungar, 2000). Typical 
solutions employ representative words (frequently occurring or strongly 
weighted). However, the resulting word lists are typically hard to 
understand. This naming problem is a major shortcoming of these classical 
clustering methods, which is one of the motivations for our approach. 

Classification Techniques 

The main difference between clustering and classification methods is the 
source of the resulting structure. Where clustering creates the structure in 
the process, classification methods rely on predefined, typically man-
made topic structures, which typically are hierarchies (such as MeSH for 
medial documents or Yahoo! directory for Web content). 

The classification process is based on a set of target classes that are 
characterized by a set of features. The classified items are also 
characterized by similar features and the classification algorithm must 
make a decision on which class a data point belong to. We can find a 
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number of techniques used for this purpose from the literature ranging 
from simple nearest neighbor and multivariate regression models to 
various Bayesian models and neural networks. The bottom line is that the 
algorithm must place the data item in one of the available classes. 

Machine learning techniques are often applied in classification. Learning 
algorithms are used to optimize the classification process by teaching the 
system with a correctly classified training set. Such a set could be, for 
example, from a Web directory service (such as Yahoo!). Because the 
correct classification of each data point is known in the training set, the 
parameters affecting the classification can be adjusted in the process. 

One typical feature of the classification methods is that they do not 
directly support hierarchical classifications although the target 
classification scheme is often hierarchical. If nothing is done, the structure 
is flattened because of the classification technology. There are, however, 
systems where the complete hierarchy of the target classification scheme is 
employed. One can build a hierarchy of classifiers so that in the first level, 
a coarse decision needs to be made (e.g., distinguish computer articles 
from automobile articles). The next classifier depends on the decision 
made by the previous one as the process proceeds from one level to the 
next. Such an approach is used, for example, by Dumais and Chen (2000) 
and by Koller and Sahami (1997). 

For the end user, the most notable consequence of using a classification 
technique is the quality of the category names. Because the documents are 
classified to an existing taxonomy, the class names are also predefined and 
can be carefully selected to optimally convey the intended meaning. Thus 
the naming problem associated with the clustering methods is avoided. 
However, the classification scheme may be too rough for the given data 
set resulting in a categorization where all data items are placed in one or 
two classes. Such a categorization does not reduce the number of 
evaluated documents enough to realize the promise of the cluster 
hypothesis. 

Keyword Extraction 

Keyword extraction is an area of research that is closely related to 
clustering. It is especially important for our categorization method that is 
based on word and phrase frequencies. In contrast to our solution, 
keyword extraction typically aims at automatically extracting keyphrases 
for describing the contents of a document. Such keywords or keyphrases 
are often required by academic publications and their automatic extraction 
would be useful in many ways. Another popular application area of 
keyword extraction is in the query refinement suggestion systems. There 
the extracted keywords are used to give the user more options in 
reformulating the query. 
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According to Jones and Paynter (2002), Turney (2000) was the first to 
apply learning methods to the keyword extraction task. Barker and 
Cornacchia (2000) developed a system that utilized the extractor 
component developed by Turney, but added a new way of selecting the 
final keywords from the extracted candidates. The selection was based on 
noun phrases and their frequency. The extraction process scanned the text 
word by word and looked for sequences of nouns and adjectives ending 
with a noun. For identifying the part-of-speech, an online dictionary was 
used rather than a part-of-speech tagger. 

The digital library project in New Zealand has produced a keyword 
extraction algorithm called KEA (Jones & Paynter, 2002). In addition to 
simply extracting descriptive words for documents, it was also applied to 
facilitate search result access in a Web-based library system. Another 
example of its application is a document clustering system with a special 
stress on naming the clusters. In both tasks, the automatically extracted 
keywords were shown to be effective (Jones & Mahoui, 2000). Thus, KEA 
is closely related to our research. 

KEA is based on a supervised learning approach. The system is trained 
with a set of documents whose accurate keywords are known (e.g., author 
provided). Each document is transformed into text and stemmed 
candidate phrases with a length of one to four words are formed from the 
text. For each candidate, two measures are computed: 1) document 
distance, which describes how far the first instance of the phrase is in the 
document, and 2) the TFIDF measure of its frequency. Based on these 
measures, a Naïve Bayes classifier is constructed. When the classifier is 
ready, keyword candidates and their measures are computed in the same 
way and the classifier is used to select the most promising candidates. 

KEA is used in multiple user interfaces in different roles. In the simplest 
case, it can be used in library search to describe the retrieved documents 
with automatically extracted keywords if author-provided keywords are 
not available. In KeyPhind (Gutwin et al., 1999) keywords, or keyphrases, 
are used for refining a query. When the user enters a query, keyphrases 
that contain the query term(s) are listed. Upon selection of a keyphrase, 
the related keyphrases and the documents containing the keyphrase are 
displayed in the user interface. 

Phrasier (Jones, 1999) utilizes the automatic keyphrases in a complete 
browsing, querying, and reading environment for a digital library. 
Keyphrases are the basis for automatically creating hyperlinks between 
the documents that share the keyphrase. The user interface also displays 
the related documents. Kniles (Jones & Paynter, 1999) is a simpler version 
of Phrasier for the Web environment having basically the same features. 
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In addition to the digital library environment, KEA has also been tested in 
the Web environment. Jones, Jones and Deo (2004) presented a system for 
PDA devices that used KEA produced keyphrases as search result 
surrogates on a small screen. The solution was compared to displaying 
document titles, but no performance differences were observed in the 
study. 

4.3 CENTRAL SEARCH RESULT CATEGORIZATION SYSTEMS 
Now that we know the basics of clustering textual documents, we can 
direct our attention to actual systems where the techniques are utilized. 
We will first take a look at the search result categorizing systems that have 
had a notable impact on the research in the field. Later, we will make a 
more extensive survey of the related systems. 

Systems where categorization was an explicit part of the end user’s 
experience started to emerge at the beginning of the 1990s. Scatter/Gather 
(Cutting et al., 1992) was one of the first systems where automatic 
clustering was tightly integrated to the user interface. In the late 1990s, 
Grouper (Zamir & Etzioni, 1999) was introduced with a clear focus on 
categorizing search results. Around the same time, classification based 
systems were also introduced. These include the SWISH prototype by 
Chen and Dumais (2000) and the DynaCat system by Pratt and Fagan 
(2000).  

These four systems have been discussed widely in the HCI community 
and are closely related to our work. In addition, they exemplify the two 
major approaches: clustering and classification. The prototypes use two 
types of data sources: digital library (with structured data and complete 
documents) and Web searches (data limited to summary texts only). This 
separation is important because the data type affects the techniques used. 
Figure 14 summarizes the technical approaches and the data sources of the 
four central systems. 

 

Scatter/Gather 

The Scatter/Gather user interface is based on an interactively and 
iteratively built document structure. In the beginning, the whole database 

DynaCat 

Scatter/Gather 

SWISH 

Grouper 

Digital Library Web Search Results 

Clustering 

Classification 

Figure 14. Techniques and data sources of the central prototypes. 
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would be divided into a number of clusters (scatter). These clusters were 
presented to the user by showing a list of representative words and a short 
list of sample document titles contained in the cluster. The user then 
selects one or more of these clusters for focusing on the interesting topics. 
The selected clusters from a new base set (gather), which is then divided 
(scatter) into clusters again. The user controls the clustering process by 
selecting the clusters of interest and forms a tailored hierarchical 
categorization of the document set. 

The original idea of Scatter/Gather was to function as a browsing tool for 
large document collections, but quite soon the idea was employed in 
accessing search results. From the user’s perspective, this does not change 
the situation much. The difference is that the initial document collection is 
formed by a search query (the result set), but from there on, the interaction 
with the system is the same. However, the performance issue is reduced as 
the initial document collection is considerably smaller than in the original 
case. 

In addition to being among the first systems to actually try and 
demonstrate search result clustering in practice, research on 
Scatter/Gather also presented one of the first user studies on such systems 
(Pirolli, Schank, et al., 1996). As with many experimental technologies, the 
initial results from the user studies were not a major success. In fact, 
Scatter/Gather appeared to be both slower and less accurate when 
compared to the standard information retrieval system based on similarity 
search. Despite the slightly disappointing results in simple document 
retrieval, Scatter/Gather was seen to effectively communicate the topical 
structure of the document collection. 

A follow-up study focused on the usefulness of the clustering approach 
(Hearst & Pedersen, 1996). The overall performance of the system would 
not be as important as the success of using the categories for a given task. 
This approach produced results. The study concluded that the users found 
and selected the most relevant clusters. This is crucial for the cluster 
hypothesis and the results provided confirmation that the clustering 
approach may be beneficial in search result access. 

Grouper 

After Scatter/Gather, the idea of categorizing search results seemed to 
fade and it was not a popular research topic, but the area was 
rediscovered in the late 1990s. At that time, the Web had grown to vast 
proportions and finding information in it became harder. Web searching 
was an important motivation for the beginning of the next wave of search 
result categorization systems. 

Zamir and Etzioni (1998) were the first to demonstrate the feasibility of 
this approach in the Web environment. They compared multiple 
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clustering techniques (Zamir et al., 1997) and finally presented their own 
clustering method, Suffix Tree Clustering (STC). STC is based on shared 
words and phrases in the documents and the technique was especially 
designed for Web searching. The authors call the method clustering, but it 
is also close to term extraction. For example, the algorithm does not use 
the classical document similarity measures that are distinctive for 
clustering algorithms. 

Zamir and Etzioni (1999) developed a Web search engine user interface 
based on the idea. The clustering search engine user interface was called 
Grouper. Grouper presents the search results in five categories. Each 
category shows representative words and a few sample document titles 
much as the Scatter/Gather system did. The interaction, however, is 
simpler compared to Scatter/Gather. In Grouper, the user simply selects 
one of the categories and the system will display the documents, whereas 
in Scatter/Gather cluster selection presents the user with new clusters.  

However, Grouper forces the user to make one category selection, because 
initially only the clusters are displayed. Thus, clusters are emphasized and 
the design introduces an additional interaction step to the search process, 
namely the selection of the category. This may not be necessary, because 
the top results in the search engine rank order could satisfy the user’s need. 
The design may be good in evaluating the use of the categories, but it may 
decrease the user performance in real situations. 

Grouper has not been formally tested in an experiment, but it was 
evaluated by a log study. The results showed that the users followed more 
documents in a session and that the time needed to access multiple 
documents was shorter than when using a conventional user interface. 
These are positive results and indicate that result clustering is worth 
exploring further. 

SWISH 

The SWISH prototype employs another approach, as Dumais and Chen 
(2000) implemented a hierarchical classifier based on Support Vector 
Machine (SVM). The classifier was taught with LookSmart Web Directory 
documents that are organized into a hierarchy of categories by 
professional human editors. After the teaching phase, the classifier will 
assign new documents to the best matching categories. 

The original user interface of SWISH organized the list of documents by 
category title names using them as headings. The user could collapse or 
expand the categories and each document was presented by a one line title 
underneath the category. The short document summary was available as a 
hover text on demand. The document title was a link to the actual 
document and the user interface contained separate buttons for opening 
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subcategories and displaying more documents within a category (Chen & 
Dumais, 2000). 

SWISH was evaluated with 18 users comparing it to the typical rank order 
list user interface (Chen & Dumais, 2000). The test setup was one of the 
sources of inspiration for our own studies as the authors used predefined 
queries. The results of the study concluded that the category approach is 
faster and that there are fewer give-up situations compared to the ranked 
list user interface. In addition, the users showed positive attitudes towards 
the proposed system. 

In a later study (Dumais et al., 2001), seven user interface designs were 
compared. The conditions included three ranked list layouts and four 
automatic category based layouts. The user interfaces varied in showing 
the result summaries and category names. The results indicate that the 
category based user interfaces are faster than the list based and the best 
performance was achieved in the condition where the document titles 
were displayed in the context of the categories. This means that a proper 
context is needed in order to understand the meaning of a category. 

DynaCat 

DynaCat is a search system in the medical domain intended for patients 
searching for information about various medical issues (Pratt & Fagan, 
2000). Like SWISH, DynaCat uses the classification approach, but it 
utilizes multiple models in the process. It models the user’s query 
according to predefined query types and uses a large domain specific 
terminology model (Medical Subject Headings, MeSH) to classify the 
retrieved documents. Thus, the category selection is influenced by both 
the user defined query and the retrieved documents. 

The user interface of DynaCat resembles our solution. It lists selectable 
categories on the left side of the user interface. In contrast to ours, the 
categorization is hierarchical. DynaCat was evaluated in a user study with 
15 participants where it was compared to the ranked results user interface. 
The results of the study show that the participants found more answers in 
the given time and that they were more satisfied with the results when 
using DynaCat. 

In summary, we can see similar results in the user studies of these four 
prototypes (Scatter/Gather, Grouper, SWISH, and DynaCat). All except 
Scatter/Gather demonstrated faster and more enjoyable user performance 
in search tasks. The test setups in the studies were similar: the proposed 
categorization system was compared to a ranked list of results, the de facto 
standard. These results are in line with the cluster hypothesis in the 
context of search result access. It means that the result categorization is 
able to bring together relevant documents and help the user in finding the 
needed information. 
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4.4 RELATED CLUSTERING SYSTEMS 
In addition to the previously discussed research prototypes, there is a 
large number of systems that are closely related to the current topic. Table 
1 lists a selection of such systems including the previously presented most 
influential systems. The list is not comprehensive, but it gives us an 
overview of the systems, evolvement in the research, the technologies 
used, and the user interface solutions employed. 

The ‘Technology’ column reveals the main technique that is used in the 
corresponding prototype to create the categorization. The most common 
techniques include variants of clustering and classification as well as term 
extraction methods. In addition to these, this sample contains a few 
systems that employ Web link structure analysis. 

The ‘Type’ of the categorization or organization refers to the structure that 
is produced in the organization process and displayed to the user. We 
assume that the resulting structure may have an important role in the 
understandability and usefulness of the system for the end users. The 
structures are either hierarchical (H) or flat (F). 

The type of user interface (‘UI’) is of great interest to us, because it has 
such a central position in the end user experience. We speculate that the 
utility of the most brilliant categorization system may be damaged by a 
suboptimal user interface design. Categorization of user interfaces is not a 
simple task, but we try. Table 1 summarizes our categorization principles. 
We distinguish three types of user interfaces and two target environments 
(the Web and graphical user interfaces (GUI)). The actual combination of 
the user interface type and the target environment are represented with 
the listed combinations of letters. 

Finally the ‘Data source’ column tells what kind of data source is used in 
the prototype. The most important ones include search results from a 
search engine, complete (full text) search result documents (search docs), 
and rich data from a digital library (DL). 

 

Table 1. Legend of the user interface types used in Table 2. 

UI Type Description Web GUI 

Overview+Detail UI Displays simultaneously an overview of the data and 
details of the selected item. 

O-W O-G 

Browsing UI A structure is used to navigate in the data collection. The 
whole structure and/or the data items are not 
simultaneously visible to the user. 

B-W B-G 

Visualizing UI A visual representation (as opposed to textual) is used to 
select interesting data items. 

V-W V-G 

Multiple techniques A combination of two or more of the above. M-W M-G 
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Table 2. Research prototypes using categorization in accessing search results. 

No System name Reference Technology Type UI Data source 

Systems discussed above     

1. Scatter/Gather Cutting et al. 1992 clustering H OB-G DL 
2. Grouper Zamir and Etzioni 1999 clustering F B-W search results 
3. SWISH Chen and Dumais 2000 classification H B-W search results 
4. DynaCat Pratt and Fagan 2000 classification H O-G DL (MEDLINE) 

Closely related systems     

5. Adaptive Search  Roussinov and Chen 2001 clustering F B-W search results 
6. AMIT Wittenburg and Sigman 1997 link structure H V-G web walker 
7. Carrot Weiss and Stefanowski 2003 clustering F B-W search results 
8. Cat-a-Cone Hearst and Karadi 1997 classification H V-G DL (MEDLINE) 
9. (CGRU) Chekuri et al. 1997 classification F B-W? search docs 
10. Cha-Cha Chen et al. 1999 link structure H O-W intranet search 
11. CI / Meta Spider  Chau et al. 2001 extraction F M-G search results  
12. Dart  Cho and Myaeng 2000 clustering F V-W search results 
13. DisCover  Kummamuru et al. 2004 clustering H O-W  search results 
14. HighLight Wu et al. 2003 extraction H O-W search results 
15. HuddleSearch  Osdin et al. 2002 clustering H OB-W search results 
16. Info Navigator  Carey et al. 2003 clustering + 

extraction 
F/H V-G search docs 

17. Interactive 
Dendrogram  

Allen et al. 1993 clustering H V-G DL 

18. iSEARCH  Chen and Chue 2005 clustering + 
link structure 

H O-W search docs 

19. J-Walker  Cui and Zaïaine 2001 classification H O-W search results  
20. (KS) Kules and Shneiderman 2005 classification 

+ clustering 
H O-W search results 

21. (LC) Leouski and Croft 1996 clustering H B-G search docs 
22. PHIND Edgar et al. 2003 extraction H B-W DL 
23. Retriever  Jiang et al. 2000 clustering F B-W search results 
24. SONIA  Sahami et al. 1998 clustering + 

classification 
+ extraction 

F N/A DL / search 
results 

25. WebACE Boley et al. 1998 clustering H O-W browse history 
26. WebCutter  Maarek et al. 1997 link structure H V-G Guru / Lotus 

Domino 
27. WebRat  Granizer et al. 2003 clustering F V-W search results 
28. (ZHCMM) Zeng et al. 2004 extraction F O-W search results 
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To summarize Table 2, we can see that clustering (Figure 15) is the most 
popular technique in this sample (we assume that this gives a good 
picture of the overall situation). In addition, the structure is typically 
presented in a hierarchical structure (Figure 16). 

4.5 THE FINDEX SYSTEM 
To address our research question on how to enhance the search result 
access, we have implemented two categorization algorithms for Web 
search results and designed a filtering user interface for the task. The main 
idea is to present an overview of the results with automatically computed 
categories so that different topics contained in the results become visible 
and easily accessible. Result access is enhanced by the filtering user 
interface that allows users to select items in the category overview and see 
the results belonging to the selected category. 

Categorization Methods 

We have designed and implemented two categorization algorithms. The 
first, which we call the statistical method, aimed at simplicity while the 
second is a redesign aiming at better descriptiveness of the category 
names. The second design was inspired by the experiences gained from 
the first one and is called (keyword) context categories or fKWIC for short. 
Both categorization systems are based on the word and phrase frequencies 
found in the search results. In principle, the most frequent words and 
phases are used as the categories. 

The category computation is based on the textual data available in search 
engine result listings, i.e. result titles and summaries (snippets). The 
number of results used in the computation can be adjusted, but we have 
found about 150–200 results to be a good compromise between 
thoroughness, simplicity, and computational efficiency.  

The categorization process starts with a computation of so-called category 
candidates. In statistical method, the candidates include all individual 
words and up to one sentence long multi-word phrases found in the result 
text. Each candidate is associated with a frequency figure, which describes 
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the number of results the candidate is found in, not the actual word or 
phrase count. Separately listed stopwords (e.g., articles, pronouns, and the 
like) are excluded in the candidate extraction process so that they do not 
appear as candidates or inside candidate phrases. In the candidate 
computation, the word order of the phases is meaningful and only phases 
with same word order are treated as equal. 

The context categorization computes the candidates slightly differently. 
Context categories are required to contain at least one query term. Thus all 
the candidates are phrases (at least two words long). The requirement to 
contain one query term in the candidates reduces the number of valid 
candidates significantly. Other than this requirement, the candidate 
computation is similar to the statistical method. 

In the early versions of the algorithms we employed a word stemmer for 
discarding the word endings that cause unwanted variation in words. In 
computation, simple inflections such as singular and plural forms of a 
word make them different (e.g., car and cars). However, the stemmer used 
(by Martin Porter) caused confusion for the end users in some cases and 
thus, we started to use a simpler non-exact string matching algorithm (for 
details see Paper VI). The effect of the algorithm is similar to stemming 
algorithms. 

After the candidate extraction the actual categories are selected. This 
phase is important in contributing to the quality of the categories. The 
process includes merging the candidates that are considered to be the 
same and removing the candidates that are sub-phrases of one another. 
The selection process is slightly different in these two categorization 
methods and the details can be found in Paper IV. The main point in the 
selection process is to select highly descriptive (understandable for 
humans) categories while ensuring appropriate coverage of the results. In 
the end, n most frequent candidates are selected to be displayed to the 
user. Our study (Paper III) indicates that this number should be between 
10 and 20. In our experiments, we used 15 categories. 

The final categories are carefully selected words or phrases from the 
search results. These categories contain all the results where the word or 
phrase occurs. Due to merging of the candidates, the words in the phrase 
categories may appear in different order in the results or words may not 
be strictly sequential but may have stopwords in between. Other than 
such exceptions, the mapping between the category name and the 
associated results is straightforward. In fact, the categories can be seen as 
ready-made free text search queries for the result set. 

User Interface 

The user interface design follows the popular overview and details model 
(Card et al., 1999, pp. 285–286) and is divided into two panels. The left 
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contains the list of categories (overview) and the right shows the actual 
results. The user interface has been implemented both as a standalone 
graphical user interface application (Figure 17) and as a Web service 
(Figure 18). In both cases, the basic structure and functionality of the user 
interface are the same. The graphical application was used extensively in 
our experiments (it allows comprehensive logging) and the Web user 
interface was targeted for our longitudinal study to make the service 
easily accessible. 

The selected user interface model was derived from our design approach 
where the aim is to provide new ways of accessing search results. This 
means that the new features are added to the current user interfaces so that 
the users can take advantage of their existing knowledge with them. This 
allows users also to ignore the new features when desired. 

To enable this, our interface has a built-in ‘All results’ category. The user 
interface functions so that this category is automatically selected after each 
search. When the ‘All results’ category is selected, the conventional list of 
ranked results is displayed. This makes the user interface appear like any 
other Web search engine. 

When a category is selected, the result listing is filtered to show only those 
results belonging to the category. Our categorization schemas are 
straightforward: a result belongs to a category if it contains the name of 
the category in its result summary text. This fact is illustrated to the user 
by highlighting the corresponding text in the result listing (Figure 18).  

 

Figure 17. Findex standalone user interface with built-in ‘All results’ category selected. 
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In the latest Web user interface, the two categorization methods are visible 
and controllable by the user (this was not the case in our longitudinal 
study). On top of the category box on the left (Figure 18), there are two 
tabs labeled ‘Categories’ and ‘Contexts’ for statistical and context 
categories respectively. By selecting a tab, the user can control the type of 
categories displayed in the overview. 

Differences from Related Systems 

Because enhancing search result access by categorization has been under 
extensive research, the obvious question arises: what is the contribution of 
the present research? 

The differences and thus the contributions of this study are threefold. One 
aspect is the actual algorithms used to categorize the results, another is the 
combination of the algorithms and the user interface, and the third is the 
evaluation approach. The following summarizes our contribution in 
relation to the other systems: 

1. The two categorizing algorithms we present are novel and designed 
especially for Web search engine results consisting of short text 
summaries. The algorithms are based on a similar term (phrase) 
extraction technique used in the STC algorithm by Zamir and Etzioni 

 
 Figure 18. Findex web user interface. The larger image shows statistical categories, the 
smaller context categories. Highlighting shows the relationship between a result and the 

selected category. 



…
…

…
…

…
 

 46 

(1998) and no document similarity measures are used. In contrast to 
Zamir and Etzioni, we do not merge clusters based on the documents 
they contain, but based on the similarity of the extracted phrases. This 
appears to produce understandable results. 

2. The filtering user interface in combination with the type of 
categorizing algorithms we use is new. The Grouper user interface 
forced the users first to select a category and the results were 
displayed only on the next page. Our user interface treats categories as 
an added convenience that is provided in addition to the results. This 
allows the users take advantage of result ordering when it works, but 
gives them additional means of exploring the results when needed. 
DynaCat was similar in this respect, but the categorization method 
and data source were different. 

3. The selection of the evaluation methods is unique, giving new insight 
about how search result categorization is used. Our approach 
combined experiments and longitudinal studies with the same system. 
In related research theoretical or mathematical evaluations are 
common, but our methods involve end users closely in the evaluation 
process.  

In summary, our algorithms are unique, but not radically different from 
previous work. The user interface idea has also been presented by others, 
but the combination of them and the thorough evaluation with end users 
constitutes the contribution of this research. 
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5 Methodology 

5.1 CONSTRUCTIVE APPROACH 
Studying human-computer interaction often involves the construction of a 
software artifact that implements an interesting design idea. The artifact 
demonstrates the potential of the idea and makes its evaluation possible. 
The evaluation enables us to gather valuable information about the 
solution. 

Building better ways of accessing Web search results is an activity where 
such a constructive research is valuable. It is impossible to evaluate the 
importance and the functionality of the design ideas without a working 
prototype. For example, it is easy to imagine a system with a perfect 
categorization system for intuitive representation of the information. 
However, it is difficult to build such a system, which is why we do not 
have them. A constructive approach makes the elimination of infeasible 
ideas clear and concrete. 

The implementation of this study contained multiple stages of 
constructive work. The construction and the experiences from the 
evaluations taught us valuable lessons that are incorporated into the 
process in subsequent implementation phases. In our methodology, the 
major constructive phases were followed by an evaluation to enable such 
feedback. 

5.2 MEASURING THE USE OF SEARCH INTERFACES 
The selection of evaluation techniques for search interfaces is not a 
straightforward matter as one can follow at least the examples of HCI and 
IR research. The choice of methods depends on the research question. We 
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will now discuss the properties of the methods found in those fields and 
justify our selection. 

The core measures in HCI are stated in the ISO 9241-11 (1998) standard. 
They are effectiveness, efficiency, and subjective satisfaction. Effectiveness 
measures the completeness and thoroughness of task completion. In the 
case of information search it means, for example, the number of found 
(relevant) documents and their coverage in relation to the given task. 
Efficiency, on the other hand, describes the value of the results achieved in 
relation to resources used (such as time or money). In information search 
tasks, this typically means the time used for accomplishing the task or the 
number of result documents opened for evaluation. Subjective satisfaction 
is usually evaluated with questionnaires eliciting users’ opinions about the 
system. 

The HCI measures are well suited in our situation where we are interested 
in the users’ performance, but they are so general that they cannot be 
measured directly. There is a lot of room for interpretation as to what the 
measures actually mean. The evaluator must decide what the individual 
measures (effectiveness, efficiency and subjective satisfaction) mean in the 
application domain being studied. 

The approach for evaluating search systems in the information retrieval 
community is different. The most fundamental measures are recall and 
precision. Recall describes the thoroughness of a search. It is presented 
with a number that states the proportion of the relevant documents 
retrieved to all the relevant documents in the collection. Precision, on the 
other hand, denotes the number of relevant documents within the result 
set. The greater the precision, the fewer irrelevant documents there are to 
distract the user in the result evaluation. Both these measures are stated as 
percentages. 

The above-mentioned measures of recall and precision do not depend on 
the user interaction with the system. The measures are calculated based 
solely on the result set the search system returns. This is appropriate when 
the properties of the retrieval engine are studied, but if we are interested 
in how the user can evaluate the result listing, we need a different 
approach.  

Another issue with the recall measure is that the measure is hard to 
calculate in the Web environment. For computing recall for a query, the 
total number of relevant documents in the collection (the Web) should be 
known. This is feasible only in limited collections such as those provided 
in TREC (Text Retrieval Conference). 

Veerasamy and his colleagues (Veerasamy & Belkin, 1996; Veerasamy & 
Heikes, 1997) used slightly modified measures in a study on a graphical 
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user interface for accessing the search results. The measures are related to 
recall and precision, but they are based on the document selections made 
by the users. The measures are called interactive recall and interactive 
precision. Interactive recall indicates the percentage of the relevant 
documents in the result set that were selected by the user. Interactive 
precision indicates the proportion of relevant documents within the user 
selected documents. 

We adopted these measures in our experiments. In the studies, we refer to 
them simply as recall and precision as the meaning of the measures is 
obvious in the context. In addition, the word ‘interactive’ seems 
inappropriate in the context of HCI studies. Interactivity is such a central 
concept in HCI that using it to describe a measure seems confusing. 

5.3 CONTRIBUTED MEASURES 
In addition to these well established measures, we developed a few 
measures of our own for the studies. In the first study, it became apparent 
that measures typically used in HCI studies, like time and success, may 
not be enough in studying search user interfaces. To alleviate the problem, 
we developed three new measures for the evaluation of interaction with 
and usability of search user interfaces. The measures are specially targeted 
at studying the result evaluation phase of the search process and they are 
presented in Paper II. 

The first suggested measure is search speed, that is measured in answers 
per minute. The measure is analogous with physical speed like kilometers 
per hour. The second measure is closely related and adds a quality 
dimension to the measure. Qualified search speed states how fast the user 
can find results of certain relevance, for example, how many relevant 
documents the user is able to gather in a minute. One important property 
of these measures is that they are proportional making the comparison of 
the results slightly easier. 

The third new measure is immediate accuracy that captures the success in 
typical Web search tasks. Web searchers select commonly only one or two 
results for each query (Spink et al., 2002). In such a situation, the limiting 
resource is not time, but rather the number of result selections. It matters 
how many result selections (clicks) the user needs in order to find the first 
relevant document for the information need. This is exactly what the 
immediate accuracy measures. It states the percentage of cases where at 
least one relevant document is found by the nth document selection.  

These three new measures were utilized in appropriate places throughout 
the individual studies of the thesis. They address the problem noted 
earlier about the lack of concreteness in HCI measures.  
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5.4 EXPERIMENTAL DESIGN 
The measures for evaluating the success of a design are of great 
importance, but the experimental design of the evaluation is not self-
evident either. In our case, the independent variable is clear: the user 
interface. Although we had two categorization algorithms available, each 
experiment provided the participants with only one. Thus the user 
interface and the categorization algorithm were treated as one 
experimental variable. In each experiment the independent variable had 
two values: suggested user interface and the baseline user interface. As the 
baseline user interface, we used a Google interface imitation that 
displayed Google results in the original order, ten results per result page. 

In addition to the independent variable, the actual experiment situation 
and its constraints play a major role. To obtain reliable results we tested 
multiple experimental settings. First, we aimed to maximize the external 
validity by emphasizing the naturalness of the situation. We simply 
provided the participants with search tasks and let them do the searches 
as they wished. We controlled the tasks, user interfaces, and topical 
knowledge (using students from a particular class and tasks related to the 
topics of the class), but not the search behavior. We treated task 
completion times as dependent measures and logged the selected results. 

Such a test setup did not yield any interesting information about the 
phenomena that we were interested in (accessing the search results). By 
looking at the collected data, we saw that the participants did not utilize 
the new user interface features (categories) and that most of the time was 
spent evaluating the actual documents accessed through the search result 
list. This was undesirable for our purposes and compromised the validity 
of the results by introducing a lot of noise into the data. 

In the second step, we added more control to the setup. We addressed the 
problems by not allowing the participants to open the result documents 
and requiring them to use the categories in the category condition. The 
latter was achieved simply by disabling the automatic selection of the ’All 
results’ built-in category. Normally, the selection of this category makes 
the category system appear almost like the normal ranked result list, 
because all the results are immediately shown to the user. However, the 
exciting situation of being in an experiment (although participants were 
explicitly told that the user interface is the target of the study, not the 
participants) was likely to cause the participants of our first test to follow 
the familiar way of accomplishing the task. That is, using the ranked 
results. Exciting or stressful situation may impair the human performance 
and cause so-called tunnel vision, referring to the narrowing of the useful 
field of view (UFOV) (Matthews et al., 2000, pp. 164–165; Ware, 2004, p. 
147). 
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With these refinements we conducted another pilot study. Again we saw 
that the level of control was still insufficient. The collected data contained 
such a wide variation that it was not possible to measure the effects 
created by different user interfaces in the result evaluation phase of the 
search process. By looking at the data we concluded that the variation was 
caused by the differing query formulation skills of the participants. 

The third approach was adopted from the literature where the queries for 
each task were predefined by the experimenters (Chen & Dumais, 2000). 
In information search tasks, this is a fairly radical solution, but the focus of 
our research allowed this. Because the focus was on understanding the 
effects of the user interface on the result evaluation phase, controlling the 
query formulation phase did not invalidate the measurements. This setup 
allowed us to measure the effects of the variation in the user interface 
properly. The actual tasks and the associated predefined queries can be 
seen in Appendix 1. 

We considered this issue from the point of view of internal and external 
validity. Increasing the control in the test situation increases the internal 
validity of the setup at the expense of external validity. Because we 
increased control only in the phases of the process not included in the 
interesting phenomena, we concluded that the external validity was not 
compromised too much. 

5.5 TASKS 
The early pilot tests were based on fact finding tasks where it was enough 
to find one document that contained the answer to the question. In the 
course of pilot testing it became evident that such a task type may be a 
possible source of misleading results. It is rare that result categorization 
helps users in fact finding tasks. As the clustering hypothesis suggests, 
categories bring similar documents together and thus provides the users 
with a more comprehensive set of results on the desired topic. Because this 
is the main area of contribution of our proposed solution, the type of tasks 
should reflect this fact. 

To alleviate the issue, we reformulated search tasks by requiring users to 
collect as many documents as possible for a given task. This aims to mimic 
a certain type of searches that users engage in regularly in the Web. The 
Web search types have been classified by Broder (2002) and Rose and 
Levinson (2004). According to their taxonomies, multiple results are often 
helpful in informational (in particular undirected informational) searches. 
Rose and Levinson give an example of an undirected informational query: 
‘color blindness’. Such a query aims to cover a broad topic (a phenomenon) 
and multiple result documents can help users in achieving the 
understanding of it. 
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In normal settings, Web searchers are not simply searching for as many 
documents for a task as they can. There is a fine balance between the 
thoroughness and the time spent in searching the documents. There are 
many factors affecting this balance, which we cannot properly control. To 
simulate the balance, we asked the participants in a pilot study to carry 
out the task as fast as possible and with the thoroughness they felt 
appropriate. The inclusion of subjective judgment turned out to be a 
mistake. Participants favored thoroughness excessively over time. In 
practice, they could evaluate all 150 results that we use for categorization 
searching for the relevant answers.  

This is clearly not normal behavior, as other studies report that users 
typically consider fewer than 30 results per search in about 80% of the 
searches (Jansen et al., 2000; Hoelscher, 1998). We concluded that the 
somewhat artificial experiment situation affects the participants’ 
performance and encourages them to carry out the tasks with exceptional 
thoroughness. To compensate for this we chose to impose a time limit for 
the tasks to simulate normal behavior. A one-minute limit was seen and 
pilot tested to be an appropriate limit. It allows moderate thoroughness 
while still being short for the participants to be overly accurate in the task.  

Our one-minute time limit is supported by the figures reported by Aula 
and Nordhausen (forthcoming). Their figures indicate that Web searchers 
use about 1.5 minutes for evaluating the result listing of a query. 
Completing a search task took 5.5 minutes in their study and it consisted 
of multiple queries and evaluation of the actual result pages (57% of the 
time). Our time limit is shorter, but the experimental setting focusing only 
on the result evaluation compensates for this. In a normal situation (such 
as that in Aula’s and Nordhausen’s study), user’s attention must shift 
from evaluating the result listing to evaluating the result documents and 
back, but in our tests, this did not happen. This reduces the required time 
for evaluating the results in our experiments. 

After the fact, we can see that our participants saw on average 3.6 result 
pages (with ten result per page) while using the reference user interface. 
This is consistent with 30 evaluated results reported earlier (Jansen et al., 
2000; Hoelscher, 1998). 
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6 Studies 

6.1 OVERVIEW OF THE STUDIES 
Figure 19 illustrates the research process and displays the temporal 
relationships between the phases. The starting point for the studies is the 
search framework that enables us to formulate queries, execute them, and 
to categorize the results. Implementing such a framework was the first 
major constructive part of the research and produced the Findex search 
user interface. The development of the first categorization algorithm was a 
part of this work. 

The first experimental study was designed to evaluate the effectiveness 
and usefulness of the statistical categorization approach. Because the 
measuring practices for evaluating the search user interfaces were 
somewhat limited, we developed new measures. The results of the first 
experiment were used in testing the new measures along with the results 
found in the literature. 

As the first experiment indicated the utility of our categorization approach, 
we looked deeper into the system. In the next phase, we studied the effect 
of the number of categories presented to the user. We learned that 
relatively few categories yield a better performance. 

The next step was to address the question of the external validity of the 
studies. Initial studies were carried out in a laboratory and little was 
known about the use of the system in real settings. This was addressed by 
a longitudinal study where 16 participants were allowed to use the system 
for an extended period of time. Before the study, a new Web based 
interface for Findex was implemented. 
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The experiences from the work with the first 
categorization scheme gave us valuable 
insights. We noted that good quality 
categories (category names) tend to contain 
a query word in them. This observation was 
then implemented in a working prototype 
with inspiration from keyword-in-context 
(KWIC) indices. After this construction 
phase, the new solution was integrated into 
the Findex user interface and evaluated in 
an experiment. 

The final study was concerned with the 
properties of the two categorization 
algorithms. It described the details of the 
algorithms for future development and 
presented various result of their 
performance. 

6.2 STUDY I: EXPERIMENT OF STATISTICAL 
CATEGORIES 

Reference 

Mika Käki and Anne Aula (2005). Findex: 
improving search result use through 
automatic filtering categories. Interacting 
with Computers. Elsevier, Volume 17, Issue 2, 
pages 187–206. (Paper I, page 85) 

Objective 

The aim of the first study was to directly contribute to the main issue of 
the thesis: enhancing search result access. The testing phase was preceded 
by design and implementation of the first categorization scheme that 
aimed to enhance the users in accessing the search results. 

The first categorization scheme (statistical algorithm) was initially based 
simply on word frequencies. The simple approach was strongly motivated 
by observations from previous clustering systems that appeared 
incomprehensible to the end users who are unaware of the underlying 
technology. The first approach of using single words was found to be too 
restrictive. Although single words may be descriptive, the inclusion of 
multi-worded category names (phrases) seemed appropriate. Because the 
logic of selection is the same for words and phrases, the addition did not 
complicate the system much. 

Evaluation of 
statistical 
categories 

(I) 

Construction of  
Findex framework 

Evaluation 
measures 

(II) 

Construction of  
Findex Web UI 

Number of categories (III) 

Longitudinal study (IV) 

Construction of  
context categories 

Evaluation of context 
categories (V) 

Evaluation of the algorithms 
(VI) 

Figure 19. The main 
phases of the research 
process. Ovals denote 

construction and rectangles 
evaluation. 
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One important design decision was the selection of the user interface 
model. A two-piece user interface that shows an overview on the left and 
contents of the selected item on the right is a widely used solution. 
Overview and details type user interfaces have been popular in the 
research literature and they have been shown to be beneficial for the users. 
In addition, this type of user interface allowed the users to take advantage 
of the ranked result listing when it is profitable. Our aim was to provide 
extra tools for interacting with the search results and thus this solution 
was a good match with the objectives. 

The question for the first experiment was if the automatic categories are 
beneficial for the end user or not. It played an important role for the entire 
research project. The result was an important indication that our approach 
worked and that it was worth exploring further. The answer was sought 
via an experiment where the new category solution was compared to the 
ranked list (de facto standard) approach. We recruited 20 participants for 
the controlled study that was carried out in a laboratory environment. 

Results and Discussion 

The results indicate the success of the selected user interface and 
categorization scheme. The participants were able to locate the relevant 
results up to 40% faster with the new user interface. In addition, 
participants were 21% more accurate (in terms of relevant results) and 
they showed positive attitudes towards the proposed system. 

The results were positive for our research. They showed that we were on 
the right track in the pursuit of making searching easier. Thus the first and 
most important conclusion was to carry on studying the techniques. In 
addition, the performance benefit was fairly high in our experimental 
setting. The results can also be seen to be in line with the cluster 
hypothesis and the assumptions about the profitability of an overview + 
detail type of user interface. 

The study also raised a number of questions, such as the number of 
categories to present to the user and the ability to generalize the results in 
other situations. These issues were addressed in the subsequent studies. 

6.3 STUDY II: SEARCH USER INTERFACE EVALUATION MEASURES 

Reference 

Mika Käki (2005). Proportional search interface usability measures. In 
Proceedings of NordiCHI 2004 (Tampere, Finland), 23–27 October 2004. ACM 
Press, pages 365–372. (Paper II, page 107) 
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Objective 

In the course of conducting and analyzing the results of the first study, we 
discovered a lack of descriptive measures for our needs. In some well 
defined areas in HCI there are commonly established measures for 
evaluating the success of user interface solutions. For example, in text 
entry studies measures like keystrokes per character (KSPC) or error rates 
are routinely used (MacKenzie, 2002; Soukoreff & MacKenzie, 2003). The 
same cannot be said about evaluating search user interfaces and the aim of 
the second study was to provide new, useful measures. 

The data from the first study were available for experimenting with the 
new measures. From the literature review it became apparent that 
presenting raw numbers on the amount of time spent and the number of 
results gathered were popular measures in search user interface studies. 
Such measures capture important properties of the measured systems, but 
the results are hard to interpret and compare. 

Based on the literature review and the experiences from our first study, we 
set two goals for the new measurements. First, the new measures must 
make comparisons and understanding of the results easier. Second, they 
must capture the special characteristics of Web searching. In particular, it 
is common that Web searchers stop the search process when one or two 
good enough answers are found. None of the previously used measures 
capture the success in such a situation.  

Results and Discussion 

The results of the study include three new measures for evaluating search 
user interfaces, which were evaluated by applying them to the results of 
previous studies (our own and those found in the literature). The first two 
are designed to make the results easier to understand and to compare. 
Search speed and qualified speed measures are proportional measures for 
describing how fast the search user interface is. Search speed is a simpler 
version that describes a raw measure without considering the quality of 
the results while qualified speed employs accuracy information. Both of 
these measures are stated in answers per minute (APM). Accuracy 
information in qualified speed adds an extra modifier to the measure by 
giving, when it states, e.g., the number of relevant answers per minute. 

The third measure addresses special characteristics of Web search 
behavior. Immediate accuracy is the proportion of the cases where at least 
one relevant answer is found by nth result selection. This aims to capture 
the success in typical rather impatient Web search behavior. 

The evaluation of the measures was based on applying them to the data of 
the first study as well as to the data reported in one of the Scatter/Gather 
studies. In the comparison, we showed that these measures can separate 
systems and that they are easier to compare than the old ones. The 
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conclusion was that the new measures are useful additions to the toolbox 
of the search user interface evaluator and we employed these measures in 
the later studies where appropriate. 

There are, however, a few problematic issues in the results of this study. 
The evaluation method for the new measures is not clear because there are 
no widely accepted ways of demonstrating their utility. Conducting a 
conventional experiment is problematic, because the measures largely 
constitute the experiment; the result of an experiment is expressed by 
them. Thus, the evaluation of the measures must be largely grounded on 
the intuition about their descriptiveness. However, this does not mean 
that the experiment is futile in evaluating new measures. It plays an 
important role in forming an impression of the descriptiveness and utility 
of the measure.  

Second, the applicability of the measures can be limited. Our own need 
implies an emphasis on the result evaluation phase and the measures 
reflect the fact. For example, it is not clear if they can be used in evaluating 
the utility of query reformulation aids. However, we think that the 
applicability is not seriously compromised. For example, a system with 
novel query refinement aids can be evaluated with speed measures with a 
different test setup where the user has an opportunity to make multiple 
queries. If the query refinement aids work, the effect should be 
measurable in the users’ ability to find meaningful results, for example in 
qualified speed.  

6.4 STUDY III: THE EFFECT OF THE NUMBER OF CATEGORIES 

Reference 

Mika Käki (2005). Optimizing the number of search result categories. In 
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems, 
CHI 2005 (Portland, USA), April 2005. ACM Press, pages 1517–1520. (Paper 
III, page 117) 

Objective 

The success of the first evaluation of the Findex search user interface 
encouraged us to look deeper into the phenomena of using categories as 
the result list overview. Because the overall objective is to enhance the 
user’s performance, an obvious question is how the number of categories 
presented to the user affects it. In other words, what is the optimal 
number of categories? In the first experiment, the number of categories 
was somewhat randomly chosen (fifteen), based on our intuitive 
conception of the performance of the system. 

We first tried to find the answer from previous menu selection studies, but 
they were not quite on target. The automatically computed categories are 
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more of a moving target and thus the users’ evaluation process of them 
may be considerably different from the search of menu items. Notably, 
meaningful ordering and grouping are not possible with automatically 
formed categories, and this changing nature complicates the situation. 
Thus, we decided to investigate the issue in a new study. 

The experiment compared three conditions: 10, 20, and 40 categories while 
the other parts of the user interface were constant. The controlled study 
was carried out with 27 participants in a laboratory. The test setup was 
similar to that of the first experiment. The setup was seen to be robust and 
appropriate also for the current problem. 

Results and Discussion 

The results of the experiment showed that fewer categories are better, but 
the measured differences between the conditions were relatively small. 
The subjective opinions were clearly against many categories and the 
participants found 40 categories to be clearly too many. Although 20 
categories also received negative subjective feedback, the objective 
measures could reveal only small or no differences in the level of 
performance in comparison to 10 categories. In the end, our original 
estimate of 15 categories turned out to be fairly good. 

As the main result indicates that fewer categories results in better 
performance the question about fewer than 10 categories readily arises. 
Unfortunately, the condition with fewer than 10 categories had to be 
excluded from the study because of practical reasons. Increasing the 
number of conditions increases the need for participants and thus the need 
for time. We simply did not have all this available. However, we do know 
from the first study that zero categories results in poor performance. In 
addition, with fewer than 10 categories, it is probable that the categories 
would not support the user’s task. 

One of the practical conclusions from this study was that the users may 
need a way to control the number of categories presented in the list. A 
number around 10 or 15 seems appropriate for the default setting, but it 
does make sense to let users control the number of categories to a certain 
extent. Indeed, such functionality is implemented, for example, in the 
Vivisímo search engine, where the user can get more categories on 
demand. 

6.5 STUDY IV: LONGITUDINAL STUDY OF FINDEX 

Reference 

Mika Käki (2005). Findex: search result categories help users when 
document ranking fails. In Proceedings of the SIGCHI Conference on Human 
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Factors in Computing Systems, CHI 2005 (Portland, USA), April 2005. ACM 
Press, pages 131–140. (Paper IV, page 123) 

Objective 

In the third phase of the studies, we turned our attention to the issue of 
internal and external validity. As the previous experimental settings were 
strictly controlled, some questions were unanswered.  

First, already from the first experiment we already knew that categories 
are not beneficial in all situations, but the frequency of such cases is 
unknown. This is the case, because we controlled the query formulations 
and thus the distribution of the tasks. Thus, the query formulations in the 
experiments do not necessarily comply with real use. Second, the users’ 
actual use habits are not known from laboratory experiments. The 
experimental setting forced the participants to use the categories at least 
once for each task, but in a real situation there is no such constraint. 

To address these issues, we conducted a longitudinal study. We 
implemented a Web-based version of our search user interface and 
recruited 16 participants from Finnish universities. Universities were used 
as the recruitment source because we wanted to involve users who are 
fairly active Web searchers and university personnel were assumed to 
need information frequently in their work. The study was carried out 
during the summer and we collected usage information on two months of 
use. To compensate for the vacations, the system was available for the 
participants for three months. All interaction with the system was logged 
and the behavior of the participants was not restricted in any way. In fact, 
they were encouraged to use the system any way they saw appropriate. 

Results and Discussion 

The results of the study showed that the utility of the categories is a more 
complex matter than the first experiment suggested. In the controlled 
setup, the participants were required to use the categories at least once in 
a task, but in the real situation the categories were used on average in 
every fourth query. Although this may seem little, we find it encouraging. 
The categories were used regularly over a long period of time, indicating 
their consistent ability to help users in certain situations. 

By examining the log files we concluded that the categories are most likely 
used in situations where the result ranking does not support the user’s 
task. The time required to select the first result is about twice as long as 
the access time when categories are not used. This means that the users 
have time to first read a screen full of results and evaluate them. If this 
does not produce results, they scan the short category list, select a category 
and evaluate few results in the category before opening a result page. 
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Although the user behavior could be seen as a disappointment regarding 
the categories, it can also be seen in a positive light. This scenario means 
that the users can utilize their old search habits when working with the 
new user interface. Users can exploit the success of the rank ordering, 
when possible, while categories help them in problem situations. As 
categories are used regularly, we believe that there is a need for categories 
and they are employed as part of search habits. Thus is seems that 
categories are beneficial in real settings. 

We consider the results of the study to be fairly strong despite the 
shortcomings of the test setup. The longitudinal studies are often loosely 
controlled, which was also the case here. However, in our case we can 
combine the results with the results from the experiments with the same 
system. We know from the experiment that the use of categories enhances 
performance. It means, among other things, that users tend to select 
meaningful categories. From the longitudinal study we know that 
categories are used regularly. Because the use of categories does not 
diminish over time, the category selections are likely also to be beneficial 
in real settings. 

One interesting question that we were not able to address in the given 
time frame concerns the usage patterns. In particular, it would be 
interesting to know in what kind of situations the categories are used. For 
example, one might assume that they are used in the query refinement 
phase, when the user is experiencing difficulties in formulating the query. 
Our data could provide insight into this question, and this is obviously an 
interesting topic for future studies. 

6.6 STUDY V: EXPERIMENT WITH CONTEXT CATEGORIES 

Reference 

Mika Käki (forthcoming). fKWIC: frequency based keyword-in-context 
index for filtering web search results. Accepted for publication in Journal of 
the American Society for Information Science and Technology. Wiley. (Paper V, 
page 135) 

Objective 

In the course of using and testing the first version of Findex we noted that 
the most meaningful categories tended to contain query terms in their 
names. This gave rise to an association with keyword-in-context (KWIC) 
indices and led to the idea of displaying the most frequent keyword 
contexts as an index to the results. 

The implementation of this fKWIC indexing system proved to be notably 
different from the initial categorization scheme. The development was an 
iterative process where design and implementation were followed by an 
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informal evaluation. The requirement of having query terms in the 
category names posed new challenges as the number of category 
candidates was reduced and the algorithm for removing and merging 
similar candidates was changed considerably compared to the initial 
categorization algorithm. 

Because the categorization algorithm changed so much, it was not clear if 
the new approach would be beneficial for the user. Thus the objective of 
this study was to ascertain if this new categorization algorithm enhances 
the user performance. We conducted a controlled experiment with 36 
participants in a usability laboratory. The new system was compared to 
the ranked list user interface (baseline solution). The setup was largely the 
same as in the first experiment, because the research question is basically 
the same and the setup was seen to be sound. 

Results and Discussion 

The results confirmed the utility of this new approach. The results showed 
a 29% increase in the speed of finding relevant results and the proportion 
of relevant results among the selected results increased by 19%. In 
addition to these objective measures, we obtained evidence about positive 
attitudes towards the proposed user interface. These facts support the 
hypothesis that the proposed system enhances the users’ performance in 
accessing the search results. 

Due to slight changes in the test setup and the demographics of the 
participants, the results are not exactly comparable with the first 
experiment. However, it is fairly safe to say that the performance of the 
systems is at about the same level. Based on this study, we cannot say 
which of these systems is better. Even if we could, the difference would 
probably be fairly small. 

Although the comparison of the systems would be interesting, we 
abandoned this approach considering it too radical for these prototype 
systems. The results of such a study could be too largely influenced by 
small design or implementation flaws and thus lead to false conclusions. 
Small differences in the system performance could be exaggerated in a 
comparison setup. Instead, we judged that the most important point was 
to establish a relation between the new and the currently dominant 
systems. 

6.7 STUDY VI: EVALUATION OF THE CATEGORIZATION ALGORITHMS 

Reference 

Mika Käki (2005). Findex: properties of two web search result categorizing 
algorithms. Accepted for publication in Proceedings of the IADIS 
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International Conference on World Wide Web/Internet (Lisbon, Portugal), 
October 2005. IADIS Press, pages 93–100. (Paper VI, page 153) 

Objective 

The first five papers had a strong human-computer interaction bias in 
their research methodology and approach. Because the topic of the 
research is situated at the intersection of HCI and IR, we adopted a more 
IR-oriented method for this study. In our previous publications, the fine 
details of the categorization algorithms were left slightly fuzzy and the 
computational performance was largely uncovered. In addition, the 
relationship between the two categorization systems was unclear. Both 
systems are beneficial for the users, but intuitive experience indicated that 
both algorithms may have situations where they perform better than the 
other. 

To address these needs, we performed a study on the algorithms. The 
study involved mathematical measures such as coverage, overlap, recall, 
and precision of the category algorithms. A heuristic evaluation was 
included to identify the criteria for the situations where the algorithms 
work best. In addition, the algorithm descriptions were published to 
ensure that the acquired information can be utilized in future research. 

Results and Discussion 

The results of the study revealed benefits and downsides in both 
algorithms. Both were seen to deliver acceptable computational 
performance, given that the current implementations are not highly 
optimized. The first categorization algorithm performed better with 
respect to ensuring the coverage and overlap of the categories. Context 
categories (fKWIC), in contrast, were strong on measures involving the 
quality dimension, but were not able to cover as large part of the results. 
This supports our hypothesis that there are differences between the 
methods. 

The heuristic assessment revealed situations where the categories were 
successful and unsuccessful for both algorithms. Typically a situation that 
is hard for one algorithm is not as difficult for the other. Thus, it could be 
possible to compensate the flaws in one algorithm by a reasonable 
selection of the used categorization method. Such work is left for the 
future. 

6.8 DIVISION OF LABOR 
One of the publications mentions a co-author. The first paper was done in 
collaboration with Anne Aula, whose contribution for the whole system is 
important. The central ideas behind the categorization approach were 
developed together with her. In addition, Ms. Aula had central role in the 
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design of the experimental setting and in conducting the pilot studies in 
which the settings were tried out. The experiment reported in the paper 
was carried out by myself. The paper was mostly written by me and Ms. 
Aula had an important role in commenting it. 

Although the other papers do not mention co-authors, it does not mean 
that they were made in isolation. Colleagues have contributed countless 
ideas and comments for each of the papers. However, all the experiments, 
software artifacts, and original text for the papers were produced by the 
present author. 
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7 Conclusions 

We have presented the Findex Web search user interface concept 
consisting of user interface functionality and two novel result 
categorization schemes. The categorization approach for accessing the 
search results was evaluated in four user studies and in one theoretical 
study. In addition, we presented three new measures to be used in the 
evaluation of search user interfaces with user studies.  

The contribution of the work is two-fold: 1) a search user interface concept 
(user interface functionality and the categorization schemes) and 2) new 
information for the scientific community about the usefulness of 
categorizing search user interfaces. The latter is the main contribution of 
the work. 

The following lists the conclusions from each of the studies: 

1. The first study (Paper I) evaluated the basic categorization approach 
and the statistical categorization algorithm in particular. The study 
shows that the approach is beneficial as users were 40% faster in 
finding relevant results and the relevance of initial selections is higher. 
We can conclude that the approach increases users’ performance in 
certain conditions (such as those used in the experiment). However, the 
experimental setup leaves us in the dark as to how useful the system 
would be in a normal use situation. Given the search queries that were 
formulated for the participants and search tasks not initiated by the 
searchers, the generalization of the results cannot be entirely taken for 
granted. This issue  was addressed in the longitudinal study (Paper IV). 

2. The second experiment (Paper III) studied the effect of the number of 
categories on the user performance. The main conclusion is that fewer 
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categories result in a slightly better user performance. However, the 
performance penalty with more categories is not great leaving some 
room for new designs. In practice, 10–20 categories appears to be an 
acceptable number. Note that the categorization algorithm has an affect 
on the quality and the coverage of the categories and thus on the user 
performance. We assume that our results can be used as guidelines, but 
new categorization algorithms may require new studies. 

3. The third study (Paper IV) addressed the issue of using the 
categorization system in a normal situation. This longitudinal study 
shows that categories become a part of users’ search habits and that 
they are used in roughly in every fourth query. We conclude that users 
can see the benefit of the categories in normal situations and that they 
can take advantage of them. Unfortunately, we were not able to (due to 
time limits) analyze the use situations and use patterns related to the 
category use. This would be an interesting analysis and is left for future 
studies. 

4. The experiment on context categories (Paper V) compared our second 
categorization algorithm to the de facto standard ranked results list user 
interface. Results show that the context categories increase users’ speed 
of finding relevant results and their accuracy in selecting meaningful 
results. We conclude that this alternative categorization algorithm is a 
viable solution and enhances the users’ performance. Being a laboratory 
experiment the study faces the challenges of external validity. However, 
the use of context categories is much like the use of statistical categories 
that were seen to perform well in the longitudinal study. We assume 
that this is also the case with context categories. 

5. Theoretical evaluation of the categorization algorithms (Paper VI) 
studied the properties of them. Based on the evaluation, the 
computational performance of the algorithms is acceptable. The quality 
of the categories depends on the underlying result set and both 
algorithms have strengths and weaknesses. We conclude that the 
algorithms are a good starting point and provide benefits as they are. 
However, there is room for improvement and the algorithms should 
not be considered to be finalized products. 

6. Three new search user interface performance measures were proposed 
in Paper II. The measures were used in multiple experiments during the 
studies. The measures reveal interesting details and differences in the 
user interfaces. We conclude that the measures are applicable in 
studying search user interfaces. However, some assumptions the 
measures make may limit their applicability. For example, the 
application of the immediate accuracy assumes multiple result 
selections, which is not always achievable in a test setup. 
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In summary, result categorization enhances users’ performance. The 
degree of advantage depends on the query, the user’s information need, 
and the results returned by the underlying search engine. Categories are 
not needed when the result ranking supports the user’s information need. 
If the top of the result list does not provide relevant results, the users cope 
with the situation using the categories. 

Although we saw that our categorization algorithms perform acceptably 
according to multiple measures in the computational evaluation, large 
scale applications are not simple. If we consider a commercial search 
engine such as Google that processes hundreds of millions of searches a 
day, the performance requirements are enormous. Assuming 200 million 
queries a day and an extra load of 200 milliseconds per query for the 
categorization, we are facing over a year of computation each day. The 
cost of implementing such a system is obviously high. Although this 
simple calculation suggests problems in scaling the system, we do not 
have all the information to draw firm conclusions. Our studies did not 
contain in-depth performance examinations in terms of processor and 
memory resources. It is possible that these problems can be solved or 
reduced easily. 

The large scale Web searches, however, are only one application domain. 
The techniques can surely be applied in other environments such as 
intranet searches or other search facilities that utilize the processing power 
of the local computer. We expect the solution to be easily applicable in 
such cases. 

Since the work for this study commenced, new methods have been 
published that aim to increase the quality of the categories. The results of 
Zeng and colleagues (Zeng et al, 2004) are especially promising. Their 
technology is based on features assigned to the candidate categories and 
learning methods in selecting appropriate weights for the features. 
Although this complicates the selection process of the categories, it does 
not reveal the complexity to the end users because categories are still 
simply words or phrases appearing in the results. This kind of approach is 
desirable from our premises, where the comprehensibility for the end user 
is vital. 

Improving the quality of the cluster names is the most important area of 
future work for our system. The complete removal of stop words from the 
final category names may not be the optimal solution, although it is 
efficient in certain situations. Another issue concerns uninformative words 
that are not stopwords, such as ‘information’ or ‘world’. In some contexts 
they can be meaningful, but not generally. Perhaps feature based 
measures (such as TFIDF) on the word significance could solve some of 
these problems, as Zeng and colleagues have demonstrated. 
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Appendix 1 

The tasks and queries used in the studies. All the tasks were presented to 
the participants in Finnish. For this table, the tasks were translated in 
English. Queries are reported as sent to the search engine with translations 
in parenthesis. 

 

Task Query 

Experiment of Statistical Categories (Paper I) 
 

Find information about the space shuttle challenger accident challenger 
Find picture about the volcano Pinatubo pinatubo 
Find information about the terrorist attack on World Trade Center world trade center 
Find information sources about growing tulips tulppaani (tulip) 
Find pages that deal generally with the city of Oulu oulu  
Find information about the things that should be considered when 
buying a used car from Finland 

käytetty auto (used car) 

Find information about the Finnish national opera (kansallisooppera) kansallisooppera (national 
opera) 

Find information about sinking of Titanic ship titanic  
Find pages conserned with the Kobe earth quake kobe  
Find information about the terrorist attack to Pentagon pentagon  
Find information about growing crocus krookus (crocus) 
Find pages that concern the university of Oulu in general oulu  
Find pictures of the Jupiter planet jupiter  
Find reviews of the sound track of the film ‘Pahat Pojat’ pahat pojat 
Find sources from where you could get a free email address sähköposti (email) 
Find as many Finlandia-prize winners as you can (avoid collecting the 
same author many times) 

finlandia palkinto 
(Finlandia-prize) 

Experiment on the effect of the number of categories (Paper III) 
 

Find information about the space shuttle challenger accident challenger 
Find picture about the volcano Pinatubo pinatubo 
Find information about the terrorist attack on World Trade Center world trade center 
Find recipes of American Apple Pie apple pie 
Find opportunities to get a summer job as a sales person kesätyö (summer job) 
Find pictures of the planet Mars mars  
Find information about the things that should be considered when 
buying a used car from Finland 

käytetty auto (used car) 

Find information about sinking of Titanic ship titanic  
Find pages conserned with the Kobe earth quake kobe  
Find information about the terrorist attack to Pentagon pentagon  
Find recipes of minestrone soup minestrone  
Find information about the new Miss Finland (2004) miss suomi (Miss Finland) 
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Task Query 

Find pictures of the planet Jupiter jupiter  
Find sources from where you could get a free email address sähköposti (email) 
Find information about the flight accident happened over Lockerbie in 
Scotland  

lockerbie  

Find pages concerning volcano eruption happened in the mid 1990s 
in Iceland 

Iceland eruption 

Find reasons for climate warming climate warming 
Find recipes for making tiramisu tiramisu  
Find pages concerning the composing of a will testamentti (will) 
Find pictures of Moon moon  
Find instructions for wool washing wool washing 

Experiment on the context categories (Paper V) 
 

Find information about the space shuttle challenger accident challenger 
Find picture about the volcano Pinatubo Pinatubo 
Find ideas (instructions, recipes) about what can be done from 
chocolate 

chocolate  

Find information about what the world health organization (WHO) is 
doing to cure river blindness 

river blindness 

Find pages that deal generally with the city of Oulu oulu  
Find pictures of the planet Venus venus  
Find pages where you get information about preventing influenza influenza  
Let’s imagine that you want to buy a mobile phone with a camera. 
Find pages where you find the prices of such producs. 

kamerapuhelin (camera 
phone) 

You think you have seen a barnacle goose. Find pages with which 
you can confirm your observation (a picture, identification information).

valkoposkihanhi (barnacle 
goose) 

Find information about sinking of Titanic ship titanic  
Find information about the hurricanes appeared this autumn (2004) in 
United States and in Caribbean  

hurricane  

Find ideas about what else can be done from tea leaves other than 
normal tea 

tea  

Find information about the actions the world health organization 
(WHO) takes against tuberculosis 

tuberculosis +who 

Find pages that concern the university of Oulu in general oulu  
Find information about colored contact lenses contact lenses 
Let’s imagine that you want to buy a DVD-player. Find price 
information of various products 

dvd-soitin (dvd-player) 

You think you have seen a goldeneye. Find pages with which you can 
confirm your observation (pictures, identification information) 

telkkä (goldeneye) 

 

 




