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A B S T R A C T   

Cardiovascular diseases (CVD) are a leading cause of death globally, and result in significant morbidity and 
reduced quality of life. The electrocardiogram (ECG) plays a crucial role in CVD diagnosis, prognosis, and 
prevention; however, different challenges still remain, such as an increasing unmet demand for skilled cardi-
ologists capable of accurately interpreting ECG. This leads to higher workload and potential diagnostic inac-
curacies. Data-driven approaches, such as machine learning (ML) and deep learning (DL) have emerged to 
improve existing computer-assisted solutions and enhance physicians’ ECG interpretation of the complex 
mechanisms underlying CVD. However, many ML and DL models used to detect ECG-based CVD suffer from a 
lack of explainability, bias, as well as ethical, legal, and societal implications (ELSI). Despite the critical 
importance of these Trustworthy Artificial Intelligence (AI) aspects, there is a lack of comprehensive literature 
reviews that examine the current trends in ECG-based solutions for CVD diagnosis or prognosis that use ML and 
DL models and address the Trustworthy AI requirements. This review aims to bridge this knowledge gap by 
providing a systematic review to undertake a holistic analysis across multiple dimensions of these data-driven 
models such as type of CVD addressed, dataset characteristics, data input modalities, ML and DL algorithms 
(with a focus on DL), and aspects of Trustworthy AI like explainability, bias and ethical considerations. Addi-
tionally, within the analyzed dimensions, various challenges are identified. To these, we provide concrete rec-
ommendations, equipping other researchers with valuable insights to understand the current state of the field 
comprehensively.   

1. Introduction 

Cardiovascular diseases (CVD) refer to a range of conditions that 
affect the heart and blood vessels, including coronary artery disease, 
heart failure, stroke, and peripheral artery disease. CVD is one of the 
leading causes of death worldwide, accounting for an estimated 17.9 
million deaths each year (i.e. 32% of all global deaths) [1]. In addition to 
the significant impact on mortality, CVD also results in significant 
morbidity and reduced quality of life, with symptoms ranging from chest 
pain and shortness of breath to cognitive impairment and mobility 
limitations [2]. Despite significant advances in the diagnosis, prognosis, 
and prevention of CVD, challenges remain in tackling the complex na-
ture of these conditions. Overall, dealing with the growing burden of 
CVD requires a multi-faceted approach, where research efforts must also 

continue to expand the understanding of the complex mechanisms un-
derlying CVD, as well as develop innovative approaches to address these 
conditions. 

The electrocardiogram (ECG) is a signal that can be used as a diag-
nostic tool by capturing the electrophysiological activity of the heart. It 
is widely used in clinical medicine, offering crucial information neces-
sary for the identification and treatment of various CVDs [3]. The use-
fulness of the ECG is not limited to acute care settings but also extends to 
various other areas including primary care for outpatients, home care, 
preoperative evaluations, athletic screenings, telemedicine, and 
self-monitoring. With the growing number of ECG recording procedures 
being conducted, the demand for skilled cardiologists to interpret and 
analyze the resulting data continues to rise substantially. This has led to 
increased workloads and financial pressures, ultimately creating an 
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environment that contributes to physician burnout and reporting inac-
curacies [4]. 

Since its introduction more than 50 years ago, computer-assisted 
interpretation of the ECG has become an essential component of clin-
ical workflows, supplementing physician interpretation. Conventional 
approaches rely on computer-aided detection and measurement of pre-
determined ECG features such as waves, segments, and time-intervals, 
followed by rule-based classification of their normal or abnormal sta-
tus. However, the accuracy of traditional models for computer-assisted 
ECG interpretation is suboptimal, which can be attributed to outdated 
classification rules and their vulnerability to imperfect tracings. Data- 
driven approaches such as Artificial Intelligence (AI) models have 
been recently employed to tackle this issue – so far with mixed results. 

AI has become a promising tool for building computer-aided diag-
nosis systems capable of classifying individuals with specific symptoms, 
e.g., either as having a disease or being healthy [5,6]. AI research and 
development is a multidisciplinary field that combines principles from 
mathematics and computer science to create systems capable of learning 
from example data and existing knowledge to perform tasks with 
increasing performance. It encompasses various subfields, among which 
are Machine Learning (ML) and Deep Learning (DL). ML enables the 
construction of data-driven models that are adept at performing tasks 
such as classification, regression, and clustering. Shallow ML methods 
(logistic regression, random forest, support vector machine, K-nearest 
neighbors) often use feature engineering, where domain expertise is 
used to extract relevant features from raw data for effective, and 
explainable, model training. Deep Learning (DL), a specialized subset of 
ML, uses multiple hidden layers that can implement more complex 
processing steps for more demanding tasks. Provided enough training 
data are available, these networks may autonomously learn to transform 
raw data through a series of non-linear operations, thereby highlighting 
features that are crucial for task-specific objectives like classification 
and regression. The architecture of deep networks allows also the 
handling of large volumes of unstructured data such as free text [7]. 
Recent studies in clinical cardiology have demonstrated that ML and DL, 
using combined modalities, are better equipped to predict cardiovas-
cular or all-cause mortality compared to the individual use of individual 
clinical or imaging modalities [7]. 

Although ML and DL have become popular in the information 
technology industry, their integration into the CVD field has been much 
more restrained. This is due to a set of constraints and requirements that 
go beyond the mere technical performance of the algorithms, such as 
data collection processes (e.g., representativeness of the population, 
sample size), adoption in the existing medical workflow, external vali-
dation, or (un)fairness in predictions made [8]. Modern ML and DL tools 
can provide accurate predictions, but their “black box” behavior can be 
problematic in understanding their decision logic. This may hinder the 
acceptance of ML/DL tools by clinicians, who must interpret the tools’ 
outputs in their decision-making process. Therefore, eXplainable Arti-
ficial Intelligence (XAI) provides insights into how an AI system arrives 
at its decisions, making it easier for healthcare experts to understand, 
thereby enhancing the clinical adoption and acceptance of AI models 
[9]. Despite its objective-data-driven nature, ML in healthcare faces 
challenges such as biases and ethical concerns (fairness, data gover-
nance, etc.) requiring. 

Despite the recognized significance of addressing understandability, 
bias, and other ethical, legal, and social implications (ELSI) in ML/DL 
models for healthcare, there remains a notable gap in comprehensive 
literature reviews that specifically focus on these aspects in CVD pre-
diction models. This systematic review aims to bridge this gap by of-
fering, to the best of our knowledge, the first in-depth analysis that 
holistically examines ECG-based data-driven models for CVD prediction, 
with a particular focus on Trustworthy AI aspects [10]. Initially, the 
review categorizes existing works based on the type of CVD diseases 
predicted, the nature of data, and dataset sizes used as inputs. The 
novelty of our work is further underscored by an extensive analysis of DL 

model architectures, performance metrics, and a critical evaluation of 
their strengths and weaknesses. A cornerstone of our review is the 
emphasis on explainability and ethical considerations in healthcare 
applications. We meticulously explore and scrutinize the limited yet 
pivotal works addressing these issues, making this a central element of 
our analysis. Finally, we present a discussion that identifies various 
challenges and shortcomings in the field, followed by concrete recom-
mendations to address these issues. With this systematic review, we offer 
a multifaceted analysis of ML/DL models that utilize ECG for CVD pre-
diction, equipping other researchers with valuable insights to compre-
hensively understand the current state of the field. In addition, we 
provide a tabular representation of most representative works that 
employ DL in this area, as well as works that implement XAI to be used as 
a quick reference that encapsulate the state-of-the-art in the field guid-
ing future research endeavors. 

The remainder content of this paper is structured as follows: Section 
II describes the use of the PRISMA methodology to perform the review. 
Section III details the analysis of the areas proposed as strategic research 
lines for the review, describing and discussing the main trends identi-
fied. Section IV presents a comprehensive discussion of the review 
findings in terms of challenges and shortcomings, and provides recom-
mendations to address them. The conclusions drawn from this study are 
exposed in Section V. 

2. Review methodology 

To perform an exhaustive analysis of the field that complies with 
medical literature review standards, we have adopted the Preferred 
Reporting Items for Systematic reviews and Meta-Analyses (PRISMA) 
methodology [11,12]. A comprehensive detailing of the items listed by 
PRISMA can be found in Supplementary Table S1. 

The research and review questions guiding this study were agreed 
upon by the authors following multidisciplinary discussions around the 
clinical endpoints investigated in the ERA PerMed research project 
“Personalised Prognostics and Diagnostics for Improved Decision Sup-
port in Cardiovascular Diseases (PerCard)” [13]. The formulated 
research questions (RQ) are as follows: RQ1) Which CVD, and diagnostic 
or prognosis scenarios are being targeted by the data-driven models 
found in literature?; RQ2) What types of CVD-related data are used as 
input to these models?; RQ3) Which ECG features are employed for 
training the models?; RQ4)What are the data-driven models predomi-
nantly used for CVD prediction, and what is their performance?; RQ5) 
How is explainability addressed in the context of these data-driven 
models’ output?; RQ6) Do the reviewed works take into account 
ethical considerations? 

Prior to collecting the works for the literature survey, we established 
eligibility criteria including papers published from 2007 until February 
2023, written in English, with an availability of full papers, and pub-
lished by peer-reviewed scientific journals or presented at renowned 
international conferences in the field, such as Computing in Cardiology 
[14], IEEE-BHI [15], and IEEE EMBC [16]. We consider research works 
published during the last 15 years, as this period has witnessed un-
precedented advancements in ML and DL, especially due to the advent of 
big data, improved algorithms such as convolutional neural networks, 
and increased computational power [17]. Additionally, for this review 
on data-driven approaches, the studies must include AI and ML tech-
niques to process ECG and optionally other clinical and patient data. The 
clinical output of these studies must have been focused on the auto-
mated diagnosis or prognosis of CVD. 

To ensure a comprehensive and targeted literature search, multiple 
databases were utilized. Google Scholar, and Web of Science served as 
the primary general literature databases, selected for their extensive 
coverage across multiple disciplines. To focus on publications specif-
ically within the medical domain, the search was augmented with arti-
cles from PubMed and Scopus. Additionally, IEEE Xplore was initially 
included to capture specialized articles published in the conference 
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proceedings of interest. The search query employed in the databases is 
included in Table 1. 

The process of selecting papers for analysis was carried out in two 
phases. In the first phase, three independent reviewers (P.M.S., G.G.I., V. 
D.A.C.) assessed whether the search results fulfilled the eligibility 
criteria. In the second phase, four independent reviewers (P.M.S., G.G.I., 
V. D.A.C, A.V.) reviewed the titles and abstracts of the screened results, 
ensuring that the papers focused on processing ECG signals through AI/ 
ML/DL algorithms for prediction tasks, and include a performance 
validation. As an optional criterion, this second phase also considered 
papers that included data inputs other than ECG and analyzed the 
explainability or bias of the results. In case of disagreement, the re-
viewers reached a consensus on which articles to screen full text through 
discussion. Finally, six independent reviewers (P.M.S., G.G.I., V. D.A.C., 
A.V., L.M., K⋅B.) were assigned an equal number of papers to read in full, 
extract and collect the information by using a shared common form that 
reflect the different areas of analysis, which are shown in Table 2. 

Following the PRISMA instructions, the effect measure of interest in 
this literature survey was defined as the performance of the AI/ML 
models utilized in the studies. Specifically, the metrics of accuracy or 
AUROC were considered as the main effect measures. 

As outlined in Table 2, this systematic review content has been 
organized by grouping the different areas into bigger categories of 
synthesis pertaining to AI-based solutions for predicting CVD using ECG. 
These categories and their subsequent areas are aligned with the 
research questions as well as the search terms and inclusion criteria 
employed when scrutinizing the search results. 

3. Results 

3.1. Screening and selection of related works 

In accordance with the predefined search criteria, the eligible ref-
erences underwent a rigorous selection process consisting of various 
screening and identification phases. The number of references, along 
with the specific requirements at each stage, are presented in Fig. 1. By 
utilizing the search terms in the designated databases, we initially 
identified a total of 637 references, which were further filtered down to 
243 during the screening phase. Subsequently, we scrutinized the title 
and abstract of the screened papers based on the inclusion criteria 
related to content, resulting in a final set of 101 papers that were 
selected for full-text reading and subsequent analysis. 

3.2. Study design  

1) Diagnosis and prognosis of CVD 

The majority of the reviewed studies had a diagnostic objective 
(78%), with only a modest percentage (15%) having a prognostic scope. 
The remaining 7% of papers focused on different objectives, such as ECG 
quality assessment, noise filtering, blood pressure estimation, or phys-
ical activity detection. Studies with a diagnostic objective present 
models aimed to support clinicians to identify the existence of a certain 

occurring condition in the heart (e.g., atrial fibrillation, arrhythmias, 
etc.). On the other hand, prognostic studies pursue estimating the onset 
of a future certain heart condition or event (e.g., myocardial infarction, 
or stroke) that is not manifest at the time of the prediction. 

Regarding the distribution of the different CVD addressed in the 
reviewed works, the majority of the reviewed studies, as shown in Fig. 2 
a, are focused on arrhythmias [18–55], myocardial infarction [40,42,46, 
56–74], and conduction disorders [18,20–22,36–39,42,46–48,56,57,64, 
69,70,74–78], comprising 26%, 15%, and 15% of the total, respectively. 
Additionally, 11% of the papers aimed to develop beat classifiers [36,48, 
78–91], while 9% focused on ST or T wave alterations [20–22,37–39,47, 
56,64,69,70,74,92], 8% on hypertrophy [19,37,56,64,69,70,73,74, 
93–95], and another 7% on coronary artery disease [71,72,95–102]. 
Notably, a relatively small proportion of studies, approximately 9 % of 
the total, assessed other CVD diseases or cardiovascular-related issues 
such as estimation of blood pressure, hypertension, biological age via 
ECG, ejection fraction, wellness condition, mortality prediction, or ECG 
quality assessment [24,103–114]. 

Most of the diagnostic studies were focused on arrhythmia at 29%, 

Table 1 
SEARCH QUERY USED FOR COLLECTING RESEARCH PAPERS.  

(((“Cardiovascular disease” OR CVD) AND ((risk OR diagnosis OR prognosis) OR (recurren* coronary event*) OR (MACE OR major adverse cardiac events) OR (angiography) OR 
(postoperative atrial fibrillation))) 

AND 
((ECG OR Electrocardiogram) 

OR ((ECG OR Electrocardiogram) AND (digital biomarkers OR biosignal features)) 
OR ((ECG OR Electrocardiogram) AND (multivar*))) 

AND 
((“Machine Learning” OR “Deep Learning” OR “Unsupervised Learning” OR “Artificial Intelligence” OR “supervised Learning” OR “semi-supervised Learning") 

OR ((“Machine Learning” OR “Deep Learning” OR “Unsupervised Learning” OR “Artificial Intelligence” OR “supervised Learning” OR “semi-supervised Learning”) AND 
((“Explainable AI” OR XAI OR Interpretab* OR Explainab*) OR (Bias)))))  

Table 2 
AREAS OF ANALYSIS CONSIDERED IN THE REVIEW WITH CORRESPONDING RESEARCH QUESTIONS RQ1- 
RQ6.  

Macro categories of 
analysis 

Area of analysis Research 
question 

Study design Type of CVD examined (e.g., arrhythmia, 
acute myocardial infarction) 

RQ1 

Target of AI decision support (e.g., 
diagnosis, prognosis, risk stratification) 

RQ1 

Data used by the AI models (e.g., ECG, 
clinical data, images, other biosignals) 

RQ2 

Number of participants/data items (e.g., 
patient records, heartbeats, ECG signals) in 
the train/test sets 

RQ2 

Type of study performed (e.g., retrospective 
or prospective) 

RQ2 

Methodological 
approaches 

Type of ECG features processed: (e.g., raw 
signals with one or more leads, hand- 
crafted time- or frequency features from 
signals) 

RQ3 

DL/ML methods used (e.g., Convolutional 
Neural Networks (CNN), Long-Short Term 
Memory (LSTM), ensemble classifiers, 
shallow ML classifiers) 

RQ4 

Model performance results and 
performance metrics used (e.g., accuracy, 
sensitivity, specificity, area under the 
receiver operating characteristic curve 
(AUROC)) 

RQ4 

Type of validation (e.g., cross-validation, 
hold-out test set, external validation) 

RQ4 

Trustworthiness Explainable AI techniques considered (e.g., 
SHapley Additive exPlanations (SHAP) 
values, feature importance, class activation 
mapping) 

RQ5 

Any reported variable being subjected to 
any type of bias, and any Ethical, Legal, and 
Societal Implications (ELSI) 

RQ6  
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followed by studies on conduction disorder at 18% and myocardial 
infarction at 13%, beat classification at 12%, ST/T-wave alterations at 
10%, hypertrophy at 9% and coronary artery disease at 7%. Notably, 
one study specifically examined post-COVID-19 patients’ diagnosis and 
low-resynchronization therapy success. With respect to prognostic 
studies, the majority (28%) was focused on myocardial infarction, fol-
lowed by stroke at 12% and heart failure at 11%. The remaining prog-
nostic studies addressed miscellaneous objectives. Fig. 2 b shows a 
graphical distribution of the different CVD diseases and their relation 
with the clinical goal, i.e., diagnosis or prognosis identified in the 
reviewed studies. 

The differences in the volume of studies targeting diagnosis instead 
of prognosis could be caused by the publicly available data. While 
diagnosis or monitoring based on ECG signals can be developed using 
just ECG signals regardless of their length, a predictive model offering 
any CVD prognosis requires clinical data and ECG recordings previous to 
the disease occurrence or adverse outcome development. The time in-
terval from the ECG signals recording to the target event occurrence (i. 
e., mortality, arrhythmia development, MI, HYP, etc.) plays an essential 
role in the development and validation of any predictive model. Most 

current prognostic models are presented without any information 
regarding the stage of development of the disease. If no information is 
given regarding the duration between diagnosis and the available ECG 
recordings, no insight can be provided regarding at which stage of the 
disease the model is able to predict it. Therefore, in most cases, it would 
be more proper to talk about “monitoring” or “classifiying” rather than 
performing prognosis. Nevertheless, in contrast with prognosis studies, 
even without this information it is possible to develop a classifier able to 
distinguish between a pathological ECG recording and a healthy one. 

CVD prognosis is of similar or higher importance than diagnosis, as 
long as we are not referring to a critical disease diagnosis that require 
immediate intervention, as lifestyle changes and prophylactic measures 
could prevent fatal events. Taking the example of AF, predictive models 
could prevent cryptogenic strokes or further myocardial tissue deterio-
ration into the actual development of the arrhythmia. Most CVD are 
irreversible, thus, predictive and prognostic models potentially have a 
high clinical and socio-economic impact.  

2) Study design and sample size 

All the studies in the reviewed literature have been retrospectively 
organized i.e., we did not find any study that was set up to prospectively 
validate an AI decision support tool, neither for diagnosis nor for 
prognosis. Therefore, none of the studies also included intervention 
based on the use of reported AI-based tools and are thus all 
observational. 

Several studies have used large or very large datasets for the analysis, 
such as 740,000 patients by Han et al. in Ref. [97], 277,807 12-lead 
ECGs by Zhang et al. [42], 175,943 12-lead ECGs in the study by Jin 
and Dong [36], 140,000 12-lead ECGs recordings used by Zhou et al. 
[55], 88,597 patients by Chen et al. [24], 71,741 patients by Chang et al. 
[106], 64,196 patients by Yang et al. [45], 56,793 patients by Diamant 
et al. [77], 51,579 patients by Liang et al. [21], and 42,511 in the study 
by Sakli et al. [22]. Also, twelve other papers among the total 103 
reviewed had at least 10,000 patients in their datasets [19,20,24,32,42, 
62,64,70,74,100,108,114], while 13 papers account for between 1000 
and 10,000 [23,35,41,49,52–54,61,68,94,110,113,115], and 20 be-
tween 100 and 1000 [43,60,63,66,71,72,75,90,92,93,95,99,101–104, 
111,112,116,117]. However, a large part of the studies (23) had less 
than 100 subjects [18,26–28,31,40,44,50,51,57,60,65,80,81,83,86–89, 
91,96,105,107]. The distribution of the reviewed works according to the 

Fig. 1. Identification, screening, and inclusion of studies for the review 
following the PRISMA method. 

Fig. 2. Number of reviewed works categorized by (a) type of CVD, (b) and clinical goals (diagnostic, prognostic). MI: myocardial infarction, Arrh: Arrhythmia, CD: 
Conduction Disorder, BC: Beat Classifier, STTA: ST/T alterations, HYP: Hypertrophy, CAD: Coronary Artery disease, RT: Resynchronization therapy, HF: Heart 
Failure, WC: Wellness condition, EF: Ejection Fraction, CHD: Coronary Heart Disease. 

P.A. Moreno-Sánchez et al.                                                                                                                                                                                                                   



Computers in Biology and Medicine 172 (2024) 108235

5

number of participants recruited is depicted in Fig. 3. It is questionable 
whether less than 100 subjects would allow adequate sample size for 
training and optimizing the structure of a deep learning model, espe-
cially when data augmentation techniques have not been widely used, 
and whether the obtained results are generalizable. 

The most widely used database is MIT-BIH [25–28,31,36,43,44,50, 
50,52,54,80,84,86–90,105,114], which includes datasets like such as 
Normal Sinus Rhythm (18 EC G recordings), Malignant Ventricular 
ectopy (22 EC G recordings), CU Ventricular Tachycardia (35 EC G re-
cordings), Supraventricular Arrhythmia Database (48 EC G recordings), 
and Atrial Fibrillation database (23 EC G recordings). In addition, other 
open databases such as PTB-XL [22,38,43,63,64,67,69–74,111], 
CPSC2018 [21,22,38,39,47,49,53,118], Physionet CinC [33,35,35,38, 
38,52,53,109], St. Petersburg [71,72,84,90], or MIMIC-II [104,113] 
were frequently used. Most studies using proprietary datasets had less 
than one hundred subjects. Using open datasets is beneficial as it enables 
fast development cycles and more straightforward comparing the results 
with what has been obtained by other researchers. On the other hand, 
publicly available datasets may not include all the desired variables, and 
even developing a tool that could be evaluated and used in a specific 
setting, there may be poor applicability of that open-access dataset to 
the local population. Also, there may be variations in how data is 
collected between countries, which may influence the data, e.g., in case 
of blood pressure and blood test values. 

It is worth noting that some of the reviewed papers handled the data 
as data segments, and not as subjects. This could imply a potential bias 
since the ECG segments belong to a same patient while are wrongly 
treated as independent observation [18,24,50,51,56,62,64,67,71,74,80, 
94]. Therefore, there is a clear research gap in the definition of evalu-
ation or validation practices of how AI decision support tools trained 
with retrospective datasets could be estimated to perform in prospective 
research settings.  

3) Study data 

According to the reviewed studies, the majority (80%) of AI models 
utilized ECG signals as the only input, while 20 % used also additional 
information. Additional data sources included imaging, clinical back-
ground data, and other biosignals. Imaging data were used in only a 
small proportion of studies, with CT, echocardiography, and MRI images 
included in 2, 4, and 1 study respectively [23,100], [24,93,102,116], 
[23]. Clinical information, ranked by frequency of use, included de-
mographic data [20,23,27,31,40,60,67,68,97,99,102,106–108,113, 
119,120], anthropometry [23,40,60,68,97,102,106,108], biochemistry 
[23,24,60,102,106], clinical measurements [60,102,103,106,108,119], 
lifestyle [23,68,102,102,107], clinical history [23,102,106,119] and 
medication [23,119]. The most included demographic information was 
age [20,23,27,40,60,67,68,97,102,106,116], followed by sex [27,40,60, 
67,68,97,102,106], and ethnicity [23,60,68]. Other added signals were 

the photoplethysmogram PPG (5 studies) [31,99,104,113,120], and 
arterial blood pressure (ABP) (3 studies) [23,68,102]. The different 
pieces of information considered in the related works are shown 
graphically in Fig. 4. 

The limitation of using solely ECG signals as input likely primarily 
stems from the constraints posed by data availability rather than by the 
relevance of the other type of data, as most public databases contain 
only ECG signals, that are relatively easy to obtain. The development of 
models using exclusively ECGs has the advantage that ECG collection is 
a cheap and accessible process that forms part of routine clinical pro-
cedures. Therefore, these models could easily be introduced into a 
clinical setting. Multi-modal data gathering is time- and resource 
consuming, thus, public databases play a pivotal role in democratizing 
research efforts, allowing research groups lacking extensive resources to 
construct AI models using multi-center data. In addition, they set a 
common framework for comparison between studies. However, the use 
of additional other data types can help make more powerful models, 
better interpret the AI model performance, and target more complex 
decision support scenarios. Complete open-access databases integrating 
ECGs, clinical history, imaging data, and biochemistry could open the 
field for more complete, reliable, and complex studies. 

3.3. Methodological approach  

1) ECG signal processing, leads, and features 

In the field of ECG signal analysis, there is an emerging trend toward 
adopting end-to-end approaches, i.e., using a DL model without so-called 
feature engineering to extract summary descriptors (features) from the 
raw data, such as statistical descriptors, clinically inspired features etc, 
but rather input raw data ‘as is’. However, many studies employ feature 
extraction methods in conjunction with deep learning (DL) techniques, 
aiming to facilitate the interpretation of the classification or diagnostic 
performance of the developed models, which is important in healthcare 

Fig. 3. Distribution of studies according to the number of subjects available in 
the database. 

Fig. 4. Distribution of data considered as input in prediction models reviewed. 
The figure displays the number of papers that consider the specific type of data 
(e.g., age, sex, PPG). The numbers are not exclusive, i.e. one study may contain 
several types of data. CM: Clinical measurement, MED: Medication, DE: disease- 
related events, ANT: anthropometry, CP: clinical procedures, FCR: Family 
clinical record, CR: Clinical record, BIO: Biochemistry, LFS: Lifestyle. 
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applications. In this literature review, we identified that 58 studies (56%) 
[3,4,7,18,20]– [25,27,29,30,33,36,39]– [43,46,47,49,51]– [53,57,59, 
62,64,69]– [72,74,75,77,78,80,82,84,85,87,88,90]– [92,96,101,102, 
104,105,107,112,114,115,118,121] exclusively utilized raw ECG signals 
for AI model development, while 46 studies (44%) incorporated feature 
extraction. The average length of ECG signals used in these studies was 
34 s, with a standard deviation of 105 s and a median of 8 s. Concerning 
the number of ECG leads used in the reviewed studies, 41 studies used all 
12 leads [19,21–24,32,36,38,39,41,42,45,47,49,53–58,62,63,63,64, 
67–70,74–76,92–94,97,101,103,106,108,109,115], 35 studies used a 
single lead [18,20,26,31,35,43,44,46,51,52,60,61,65,71–73,78,79,81, 
83,86,91,95,96,99,101,102,104,105,107,111,113,116,118,122], and 21 
studies used multiple leads (less than 12). Among the limb leads, Lead II 
was the most frequently utilized, while precordial lead V1 was also 
commonly employed. An overall comparison of the use of the different 
ECG’s leads is shown in Fig. 5. 

From the studies calculating ECG features to fit in the prediction 
algorithms, we can divide the most commonly extracted ECG features 
into three main categories: a) statistical features, b) morphological 
features, and c) RR-based features. 

Statistical features quantify the signal fluctuations through the 
measurements of certain mathematical properties of the histograms of 
ECG values [26,28,32,35,39,41,65,73,76,86,95,111,113,117,123]. 
They include minimum, maximum, and mean histogram values, stan-
dard deviations, kurtosis, and skewness measurements. These features 
may be computed on the raw ECG traces or after the application of some 
transformations. In most cases, the adopted transformation is the 
Wavelet Transform, and the statistical features are extracted on signal 
approximations/details at different scales [34,63,73,111]. The other 
adopted transformations were the Fast Fourier Transform [95], the 
Legendre Polynomial Transform [110], and the Variational Mode 
Decomposition [63]. A second class of statistical measurements is based 
on the computation of parameters related to the non-linear dynamic 
characterization of the ECG such as Entropies (Shannon, Approximate, 
etc …) [73,111,113] or fractal dimensions computation (Higuci fractal 
dimension, Kats fractal dimension, etc …) computation [73,113]. This 
second class of indexes provides information on the sequences of sam-
ples evidencing repetitive signal patterns or long-term correlations. As 
before, these indexes were computed directly on the ECG leads or after 
some transformation. 

Morphological features describe the classical ECG waveforms in 
terms of amplitudes, area and waveform polarity on each lead and/or by 
combinations of leads to derive the electrical axis (P axis, QRS-Axis and 
T-axis) [19,28,32,41,45,55,56,58,61,67,68,92–95,101,102,106,108, 
117,124]. Among the morphological features, we have also included 
waveform durations (P-QRS and T durations) and time intervals among 

the main waveforms (PR, QT, QTc interval). The use of these features is 
recommended as they carry a direct interpretation in terms of the 
electrical behavior of the heart, and are well-known to clinical experts, 
who are typically the end-users of the provided tools. Therefore, these 
features can be employed for the (explainable) prediction of some 
arrhythmic (AF, AV block, Tachycardia, Ectopic beats, etc.) or ischemic 
patterns. 

RR-based features describe the variability of the RR interval series 
computed between the R-peaks of two consecutive normal QRS com-
plexes (the NN-interval, NNI) and are also called Heart Rate Variability 
(HRV) features. They can be clustered into three groups: time domain, 
frequency domain and time-frequency domain features. Common RR 
time-domain parameters include the mean of NN intervals (Mean-NNI), 
median of the successive difference between NN intervals (Median-NNI), 
range NNI (Range-NNI), PNNI-50 (percentage of successive NN interval 
greater than 50 ms) and standard deviation of the NN intervals (STD- 
NNI). Commonly used HRV features derived from the NN intervals may 
also include RMSSD (root mean square of successive differences of NN 
intervals), CVNNI (Co-efficient of variation equal to the ratio of standard 
deviation of the NN intervals divided by mean NN interval) and CVSD 
(Coefficient of variation of successive difference) equal to the root mean 
square NN intervals divided by mean NN interval [26,31,32,34,34,35, 
41,45,54,56,60,63,65,67,68,83,89,92,95,101,103,108,116]. 
Frequency-domain features are obtained after computation of the NN 
spectrum and include quantification of spectral power in specific bands: 
absolute or normalized power in High frequency (HF:>0.15 Hz), Low 
Frequency (LF: 0.05–0.15 Hz), Very Low Frequency (VLF: <0.04 Hz), or 
their ratios LF/HF (ratio of low frequency and high-frequency power) 
[45,60,61,66,95,101,103,105,113,116]. Finally, the time-frequency 
parameters include the computation of statistical features (histo-
grams-based or Entropies) after a time-frequency transformation (most 
frequently a Wavelet transform) of the original NN series [39,44,124]. 

The ML approach based on ECG features extraction has the advan-
tage of feeding the ML model with domain-specific, physiological 
knowledge of the bioelectric phenomena within the heart and their re-
flections on recorded ECG traces (either manifesting in morphological, 
rhythmic, or variability changes). Indeed, it is nowadays possible to 
build 3D computational models of the heart and the torso and simulate 
ECG traces in a realistic way also including pathological situations at 
different degrees of severity. Models can be restricted to atria activity 
[125], ventricular activity [126], and its manifestation [127,128] or 
extended to a whole heart model [129]. Irrespective of the model used, 
these approaches lead to the definition of domain-specific (or 
pathology-specific) ECG hallmarks to be used for detecting the pathol-
ogy and its manifestations. Such features can support the adoption of 
human-defined features or help to identify new ones. 

ML models adopting these domain-specific features inherently have a 
lower structural complexity, which also implies shorter model training 
times (improving computational efficiency) and the possibility to 
perform training on smaller ECG datasets. In general, these models are 
less prone to overfitting because the ECG features are physiologically 
grounded and are expected to consistently emerge, as significant, in 
various databases. Conversely, deep-learning models are the result of 
the mining of a specific database, and they constantly need verification 
on several datasets to minimize the risk of overfitting. The advantages of 
a feature-based approach would obviously vanish if a battery of ECG 
features is blindly computed and used to feed a network without any 
domain-specific motivation [37,94,95]; an approach not unlike a ‘fish-
ing trip’, which unfortunately happened in many of the studies in 
reviewed papers. Finally and importantly, feature-specific ML models, 
especially when trained on smaller and well-curated datasets, are highly 
interpretable and it is easier to identify the driving factors that have led 
to model predictions [130]. 

When feature-based ML models are employed, a potential issue 
emerges, since features must be calculated from the ECG signal and any 
random or systematic error in their computation will propagate to the Fig. 5. Overall view of ECG leads used in reviewed works.  
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output and may limit the accuracy or generalizability of the model. This 
observation should focus the researcher’s attention on the methods for 
feature pre-processing and feature screening to critically assess, ideally 
in close interaction with a domain expert, the presence of outlier or 
deviant values in the data, before including them in the model devel-
opment, but this aspect is rarely addressed in the examined works [32, 
58]. Moreover, the algorithm used for computing the features is also part 
of the solution and does thereby affect the performance of the ML de-
cision making algorithm. Data curation, pre-processing, feature extrac-
tion algorithms and ML models are connected parts in the decision 
support pipeline, and if they are disentangled, the observed performance 
on the development set may not be guaranteed to be representative of 
real-life performance on new data. This is another aspect which is 
seldom addressed in the papers.  

2) ML and DL algorithms and their performance in CVD predictions 

In the reviewed research works, 14 different ML or DL algorithms 
were employed. DL architectures were slightly more common than 
shallow ML algorithms, accounting for 59% of the studies. When we 
refer to studies that use DL, we are considering architectures such as 
Convolutional Neural Networks (CNN), Long Short-Term Memory Net-
works (LSTM), the combination of CNN and LST, (CNN + LSTM), 
Recurrent Neural Networks (RNN) and Gate Recurrent Unit Network 
(GRU) network. Conversely, other algorithms employed in the reviewed 
studies, such as MLP, have been excluded from the DL group due to a low 
number of layers used (from 1 to 3), which falls outside the concept of 
deep architecture. 

DL models offer the advantage of dealing efficiently with raw ECG 
signals in various information domains such as time and frequency do-
mains, providing a potentially more comprehensive and deeper learning 
of ‘hidden’ or ‘embedded’ information by capturing complex data rep-
resentations [40,52,62,81,92,104]. Another common characteristic of 
all the presented DL methods is their ability to preserve temporal vari-
ation of the signal for both short and long-term learning, which is 
considered necessary for efficient classification of time-series data. DL 
may also use transfer learning, which means that models trained with 
ECG signals can serve as basis for application to other cardiovascular 
signals such as PPG and vice versa [31,62]. This review has also iden-
tified DL architectures used as end-to-end approaches, which eliminate 
the need to preprocess the ECG signal before fitting it into the model 
classifier [49,53,57,62,81,96,104], and preventing the model from any 
random or systematic error in calculating features that could be prop-
agated to the output and limit the model’s accuracy. 

As depicted in Fig. 6, the CNN is the most frequently used architec-
ture in the works reviewed since the convolution operation, which 
constitutes the basis of this architecture, is a classical well-known and 
computationally efficient technique in signal processing for signal 
enhancement [131]. The use of CNN is extensive, and it can be applied 
across different stages of the CVD prediction pipeline ranging from an 
end-to-end architecture that performs the classification directly from the 
ECG signal, to the extraction of features from ECG signals that are then 
fit to other classifier algorithms. In this context, a hybrid combination of 
CNN and LSTM is often found in the reviewed works, where the former is 
typically dedicated to extracting ECG features and the latter performs 
the actual classification task [44,62,85,114]. Moreover, while most 
papers that use CNNs consider one-dimensional input per lead of the 
ECG signal (i.e., signal intensity in volts over time), other papers 
leverage the well-known capabilities of CNNs for image processing, and 
transform the ECG signal into a time-frequency spectrogram (that is then 
treated as a 2-dimensional image) that is used as input, achieving a 
better performance than using the 1-D timeseries signal [40,44,52,62] 
since it allows a time-frequency domain learning. This 2D 
spectral-longitudinal modeling approach offers a more general repre-
sentation that can overcome issues of variability in sampling rates, noise 
sensitivity and ECG monitoring devices from different manufacturers. 

A range of DL algorithms distinct from CNN, such as LSTM, GRU and 
RNN, are used for classification purposes in a significant number of 
studies [27,35,52,61,64,74,89,90,101,101,114]. These algorithms, 
thanks to their ability to learn from temporally dependent information 
of fixed or variable-length sequences, offer substantial classification 
performance in detecting patterns in the time domain of the ECG signal. 

Due to the dominance of the CNN algorithm and other DL approaches 
such as LSTM in the reviewed research works, a further analysis of these 
methods was conducted (see Supplementary Table 2). The most repre-
sentative works in the different areas of the CVD field are shown in 
Table 3. This table describes the classification or regression goal, the DL 
architecture, performance, input data of the models, and the strengths 
and limitations identified by the authors. 

While DL is used as the prediction algorithm in many cases, other 
methods such as, Ensemble Trees (13%) [32,42,45,56,58,65,67,74, 
93–95,101,111], and Support Vector Machines (13%) [19,21,26,34,35, 
54,59,61,76,86,90,102,116], and Multilayer perceptron (6%) [60,63, 
66,78,79,122] are also employed. These algorithms can be applied to 
either hand-crafted ECG features, or to CNN-extracted ECG features. 
Apart from these crafted ECG features, shallow ML allows the combi-
nation with other types of data (clinical data, demographics) as shown in 
section B.3. DL models could also operate on this type of structured, 
tabular data (i.e. clinical data and demographics combined with ECG 
features), however, there is no significant improvement over shallow ML 
models because, in these cases, the data complexity is not high enough to 
leverage the capabilities of DL [131]. 

The use of these less complex and shallow ML algorithms, despite a 
theoretical decrease in performance when having ECG signals as inputs, 
brings some other advantages that make them preferable over the DL. 
Shallow ML algorithms do not require of large datasets for training, 
unlike complex DL architectures, allowing researchers to develop 
models with modest dataset sizes. The computing capabilities demanded 
by DL are much larger than other shallow ML algorithms, making the 
latter suitable for integrating predictive models into low-power 
embedded devices. Another important aspect to consider that can 
make ML algorithms preferable over DL is the ‘black-box’ paradigm that 
DL suffers from. Even though some ML algorithms (ensemble trees, 
SVM) are not considered fully transparent, we can obtain explanations 
about their decisions by analyzing the intrinsic logic. In addition, CNNs 
are vulnerable to adversarial perturbations of input data (even minimal 

Fig. 6. Distribution of ML algorithms in the reviewed bibliography (CNN: 
Convolutional Neural Networks, Ens. Trees: Ensemble Trees, SVM: Support 
Vector Machine, MLP: MultiLayer Perceptron, LSTM: Long-Short Term Memory, 
Cox: proportional hazards model and regression, KNN: K-Nearest Neighbor, FG: 
Factor graph, Ensemble: Ensemble of Random Forest, SVM, KNN and Boosting, 
GRU: Gated-Recurrent Unit, LR: Linear Regression). 
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Table 3 
LIST OF MOST REPRESENTATIVE REVIEWED WORKS THAT EMPLOYED DEEP LEARNING ARCHITECTURES TO DEVELOP THE MODELS. THE TABLE CONTAINS THE CVD GOAL TARGETED BY THE MODELS TOGETHER WITH 

THE TYPE OF SUPERVISED LEARNING PROBLEM (CLASSIFICATION/REGRESSION), THE CHARACTERISTIC OF THE DEEP LEARNING ARCHITECTURE, THE MODEL’S PERFORMANCE, THE INPUT DATA USED BY THE MODEL, 
AND DIFFERENT STRENGTHS AND LIMITATIONS HIGHLIGHTED BY THE PAPER’S AUTHORS. MAE: MEAN ABSOLUTE ERROR, ACC: ACCURACY, SENS: SENSITIVITY, PREC: PRECISION, AVG: AVERAGE, BAL 

ACC: BALANCED ACCURACY, SPEC: SPECIFICITY, AUC: AREA UNDER CURVE RECEIVER OPERATING CHARACTERISTIC, MI: MYOCARDIAL INFARCTION.  

Author Model’s CVD goal Network Architecture Performance Input Outcomes (Strengths/Limitations) 

Baek et al. [104] Systolic/Diastolic 
blood pressure 
prediction 
(Regression) 

1D convolution neural network 
composed by stacking 4 groups of one 
extraction block and then one 
concentration block for processing both 
time and frequency. The outputs are 
combined into a new convolutional 
layer. Extraction blocks are based on 
dilated convolution, meanwhile 
concentrating blocks are on strided 
convolution. 

MAE (systolic) 5.32, 
(diastolic) 3.38 

Raw ECG 
(PPG) signals 

Strengths: End-to-end approach that does 
not require hand-made features. 
Flexibility to handle different raw signal 
inputs (PPG/ECG, time, frequency). 
Limitations: Data employed from MIMIC II 
presents a low sampling rate, below the 
minimum recommended (1000 Hz). Need 
to validate performance with a higher 
sampling rate. Results are subject to 
population bias in terms of age and BP 
values due to data collected in the ICU. 

Butun et al. [96] Automated detection 
of coronary artery 
disease (Classification) 

1D – capsule network (CapsNet). A 
former CapNet for processing image data 
(Primary Caps with 32 different 
capsules) is updated to work with ECG 
signal by stacking additional layers (ECG 
Caps with two caps). A decoder is 
connected to the ECG Caps for 
reconstruction loss of the ECG signal. 

ACC: 0.994, (2-s), 0.986 
(5-s) 

ECG signal of 
2 s Long and 
5 s Long 

Strengths: End-to-end adaptation of 
CapsNet to a 1D signal (ECG) domain to 
detect ECG segments associated with 
coronary artery diseases in 2s and 5s 
duration. The 1 d-CADCapsNet shows 
high performance for relatively small data 
mainly based on captured information of 
R peaks and T-wave signals. More robust 
than CNN to adversarial samples. 
Limitations: Due to its architecture, the 1D- 
CapsNet presents a computation cost 
higher than a CNN 

Dai et al. [57] CVD diagnosis 
(classification) 

A CNN variant of Residual Network 
(ResNet) that introduces shortcut 
connections between consecutive 
convolutional layers, besides the original 
data flow. 12-lead ECG signals that are 
segmented in different intervals (1s for 
training, and 2s and 3s for testing) 

ACC: 0.998 (3 s), SENS: 
0.995 (3 s), SPEC: 0.999 
(3 s) 

12-leads ECG 
signal 

Strengths: End-to-end approach only 
applying simple min-max normalization 
to short-term duration ECG signal as 
preprocessing. Low computational 
complexity of data preparation. Use of 
Focal Loss as a loss function to address 
data imbalance. 
Limitations: The dataset employed presents 
issues due to varied sampling frequency as 
well as disease subject imbalance. The 
short-term duration approach avoids 
detecting more specific CVD diseases. 

Haleem [40] CVD diagnosis 
(classification) 

A two-stage multiclass algorithm, where 
the first stage performs ECG 
segmentation based on Convolutional 
Bidirectional Long Short-Term Memory 
neural networks with an attention 
mechanism for segmenting the ECG 
signal. The second stage is based on a 
time adaptive (that controls the duration 
of the ECG time) Convolutional Neural 
networks applied to the 2-D ECG 
spectrogram beats extracted from the 
first stage for several time intervals. 

ACC (average): 0.989 2-leads ECG 
signal 

Strengths: A time-adaptive CVD detector 
via ECG beats segmentation through an 
automated approach and controlled by 
time. The use of time-adaptive 
spectrograms as input for classification 
improves the CVD detection accuracy. 
Limitations: the use of a smaller amount of 
training data produces overfitting 
problems when using 2D-CNN 
architectures along with a large amount of 
memory to handle spectrograms of the 
time adaptive ECG beat extraction. A 
down-sampling made to address different 
ECG sampling frequencies and data 
imbalance might affect the model’s 
accuracy. 

Jangra et al. [82] Arrhythmia Diagnosis 
(Classification) 

O–WCNN: improvement over traditional 
CNN models by implementing a multi- 
channel model to concatenate spectral 
and spatial feature maps; and a structural 
unit composed of a depth-wise separable 
convolution layer followed by activation 
and batch normalization layers 

ACC (avg): 0.994 3-beat ECG Strengths: An effective integration of 
spectral and spatial features that allows an 
efficient utilization of model parameters 
in depth-wise separable convolution 
layers. This optimized multichannel 1-D 
CNN outperforms arrhythmia 
classification of other state-of-art 
methods. 
Limitations: The approach requires a DWT 
decomposition and further reconstruction 
(not an end-to-end approach). The use of 
spectral features requires a greater 
computation complexity than other state- 
of-the-art methods. Compromised 
generalizability due to the presence of 
signals in training and testing sets 
belonging to the same patient. 

Li et al. [20] Arrhythmia Diagnosis 
(Classification) 

DeepECG system based on transfer 
learning of Inception-V3 with 11 
inception modules (2D ECG images). 

Bal ACC: 0.984, SENS: 
0.954, SPEC: 0.967 

1-lead ECG 
signal (Lead 
II) 

Strengths: Analysis of ECG images (pdf 
format) via DCNN without requiring the 
1D ECG signal providing higher scalability 

(continued on next page) 
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Table 3 (continued ) 

Author Model’s CVD goal Network Architecture Performance Input Outcomes (Strengths/Limitations) 

Each inception module includes 4 
convolution groups composed by pooling 
with a single 1 × 1 convolution, 1 × 1 
convolution with three 3 × 3 
convolutions, 1 × 1 convolution with 
three 5 × 5 convolutions and a single 1 
× 1 convolution. The results of 4 
convolution groups will be 
concatenated. 

due to the greater availability of ECG 
images. The method is suitable for 
potential deployment in handheld devices 
where a photo of the ECG works for CVD 
diagnosis. 
Limitations: Performance is subject to the 
quality of ECG images due to a lack of 
preprocessing noise filtering of the 
images. 

Ma et al. [29] Atrial Fibrillation 
detection 
(Classification) 

A Deep Neural Network composed of 
dilated casual convolutional blocks. Each 
block is composed of a dilated causal 
convolution, a weight normalization, an 
activation function, and a dropout layer. 
In addition, a convolutional block joins 
the shortcut connection. 

ACC: 0.986, SEN: 0.987 
SPEC: 0.990 

1-lead ECG 
signal 

Strengths: The employment of dilated 
causal convolution effectively improves 
the training speed and classification 
accuracy. The method can be appropriate 
for real-time diagnosis of ECG signals. 
Limitations: The dataset presents a high 
imbalance of the atrial flutter (2% of the 
subjects) which might affect its 
performance in a real setting, 

Ramesh et al. 
[31] 

Atrial Fibrillation 
detection 
(Classification) 

One-dimensional deep convolutional 
neural network that uses HRV-derived 
features and utilizes the knowledge 
transfer paradigm for cross-domain 
generalizability by training a model on 
ECG databases and adapting the 
developed model for PPG signals-based 
AF classification. 

ACC: 0.955, SENS: 
0.945, SPEC: 0.960, F1: 
0.933, AUC: 0.953 

ECG and PPG 
signals 

Strengths: The method proposes supports 
potentially a seamless adaptation of gold- 
standard ECG-trained models for non- 
ambulatory AF detection with consumer 
wearable devices which is sensor- 
agnostic. A method based on transfer 
learning to address challenges associated 
with PPG datasets availability. 
Limitations: The dataset employed shows 
overlapping between each class’s samples 
which affects its reliability. The models do 
not consider spectral and non-linear HRV 
features that would account for a more 
robust representation of each class. 

Tadesse et al. 
[62] 

Myocardial Infarction 
identification and 
occurrence 
(Classification) 

DeepMI: Recurrent neural networks (a 
Dense-LSTM). First, a transfer learning 
module to obtain deep features, and then 
three diagnosis modeling techniques: 
spectral and longitudinal and joint 
spectral-longitudinal. 

AUC:0.967 (normal MI), 
0.829(acute MI), 0.686 
(recent MI) and 0.738 
(old MI). 

12-leads ECG 
signal 

Strengths: The joint spectral-temporal 
modeling allows for overcoming issues of 
variability in sampling rates and ECG 
device specifications. Model prediction 
based on a large-scale dataset containing 
>323 k data samples. The end-to-end 
framework provides flexibility for 
different levels of multi-lead ECG fusion 
and performs feature extraction via 
transfer learning. 
Limitations: The data fusion spectral- 
temporal seems ineffective in 
distinguishing the leads which might lead 
to independent modeling for each lead. 

Tan et al. [85] cardiovascular 
monitoring for COVID- 
19 patients 
(Classification) 

CNN combined with LSTM. CNN is used 
for feature extraction and LSTM for the 
classification of AF type. Data 
enhancement is carried out through 
SMOTE 

ACC: 0.992, SENS: 
0.977, SPEC: 0.995 

ECG signal 
from 
wearable 
device 

Strengths: The use of 5G plus Flink 
framework to ensure low latency and high 
throughput of ECG signal data 
transmission in wearable devices. The 
combination of CNN and LSTM provides 
better generalization. 
Limitations: Insufficient number of 
heartbeat types in the dataset that leads to 
the use of SMOTE that might imply a 
deviation in the AF prevalence 

Vijayarangan 
et al. [118] 

R Peak detection in 
noisy ECG 
(Classification) 

RPnet: A novel application of the Unet 
(Encoder-Decoder) combined with 
Inception and Residual blocks to perform 
the extraction of R-peaks from an ECG (it 
has been adapted from the INcResU-Net 
network) 

F1: 0.9837 1-lead ECG 
signal 

Strengths: The R-peaks in the ECG can be 
obtained through minimal post-processing 
due to the distance map generated by the 
architecture. 
Limitations: Relatively poor predictive 
power at lower SNR levels. The 
computational complexity is significant 
which avoids the real-time usage. 

Zhang et al. [39] Arrhythmia Diagnosis 
(Classification) 

1D-CNN network consisting of 34 layers. 
4 stacked residual blocks are used to 
extract deep features. Within each 
residual block, there are two 1D 
convolutional (Conv1d) layers, two 
batch normalization (BatchNorm1d) 
layers, 1 dropout (Dropout) layer, and 
two rectified linear unit (ReLU) 
activation layers. 

ACC (avg): 0.966, SENS 
(avg): 0.812, PREC 
(avg):0.821, F1 (avg): 
0.813, AUC: (avg) 0.97 

12-leads ECG 
signal 

Strengths: Explainability analysis of the 
model’s prediction to both patient and 
population levels. Detection of the top- 
performing leads for the diagnostics 
classes which are I, aVR, and V5. 
Limitations: Likely population bias since 
data was collected from China hospitals, 
thus, further validation is needed to test 
the model’s robustness. 

Meng [30] Arrhythmia Diagnosis 
(Classification) 

A deep CNN takes the input as a two- 
dimensional image and implements 3 
convolutional layers that contain 32 

ACC: 0.856 8 leads ECG 
signal 

Strengths: The translation of the starting 
point after leads filtering to increase the 
training sample improves the accuracy. 

(continued on next page) 
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Table 3 (continued ) 

Author Model’s CVD goal Network Architecture Performance Input Outcomes (Strengths/Limitations) 

feature surfaces. Finally, two fully 
connected layers are adopted for binary 
classification. 

The performance of V5 is higher than the 
other leads. 
Limitations: Due to the limitation of the 
dataset employed, only 4 arrhythmia 
classes prediction is made causing certain 
deviation in the results. 

Zhou et al. [114] ECG quality 
assessment 
(Classification) 

Two CNN branches (2 convolutional 
layers each, 1st 128 and 32 filters, 2nd 
64 and 16 filters) and an LSTM branch (2 
layers, 200 and 100 units each). The 
three branches are concatenated into a 
dense layer. Conditional Generative 
Adversarial Network (GAN) is used for 
data augmentation 

ACC: 0.971, SENS: 
0.986, SPEC: 0.964; 

1-lead ECG 
signal 

Strengths: The system shows better 
generalization ability due to non-relying 
on manual feature extraction and rules for 
decision-making. The use of CGAN for 
data augmentation outperforms down 
sampling strategies by generating ECG 
signals with a larger diversity. 
Limitations: The ECG quality assessment 
proposed does not consider specific 
applications, and the same ECG can be 
acceptable/unacceptable for different 
purposes (e.g., HRV time-domain 
analysis/AF detection). The quality 
assessment only consider 1 EC G lead 
which makes it suitable for bedside 
monitors or wearable devices but not for 
CVD detection which requires 12 leads. 
The system cannot quantify the quality 
through a signal-to-noise ratio. 

Zhu et al. [70] Normal and Abnormal 
ECG detection 
(Classification) 

A CNN-FWS network that combines 
three convolutional neural networks 
trained independently (CNN) and 
recursive feature elimination based on 
feature weights (FW-RFE). A final fully 
connected layer concatenates each RFE 
output module. 

SENS: 0.889, F1: 0.902 12-leads ECG 
signal 

Strengths: By selecting the most relevant 
features while eliminating unrelated and 
redundant features, the diagnostic 
efficiency of ECG abnormalities is 
improved. The methods show significant 
robustness when the amount of data 
decreases. 
Limitations: The presence of noise features 
in the ECG might affect the diagnostic 
capability of the model. 

Doldi et al. [92] Identification of 
congenital and often 
concealed LQTS 
(Classification) 

CNN network based on four 
XceptionTime modules are connected in 
series to capture both the temporal and 
spatial information of the multivariate 
signal. The model is based on a 
simultaneous analysis of multiple leads 
and different-sized kernels to address 
both long and short-time intervals. 

BalACC: 0.911 12-leads ECG 
signal 

Strengths: In contrast to other same-goal 
studies, the model validation has used a 
more generalizable and comorbidly 
diseased control cohort. The model shows 
a significant stability over 25-fold CV in 
detecting LQTS patients including a large 
amount with a concealed phenotype. 
Limitations: Being a single-center 
validation, the model needs external 
validation by other heart rhythm clinics. 
Additionally, there could be potential 
selection bias in the control cohort since 
the selection was based on a missing 
suspicion for LQTS without genetic 
testing. 

Diamant et al. 
[77] 

Impaired Heart Rate 
Recovery (HRR) 
detection (Regression) 

A 1-dimensional CNN based on the 
DenseNet architecture 

Pearson correlation 
with actual model r5: 
0,48 

3-leads ECG 
signal 

Strengths: The model achieves an 
estimation of impaired HRR 
independently associated with future 
clinical outcomes, including new-onset 
diabetes and all-cause mortality. The ECG 
resting could be used as a proxy for 
screening HRR which usually requires 
exercise provocation. 
Limitations: The correlation with HRR 
actual and predicted is modest, leaving 
the model subject to misclassification. The 
model was developed with 3-leads, thus, 
using 12-leads the performance might 
improve. The sample used could be 
subject to selection bias due to 
participants were recruited based on 
clinical risk factor assessment that 
impedes some of them from undergoing 
exercise testing. 

Toma et al. [44] Arrhythmia Diagnosis 
(Classification) 

The model proposes a novel parallel 
cross-convolutional recurrent neural 
network consisting of two branches: a 
recurrent neural network (RNN) and a 
2D CNN for temporal characteristics and 
spatial features that take CWT scalogram 
and segmented ECG sample. 

ACC:0.997 1-lead ECG 
signal (lead 
II) 

Strengths: The model presents significant 
robustness through the cross-function of 
the features that makes suitable for 
imbalanced ECG signal classification, 
especially for the AAMI standard-based 
classes, which are largely skewed. The 
model can effectively learn temporal 

(continued on next page) 
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such as a single pixel in an ECG) that might become a barrier for 
widespread adoption and implementation as opposed to shallow ML 
algorithms that are based their decision in previously calculated 
features. 

In the present analysis of the ML/DL algorithms performance, it 
should be noted that the results are dependent on the CVD and the 
clinical goal (diagnosis or prognosis), thus, a direct comparison between 
studies is not feasible. Nevertheless, certain insights can be gained by 
examining the performance metrics used and their values. Over 90% 
aimed to address classification problems, whereas regression (7%) or 
clustering (1%) problems were less frequent. Consequently, perfor-
mance metrics such as accuracy, sensitivity, specificity, precision, F1- 
score, and AUROC were predominantly employed. Studies dealing 
with regression problems utilized a variety of metrics, including mean 
absolute error (MAE), C-index value, Sum of Square Distance (SSD), 
Maximum absolute square (MAD), Percentage of root distance (PRD), 
and Cosine similarity. 

In the reviewed works aimed at CVD, classification accuracy emerges 
as the most prevalent metric, used in 70 out of 101 studies. However, its 
exclusive use in 25 out of these 65 studies [18,19,25,26,40,43,44,54,56, 
65–67,78,79,81,81,82,90,92,96,101,105,111,115–117], potentially 
leads to an incomplete model assessment. This is because metrics like 
sensitivity and specificity, which provide critical insights into false 
positives and negatives, are often overlooked. This oversight is partic-
ularly concerning given the frequency of imbalanced datasets in CVD 
research ([20–22,38,38,39,43,44,47,49,53,54,57,58,64,71,80,81,84, 
92,102,118]), yet only a few studies ([20,92]) employ balanced accu-
racy. The second most used metric is sensitivity (54%), followed closely 
by specificity (35%), and more sporadically F1-score (26%) and preci-
sion (18%). Only 16 works [23,24,30,31,36,38,39,45,58,59,62,64,76, 
93,97,110] include AUROC in their metrics, despite the comprehensive 
information it can offer. Given these findings, we advocate for a more 
holistic approach in selecting performance metrics. Metrics such as ac-
curacy and precision, while informative, can be influenced by systemic 

limitations like class imbalance. Thus, a comprehensive utilization of 
other widely used metrics such as recall/sensitivity, specificity, f1-score, 
AUROC, Positive Prediction Value (PPV), and Negative Predictive Value 
(NPV), ensures a more rounded and accurate assessment of the model’s 
performance in varying clinical contexts. In addition, incorporating 
additional metrics including Matthews Correlation Coefficient (MCC), 
Area Under the Precision-Recall Curve (AUPRC), Cohen’s Kappa, and 
Youden’s Index can significantly enhance the evaluation of model 
effectiveness. 

An important factor affecting the comparability of the results, and 
especially the evaluation of their generalizability, is the type of valida-
tion used. The most widely used cross-validation approaches in the 
analyzed papers were 5-fold, e.g. Refs. [31,41,42,46,49,53,73,77,81,92, 
94,96], and 10-fold, e.g. Refs. [26,32,44,45,52,57,58,63,71,72,82,91, 
102,111,123], while leave-one-subject-out cross-validation (LOOCV) 
was not used despite its relevance for patient-centric data, especially 
when limited data is available. LOOCV is critical in medical datasets 
where individual patient variability is significant since it ensures a 
comprehensive evaluation of the model’s performance across diverse 
patient cases. Several studies, e.g. Refs. [24,33,34,38,40,42,44,45,49, 
51,53,56,57,61,75,80,97,106,108,110,114], used a separate hold-out 
testing dataset for validation where the hold-out set was separated 
from the original data before performing the training and 
cross-validation phase. However, we note that overoptimistic general-
ization capabilities are not often mitigated since an independent dataset 
for testing is not employed. Even more realistic results can be obtained if 
the final model is tested with data from a completely independent 
setting, e.g., by using external retrospective datasets or by performing a 
prospective data collection. An external retrospective dataset was used 
in studies, e.g. Refs. [33,34,38,42,97,110,114], however, none of the 
studies performed testing with a prospective clinical investigation. An 
additional critical aspect, often overlooked, is the treatment of different 
ECG data segments as independent observations, even if they were 
recorded from the same person. This may, in the worst case, result in the 

Table 3 (continued ) 

Author Model’s CVD goal Network Architecture Performance Input Outcomes (Strengths/Limitations) 

characteristics and rich spatial 
information of raw ECG signals. 
Limitations: The model presents a high 
training time since the number of training 
parameters is 34 million. 

Yoo [49] Arrhythmia Diagnosis 
(Classification) 

1-D CNN (xECGNet) based on Attention 
Branch Network (ABN) which is fine- 
tuned with L2-Norm to reflect features of 
all concurrent ground truth (GT) labels 
through multi-loss optimization. The 
fine-tunning adds to the objective 
function the L2-norm between the 
model-produced attention map and a 
reference map created by averaging the 
response maps of all GT labels. 

ACC (multilabel class): 
0.846, F1-score: 0.812 

12-leads ECG 
signal 

Strengths: Addressing two main problems 
in medical AI: multilabel classification 
(concurrent arrhythmias) and 
explainability by using ABN with 
attention maps fine-tunning. 
Limitations: The use of zero-padded inputs 
for training might affect the efficiency to 
detect arrhythmia in real-life 

Yao [50] Arrhythmia Diagnosis 
(Classification) 

BiLSTM-Treg algorithm composed by a 
BiLSTM to select the optimal heartbeat 
segment length, and next, a tree 
regularization model to optimize the 
BiLSTM and improve classification 
performance. 

ACC (avg): 0.993 1-lead ECG 
signal (lead 
II) 

Strengths: the Tree regularization 
outperform traditional L1 and L2 
regularization, and provide an 
explainability component to the network 
by denoting the feature’s relevance. 
Limitations: the interpretability 
information is limited since it is based on 
specific signal points 

Radhakrishnan 
[52] 

Atrial Fibrillation 
Diagnosis 
(Classification) 

2D deep convolutional BiLSTM to detect 
and classify AF episodes using the time- 
frequency images of ECG signals as 
inputs. The network also consists of four 
convolution layers, one BiLSTM layer, 
and three fully-connected layers 

ACC:0.991, SENS: 
0.991, SPEC: 0.991, 
(Overall metrics over 6 
categories) 

2-leads ECG 
signal 

Strengths: two-fold detection of Normal-AF 
and terminating and non-terminating AF. 
Use of 2D CNN to decipher subtle 
temporal and spatial correlation of ECG 
signal in the time-frequency plane. This 
approach is computationally faster than 
multiscale fusion-based deep CNN. 
Limitations: The terminating-non 
terminating AF accuracy can be improved 
since only 20 EC G records have been used  
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situation that data from the same person is present in both in the training 
as well as validation set. There is a significant lack of reporting on this 
aspect that might lead to biased model performance. Only a few studies 
explicitly address a patient-wise grouping for training and testing sets 
[77,92]. 

3.4. Trustworthiness of the AI models  

1) Explainability aspects 

In the majority of the reviewed papers, the algorithms employed by 
the prediction models rely on techniques which suffer from a lack of 
transparency in the sense of understanding their decision-making logic, 
such as CNN, LSTM, or to a lesser extent SVM, Ensemble Trees. In 
response to this challenge, the application of XAI offers mechanisms to 
address this barrier by improving the understandability of the AI models 
that will revolve around the adoption by clinical experts. However, 
despite the importance of XAI for those CVD prediction models, we have 
identified a low number of works tackling XAI (18 out of 101 works) [34, 
39,41,45,49,51,53,58,76,77,93,101–103,106,108,109]. 

In addition, it is important to highlight that the XAI techniques 
employed in the reviewed works are mostly post-hoc methods, i.e., they 
are applied on an already trained model to interpret its prediction. This 
is due to the fact that the majority of ML/DL algorithms used in these 
works are considered non-transparent requiring ancillary techniques to 
explain their decision-making processes. The 18 works implementing 
XAI techniques in the context of CVD account for the use of specific XAI 
techniques depending on the algorithms used. As a result, among the 
post-hoc XAI techniques employed, model-specific techniques such as 
Class Activation Mapping (CAM) [41,49,53,106,109] and Saliency Maps 
[77] for CNN, or Feature Importance for Random Forest [108] were 
utilized. The model-agnostic XAI post-hoc technique such as SHAP was 
implemented in seven of the works for any of the ML algorithms 
mentioned above [39,45,45,58,76,93,103]. 

From the perspective of the models’ input data, the use of the XAI 
techniques can be divided into two categories: (i) the relevance of the 
ECG-calculated features used in the AI model that contribute to the 
prediction, (ii) and the relevance of those ECG signals segments or leads 
that influence the AI model’s decision. Regarding the relevance of the 
features, these explanations, expressed quantitatively, are derived either 
from those model-specific XAI methods that are implicit in ensemble 
trees [108], or also from applying the SHAP method to CNN [58,76,93]. 
When using this feature relevance information, the authors focused on 
providing general explanations aimed at describing how the features 
contribute to the decisions of the whole model. However, only Ibrahim 
et al. [58] show local explanations by offering information about the 
relevance of the features for individual predictions. On the other hand, 
those explanations concerning ECG signals or leads which use SHAP [39, 
103] or Class activation mapping [49,53,106,109] are offered exclu-
sively for local predictions. Thus, the type of input data explanation 
seems to condition the generalizability of the explanations, since when 
raw ECG signals are used at prediction models’ entrance, XAI can only 
provide individual explanations over a single subject’s ECG recording. 
Table 4 shows a detailed view of the explainability information provided 
about the models’ logic in the works that consider XAI. 

There are some limitations associated with the different XAI tech-
niques. For instance, for those based on heatmaps that localize the re-
gions of the ECG signal used by the model in its classification output, 
apart from localization accuracy, the presentation of the heatmap might 
not be well understood by clinicians and fail to help with making an 
evidence-based diagnosis. In addition, even though individual expla-
nations help to understand the relations made by the prediction models 
between specific input instances and their corresponding outputs, these 
explanations are only valid for a single input instance and sometimes 
lack stability [132]. 

As said, the number of works tackling XAI to address the black-box 

paradigm brought by DL models remains quite low with roughly 18% 
of the reviewed research works. This highlights the need for further 
research into XAI in the context of CVD, as it could potentially increase 
the clinical relevance and acceptance of AI models in this field. Addi-
tionally, we have also identified a significant absence of proper valida-
tion of the XAI techniques used, which assesses aspects such as 
acceptability, usefulness, correctness, etc., while only Wang et al. [51] 
and Yoo et al. [49] include cardiologists’ feedback in their models. This 
shortcoming could present a significant limitation to the eventual clin-
ical adoption of the AI models aimed at CVD. The evaluation of the 
explainable results becomes essential to guarantee the eventual use of 
the AI models by clinicians since it revolves around the trustworthiness 
experienced by the professionals, to advance adopting and applying the 
results in their clinical practice. Moreover, in the general XAI domain, 
most researchers claim their explanations to be sufficient to understand 
the analyzed black-box model without considering validating their 
methods by human experts in the field [133]. Thus, researchers must be 
aware of the importance of addressing this issue, and propose different 
explainability evaluation approaches, preferably considering the clinical 
expert in the loop or applying generic metrics available in the XAI 
research literature [134].  

2) Bias and Ethical aspects 

In the reviewed papers, the term bias, which carries a negative 
connotation, is mentioned in a general sense, as technical bias, as social 
bias, as prejudices, and in the context of discrimination. Most often, 
references to bias occur because of technical reasons, i.e., objective 
differences between true values and estimates. Bias concerning technical 
circumstances extends to model fit in general (with underfitting and 
overfitting), to classification, sampling, selection, and to data chal-
lenges, such as incomplete or missing data and imbalances between 
majority and minority class instances. Twenty eight (28) papers refer to 
bias as part of their development work or model descriptions [23,31,33, 
37,40,43,57,60–62,64,69,70,72–74,76,82,86,92,99,100,107,109,113, 
117,118,122]. In contrast, social bias is mentioned less frequently (n =
12 papers) [4,7,23,39,60,62,65,105,117,119,121,124]. Social bias re-
fers to the representation of subjective cognitive bias from humans when 
using AI applications. Psychological distortions of perception and 
judgment are not relevant for the selected publications themselves 
because the authors mainly use data from databases and do not collect 
extensive new data. Three papers specifically mention bias due to in-
dividual human input [62,105,119], such as by annotations. References 
to social prejudices [124] and discrimination [7] occur rarely. Two 
papers [23,60] actively consider multiethnic populations as their target 
groups. Bias in the sense of social prejudices has only rarely been 
recognized as a limiting factor for the practical use of AI tools in the 
health care system. According to the investigations in this study, bias is 
more frequently considered as a technical term, with relationship to 
models and calculations. The social aspects of bias are more infrequently 
addressed. 

Ethical, legal, and social implications (ELSI) include a wide range of 
topics, for example ethical values, specific legal norms, human inter-
action, user orientation in design, and societal development. These as-
pects are relevant for the acceptance and acceptability of technology in 
society and deserve greater attention than what they have received thus 
far. ELSI are specifically addressed only in a small minority of the 
reviewed papers. Five papers mention some ELSI [7,18,105,119,124], 
and only one paper refers to them within a dedicated section. One 
conclusion from this dedicated ethical section on ELSI states that the 
misuse of patient data should be avoided. Misuse may, e.g., occur when 
patient data are extracted from hospital procedures with the intention of 
monetization by private companies. The expanding power of algorithms 
poses a threat to measures of de-identification [124]. Only one study 
specifically mentions the participation of physicians during the algo-
rithmic processes for personalization purposes [105]. The papers do not 
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Table 4 
LIST OF REVIEWED WORKS WHERE XAI APPLICATION IS REPORTED. THE TABLE CONTAINS THE ML ALGORITHM AND XAI TECHNIQUE UTILIZED IN THE MODEL, THE TYPE OF XAI TECHNIQUE (MODEL INTRINSIC/ 
MODEL AGNOSTIC) THE PURPOSE OF THE XAI EXPLANATION (LOCAL AND/OR GLOBAL), AND THE INFORMATION PROVIDED BY THE XAI TECHNIQUES. CNN: CONVOLUTIONAL NEURAL NETWORKS, RF: 
RANDOM FOREST, SVM: SUPPORT VECTOR MACHINES, XGBOOST: EXTREME GRADIENT BOOSTING.  

Authors ML 
algorithm 

XAI Technique Model 
intrinsic/ 
Agnostic 

Global/Local 
explainability 

Explainability information provided 

Chang et al. 
[106] 

CNN Class activation mapping 
(CAM) and attention 
mechanism 

Intrinsic Local The ECG segment is highlighted for each ECG-age prediction, indicating 
the importance of each lead (unimportant/important), the contribution 
of each position, and whether the ECG segments mean younger or older 
rhythm. 

Liu et al. [109] CNN Gradient CAM (Grad-CAM) Intrinsic Local Grad-CAM allows finding which parts of the multi-lead ECG dominate the 
output score by showing the log odds for the different leads as well as the 
precise localization of abnormalities in the ECG. 

Fayyazifar et al. 
[41] 

CNN Grad-CAM Intrinsic Local The application of Grad-CAM highlights the principal ECG regions of the 
12 leads that the model uses to extract the discriminative information to 
diagnose wide QRS complex tachycardia in an individual prediction. 

Diamant et al. 
[77] 

CNN Saliency maps Intrinsic Global Saliency maps demarcate the areas of the ECG waveform of greatest 
influence on heart rate recovery predictions. The displayed saliency maps 
represent the average of 200 individuals and are grouped based on resting 
heart rate. 

Agrawal et al. 
[103] 

CNN SHAP Agnostic Local and Global XAI information is provided at two levels: i) patient-wise (local 
explanations) by highlighting the ECG regions that positively contribute 
to the classification of a post-COVID; ii) lead-wise (global explanations), 
where the importance of each lead for each class (patient healthy/post- 
COVID) is given. 

Zhang et al. [39] CNN SHAP Agnostic Local and Global Explainability information is provided two-fold: i) at the patient-level by 
showing the specific ECG region associated with the classification of one 
out of ten types of arrhythmias. Furthermore, the use of SHAP allows 
providing explanations of misclassification cases. Ii) at the population- 
level, by employing the additive character of SHAP to show the 
contribution rate of ECG leads towards each diagnostic class. 

Gorodeski et al. 
[108] 

RF Feature importance Intrinsic Global The importance of the different ECG features along with patient 
demographics and clinical data is calculated based on their minimal 
depth across the Random Forest’s trees. Setting a threshold for the 
minimal depth allows obtaining the most 20 important out of 499 
variables. 

Angelaki et al. 
[93] 

RF SHAP Agnostic Global SHAP provides the features’ importance in both binary and multiclass 
classification scenarios. Furthermore, feature interaction plots are 
presented to illustrate the interaction effect between specific pairs of 
features, such as age-sex, QTc duration-hypertension, and BMI/SL - S V5, 
in both binary and multiclass classification tasks. 

Villa et al. [76] SVM SHAP Agnostic Global For each feature, the SHAP values quantify its contribution to the 
prediction of a fragmented/non-fragmented signal. The XAI results 
indicate some issues in the datasets concerning overlapping between the 
ECG signal classes. 

Wang et al. [34] SVM Surrogate model (decision 
tree) 

Agnostic Global The Decision Tree Classification algorithm is used as a surrogate model to 
evaluate the importance of the ECG features in the diagnosis of atrial 
fibrillation. 

Ibrahim et al. 
[58] 

XGBoost SHAP Agnostic Local and Global Global explainability results show the features with the greatest influence 
and how their values affect the Acute Myocardial Infarction (AMI) 
diagnosis. A local explanation example is also shown regarding both cases 
with low and high probabilities of AMI. 

Yang et al. [45] XGBoost SHAP Agnostic Global The top ten most important features that contribute to the prediction of 
atrial fibrillation (AF)are quantitatively expressed as the global average 
of the SHAP values across all samples. 

Yoo et al. [49] CNN Class activation mapping Intrinsic Local The ECG segment is highlighted according to the attention maps’ 
information given by the network by showing where the model attends to 
upon multilabel ECG classification. The explainability output is evaluated 
by a group of cardiologists. 

Yao et al. [50] CNN Decision Tree Agnostic Global The tree regularization model is leveraged to build a simulated decision 
tree that offers decision information about the ECG signal’ points which 
are considered as model’s feature. 

Wang et al. [51] CNN Human-in-the-Loop Agnostic Global Human-machine collaborative knowledge representation where 
cardiologists adjust the human-interpretable part of the human-machine 
collaborative knowledge representation by observing the waveforms 
shape-changing characteristics of the ECG signal. The cardiologists can 
adjust the basis generated by the encoder providing an interpretable 
output decision. 

Wang et al. [53] CNN Class activation mapping Intrinsic Local The attention mechanism highlights the segment of the ECG that 
correspond to an anormal pattern associated to the arrhythmia. 

Alizadehsani 
et al. [102] 

SVM Feature importance Intrinsic Global The features selected by the best performing model to classify Coronary 
Artery Disease (CAD) are shown which are designated by the Weight-by- 
SVM method.  
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systematically acknowledge the relevance of ethical norms in society 
and the legal frameworks for new technologies, such as medical devices. 
While separate literature sources on ELSI for AI in health care exist, an 
integration of reflection on ELSI into more technically and clinically 
inclined studies, such as those under review here, may be worthwhile in 
order to arrive at acceptable applications through a responsible devel-
opment process. 

4. Discussion 

CVD detection through the use of ML and DL brings promising results 
and is an active research area. ECG has become a crucial input in pre-
diction models for CVD diseases that tackle a data-driven approach. The 
findings of this literature review demonstrate that ML and DL models 
show great potential in aiding the diagnosis and prognosis of CVD by 
utilizing the ECG as the primary input for the prediction and under-
scoring a significant advancement in the application of AI technologies 
in healthcare. The utilization of ECGs as a reliable and informative 
physiological variable may be a key factor contributing to the diagnosis 
effectiveness [121]. In particular, the algorithms used to diagnose 
arrhythmia and conduction disorders demonstrate encouraging out-
comes compared to other non-ML diagnostic methods. Al Hinai et al. [3] 
show that DL models appeared to outperform other common ML models 
such as support vector machines, random forests, and logistic regression. 
Thus, initiatives to implement ML into ECG analysis systems should 
consider DL as a favorable approach due to their capabilities in perse-
vering temporal variation of the signal which can occur both within the 
beats and over the beats. The implementation of DL algorithms for ECG 
analysis has the potential to enable clinicians and health care personnel 
to detect, based on short and long-term learning, previously unrecog-
nized cardiac conditions that may have gone undetected or been diag-
nosed much later via specialist evaluations or echocardiography. Timely 
identification of CVD can result in earlier initiation of treatment and 
improved outcomes, while delayed or missed diagnosis can lead to 
poorer health outcomes. 

In recent years there have been other literature review works 
intending to compile the latest trends in applying ML and DL techniques 
for the prediction of CVD. Ebrahimi et al. [135] and Musa et al. [136] 
offer an extensive systematic literature review of DL for ECG arrhythmia 
classification focusing exclusively on the DL architectures and the 
characteristics of the datasets used by the reviewed works to diagnose 
different manifestations of arrhythmias. Siontis et al. [119] also focus 
solely on DL architectures but extend the inputs to NLP solutions and 
also consider wearable and mobile ECG technologies. However, the in-
clusion of shallow ML algorithms is not addressed in these works despite 
their adequacy in certain situations as described in section C.2, espe-
cially when the amount of data cases is limited, which in practical 
healthcare settings often is the case. Other aspects distinctively consid-
ered in this manuscript as critical areas, such as explainable AI and ELSI, 
are notably unexplored by these literature reviews. In their review, 
Somani et al. [131] point out the lack of providing in the reviews an 
intuitive understanding for clinicians as well as a clinical perspective. 
Ayano et al. [133] provide the only literature review that specifically 
surveys the application of XAI in the models for classifying CVD using 
ECG. Similar to our work, they identify the challenges and limitations of 
the XAI techniques such as the need to validate the performance of ex-
planations. However, despite carrying out a comprehensive review of 
the works that use XAI techniques, they only assess a limited period of 5 
years and do not offer a detailed analysis of the DL methods employed by 
the work identified. Therefore, our contribution to the current literature 
is based on offering, to the best of our knowledge, the first systematic 
review that undertakes a holistic analysis across multiple dimensions of 
ECG-based data-driven models to predict CVD, encompassing publica-
tions from the last 15 years. We explore several areas of analysis that 
align with other literature reviews, such as the type of CVD diseases 
predicted, the nature and size of the input data, or the types of ECG 

features used in the algorithms. Nevertheless, the core of this paper 
presents a thorough and distinctive analysis where the ML/DL archi-
tectures are meticulously examined together with those works that have 
addressed key factors for the clinical adoption of these prediction 
models, such as explainability, bias, as well as ethical, legal, and societal 
issues. This holistic approach provides a vital reference for researchers, 
facilitating a comprehensive and nuanced understanding of the current 
landscape in this rapidly evolving field. 

This review also highlights a key finding, which is that the most 
accurate results in ECG analysis have been consistently attained through 
the use of DL models that innovatively combine CNN with other neural 
networks. These models can effectively learn different types of functions 
in a single network, thereby leveraging the strengths of each component. 
One key advantage of end-to-end DL models is, provided enough good 
quality training data is available, their ability to automatically learn 
discriminative features from complex and heterogeneous inputs, such as 
ECG signals or radiographic images, without requiring prior definition, 
extraction, and processing of relevant features (i.e., feature engineer-
ing). Shallow ML models necessitate pre-processing and feature engi-
neering, which can be a multi-step process that risks overlooking 
potentially informative features, but they don’t need so much data for 
training and have a more understandable logic in their decisions. 
Nevertheless, in these latter cases, CNN can be used for feature engi-
neering highlighting the versatility and significance of this type of DL 
network in CVD detection. 

Despite the advantages that ML/DL bring to the field of ECG-based 
prediction models for CVDs, AI developers together with clinicians 
must carry out a careful design of the model where aspects such as 
computing capabilities, noise and spurious features, and algorithm ac-
curacy must be addressed together to guarantee a minimal technological 
acceptance of the models in their ultimate usage. Additionally, both 
actors must confront a set of other non-technical aspects to achieve a 
satisfactory adoption of the ML/DL solutions in the clinical routine such 
as assessing the added value of the complex AI models over existing 
simpler models, evaluating the suitability of AI models in the existing 
clinical workflow, or considering the use of reporting guidelines 
(TRIPOD) to document the prediction model [8]. 

Additionally, we have identified several challenges in the develop-
ment of AI systems aimed at CVD predictions, which could be classified 
into dataset issues, and ML/DL model development issues [102]. Con-
cerning the issues with the datasets employed to build the models, the 
literature reports different shortcomings concerning data collection. For 
instance, the lack of information for many geographical regions impacts 
on the generalization capability of the models to tackle regional and 
racial differences, which can lead to unfair and biased predictions or 
even discrimination due to specific traits of the subjects. Other kinds of 
issues in data collection might arise due to, for instance, the use of de-
vices from various manufacturers with different preprocessing methods 
and data handling approaches, or the restriction to a specific subset of a 
general CVD population (in-hospital, home care, etc.), which lead to the 
risk of overfitting and poor generalization. While models are frequently 
developed using top-tier databases with carefully acquired ECGs and 
thoroughly characterized patients, their performance may falter when 
applied to ECGs from everyday clinical settings in the real world. To 
circumvent these issues, the quality of the dataset must be prioritized 
because even the most refined model adjustments cannot compensate 
for a dataset of insufficient quality. Therefore, external validation in 
geographically diverse multicenter populations with multi-vendor ECG 
systems would be crucial not only for improving the generalizability 
performance of the model but also for enhancing the model uptake. 
Thus, the representativeness of the population targeted by the prediction 
model must include those individuals with an ‘atypical presentation’ in 
order to avoid bias in the predictive performance measures. 

Continuing with dataset issues, in a significant number of research 
(30%) the sample sizes are quite low with less than 100 subjects, which 
limits the models’ performances and questions their reliability and 
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generalizability capabilities. These datasets were usually private and 
collected with the purpose of proving the research questions of one 
specific study. However, their small size might not cover a needed 
heterogeneity among the study participants to facilitate the deployment 
and adoption of the model up of the model in a wider population. When 
working with small datasets, DL methods tend to overfit their perfor-
mance to the training data and struggle to generalize to unseen test data. 
Thus, in such scenarios, simpler, shallow techniques often yield superior 
results due to their ability to handle smaller datasets more effectively. 
Additionally, Typically, DL is computationally demanding with a sig-
nificant memory requirement [137] implying issues and constraints on 
their deployment on low-power embedded devices. 

Many open datasets offer a substantial number of subjects which 
allows the development of several prediction models (also more com-
plex ones) to tackle different clinical endpoints of the CVD. While large 
datasets offer the advantage of increased statistical power, they also 
introduce the potential for greater heterogeneity within the sample. This 
is an important consideration for the internal validity of individual 
studies. Studies in the field of CVD prediction models often employ 
diverse sampling methods, inclusion criteria, and data collection tech-
niques. As a result, the datasets used in different studies can vary 
significantly in both the number of samples and the features collected. 
This inter-study heterogeneity makes it particularly challenging to 
directly compare or benchmark the performance of different algorithms 
across multiple studies. Such variations introduce biases or in-
consistencies that are not easily accounted for, complicating meta- 
analyses or comparative evaluations. Therefore, while large sample 
sizes within a study can indeed lead to a more diverse and potentially 
more representative sample, the heterogeneity across different studies 
poses a significant obstacle to the objective comparison of CVD predic-
tion models. 

All in all, to accelerate research efforts and enhance the precision and 
dependability of predictions, it seems imperative to prioritize the 
enlargement of publicly accessible annotated ECG datasets that meet 
requirements concerning dealing appropriately with data collection 
bias. This will provide researchers with the necessary source data to 
carry out comprehensive investigations. Additionally, the process of 
labeling the target outcome in those datasets needs to be ensured in 
terms of reliability, replicability, and independence. Nevertheless, the 
process of annotating data is essential but costly, which may contribute 
to the slow pace of collecting high-quality data. 

Most of the reviewed works focus only on ECG signal characteristics 
and still exclude other important characteristics of patient data that 
might carry useful information for CVD prediction (e.g., age, gender, 
patient history, laboratory tests, imaging results, -omics etc.). This re-
view has also identified a considerable amount of research that con-
siders ECG as the sole information source. However, other works 
attempt to enhance the performance of their models by incorporating 
additional data sources such as clinical and demographic data, other 
biosignals, or medical images. Apart from the potential improvement in 
model performance, the latter approach presents challenges in inte-
grating different data sources, necessitating the consideration of alter-
native DL approaches (e.g., perceiver networks [138] or ensembles 
combining DL and handcrafted features [139]). 

Another shortcoming identified in the review concerning model 
development issues is the validity of the results when employing cross- 
validation in prediction models that use ECG segments as ‘independent 
inputs’, ignoring that they may come from the same subject. It is crucial 
to ensure that random splitting of the data avoids including segments 
from the same subject in both training and testing sets. The latter would 
introduce a bias that badly affects the performance of the model with 
unseen data. 

To promote the performance comparison of the different models 
developed, the implementation of a benchmark environment would help 
to track their progress [121]. For instance, the works reviewed have not 
followed a common approach to the use of certain performance metrics, 

especially concerning classification problems. Therefore, the necessity 
of agreeing with a set of metrics to express the models’ results appears as 
an important point to achieve a comprehensive analysis. We advocate 
for using other metrics than accuracy alone, such as, sensitivity, speci-
ficity, recall, F1-score, AUROC, MCC or Kappa’s score - particularly 
when the dataset presents a significant imbalance in its target outcomes. 
In addition, to avoid falling into an optimism bias trap of predictive 
performance of the model, it is essential to test it through rigorous in-
ternal and external validation procedures. Furthermore, since there is no 
unified framework for benchmarking the performance of models across 
different institutions, creating an open platform that facilitates the 
sharing of ideas, datasets, and pre-trained model weights is challenging. 
However, it can pave the way for collaboration, breaking down the 
apparent barriers to institutional development. 

Despite the development of a DL model, the informative features that 
contribute to its performance may remain opaque or “hidden”, which 
can make it challenging for clinicians to interpret or apply them in a 
non-computer-assisted setting. This lack of transparency could signifi-
cantly impact the eventual adoption of the AI models by clinical experts 
who require explanations of the results. Additionally, regulatory orga-
nizations have become aware of this transparency issue and have 
included explainability as a requirement in regulations such as the EU AI 
Act [140] for AI models development. This measure aims to protect 
users against high-risk AI systems that might potentially pose significant 
harm to people’s health, safety, and fundamental rights, (e.g., those used 
in healthcare). The advent of XAI seems appropriate to overcome these 
interpretability barriers, making the models and their outputs more 
accessible to the users and helping them to identify which features 
contribute most to making predictions and exploring causal relations 
between features and clinical outcomes. Despite the importance of 
considering the understandability and trustworthiness of ML models to 
increase their adoption in the clinical routine, to the best of our 
knowledge, only a few research works have considered these aspects in 
models aimed at supporting CVD diagnosis or prognosis. Additionally, 
even when XAI is considered, another challenge arises like the absence 
of standardized measures to evaluate the performance of the interpret-
ability method, which hinders the clinicians from selecting the best XAI 
technique for a particular problem as well as the researchers from 
comparing and improving the limitations of the techniques. The current 
metrics can be broadly classified into qualitative and quantitative. 
Qualitative metrics involve human-in-the-loop assessments, where the 
experts (i.e., clinicians) evaluate the correctness of the explanation by 
comparing it with clinical findings or assessing the suitability of the 
explanations to the clinical case. However, the quantitative metrics do 
not tend to involve the expertise of clinicians, and most researchers 
claim their proposed techniques sufficiently explain the prediction by 
giving quantitative metrics that are not reflected upon by human experts 
in the field or compared to a ground truth [141]. Moreover, to leverage 
the advantages that XAI offers and improve its adoption, there should be 
a user-driven design of the explainable information given by the XAI 
techniques to address the specific clinicians’ needs concerning the un-
derstanding of the AI model’s outputs and its application to the 
decision-making process for CVD diagnosis or prognosis. 

Another challenge identified in this review highlights the importance 
of addressing issues related to transparency, bias, and other kind of as-
pects related to trustworthy AI or ELSI in the ML/DL models aimed at 
CVD. The prevailing focus on the classification and regression perfor-
mance of the models, coupled with the neglect of these critical aspects 
pose significant barriers to their adoption in clinical practice and raises 
concern regarding regulation issues in their eventual deployment in the 
healthcare systems. Thus, identifying any kind of source of bias (algo-
rithmic, unrepresentative data, sampling, prejudice, or discriminatory) 
and ensuring that patient data are handled ethically and securely in 
model development and deployment are essential to ensure that these 
models are both accurate and equitable in their predictions. In addition, 
since the model development often accounts for data exchange between 
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research teams, there should be concerns for the protection of sensitive 
patient data subject to cyber-attacks or other threats. In practice, we 
suggest that ML/DL models aimed at predicting CVD should be aligned 
with the various Trustworthy AI requirements defined by the EU in their 
ethical guidelines [10] which accounts for aspects such as i) “Human 
agency and oversight” by adopting a human-in- the-loop multidisci-
plinary approach involving CVD domain experts and AI developers 
throughout the entire project life, and by evaluating and refining the 
human-AI interaction and oversight as a part of the co-development and 
integration process that foster the adoption of the models in the clinical 
routine; ii) “Technical robustness and safety” by implementing safety 
mechanisms (error-correcting codes, redundancy, data validation and 
filtering, fallback plans) that prevent and protect tools and model 
developed from adversarial attacks, recovering the well-functioning 
status in case of vulnerability, and continuous monitoring through 
robustness tests to identify and mitigate any weaknesses in the models; 
iii) “Privacy and data governance” where privacy regulations like EU 
General Data Protection Regulation (GDPR) [142] and data strategies 
principles such as Findability, Accessibility, Interoperability, and Reuse 
(FAIR) [143] are implemented; iv) “Transparency” by applying 
explainable AI techniques combined with transparency-by-design ap-
proaches in the development of the models as well as fostering the 
traceability of the decision within the models’ inner logic, and 
communicating to the models’ users (clinicians, patients) about 
AI-assisted decisions; v) “Diversity, non-discrimination, and fairness” by 
inspecting the data collection and curation paying special attention to 
any sources of bias and discrimination that could alter the functioning of 
the model, and by assessing its predictions to ensure the avoidance of 
any kind of bias, unfairness, and inaccuracies; vi) “Accountability” by 
enabling affected users to audit the logic behind the model decisions and 
implement redress strategies to mitigate potential harmful decisions 
made by the models. 

Finally, the regulatory frameworks for integrating data-driven ECG 
diagnoses into direct clinical care are beginning to take shape. The 
hurdles for approval by regulatory authorities could differ from those for 
devices or drugs. They may be influenced by a clinician’s capacity to 
review and interpret the AI-generated ECG results. 

As limitations of this review, it should be noted that only papers 
published in 2007 or later were included, potentially resulting in the 
exclusion of some important earlier works. However, as we emphasized 
in the eligibility criteria definition, by focusing on the last 15 years, we 
are confident that the biggest and latest advances in ML and DL in the 
field of ECG-based CVD detection have been captured in this review. 
While efforts were made to provide clear guidelines for data collection 
based on the papers, there may be minor discrepancies in the interpre-
tation of the information presented by the reviewers, which could 
potentially impact the review’s findings. These limitations should be 
taken into account when considering the implications and generaliz-
ability of the review’s results. 

5. Conclusions 

CVD currently possess a significant impact on worldwide healthcare 
systems. Timely diagnosis and prognosis of CVD could prevent adverse 
outcomes suffered by patients such as mortality, morbidity, and 
decrease of quality of life. ECG-related information analysis offers 
crucial information necessary for the identification and treatment of 
various CVD, but it requires skilled cardiologists to interpret and analyze 
the recorded data acquired. This systematic literature review highlights 
the significant potential of machine learning (ML) models in aiding the 
diagnosis and prognosis of CVD by utilizing ECG data as the main input. 
The reviewed works demonstrate promising results, particularly when 
using DL approaches such as CNN and LSTM networks. However, several 
important aspects require attention for the successful adoption and 
deployment of ML models in clinical practice. These include: lack of 
addressing explainability in the model’s decision output, potential bias 

in data collection due to the location of subjects population, or type/ 
brand of ECG monitoring equipment employed, limited validation with 
external datasets to ensure generalizability of the models, or a non- 
comprehensive use of performance evaluation metrics. This literature 
review introduces a novel focus on critical areas such as transparency, 
bias mitigation, as well as ethical, legal, and social considerations. The 
application of XAI techniques and meeting Trustworthy AI requirements 
can address these barriers by providing insights into the model’s 
reasoning and by making it more accessible, robust, fair and under-
standable for clinical experts. Future research should focus on 
approaching XAI and TrustworthyAI requirements by validating the XAI 
results including the CVD experts, and addressing bias issues to ensure 
the ethical and responsible deployment of ML models in the healthcare 
domain. This review considered works published from 2007 onwards. 
By focusing on the last 15 years we pursued collecting the biggest and 
latest advances in ML and DL in the field of ECG-based CVD detection 
that also correspond with the biggest breakthrough of the AI algorithms 
in the health field. 

Summary 

Globally, cardiovascular diseases (CVD) stand as a principal cause of 
mortality, contributing substantially to morbidity and diminished life 
quality. The electrocardiogram (ECG) is integral to diagnosing, prog-
nosticating, and preventing CVD, yet challenges persist, notably the 
escalating need for skilled cardiologists for precise ECG interpretation. 
This demand results in increased workloads and potential diagnostic 
errors. In response, machine learning (ML) and deep learning (DL) 
techniques have been developed to enhance computer-aided solutions 
and aid clinicians in deciphering the intricate mechanisms of CVD via 
ECG analysis. Nonetheless, these ML and DL models for ECG-based CVD 
detection often contend with issues of explainability, bias, as well as 
ethical, societal, and legal implications (ELSI). Despite the critical 
importance of these Trustworthy Artificial Intelligence (AI) aspects, 
there is a notable absence of exhaustive literature reviews focusing on 
the latest developments in ML and DL models for ECG-based CVD 
diagnosis and prognosis, particularly those addressing the essentials of 
Trustworthy AI. This review aims to bridge this knowledge gap by 
providing a systematic review to undertake a holistic analysis across 
multiple dimensions of these data-driven models. Following a set of 
defined review questions and adhering to the PRISMA methodology, a 
total of 101 research studies were analyzed across different perspectives 
such as the type of CVD diseases predicted, the nature of data, and 
dataset sizes used as inputs Moreover, this review provides a thorough 
analysis of the DL models, detailing their architectures, performance 
metrics, and identifying their main strengths and limitations. Explain-
ability and ethical aspects are essential in healthcare applications, and 
are thus part of the core of this review; we include a dedicated section to 
describe the sparse works that have addressed these issues. For each 
analyzed area, various challenges are identified, and we discuss, from 
different perspectives, how they impact the use of the models in diag-
nosing and prognosticating CVD. Finally, a thorough discussion is pro-
vided highlighting a range of challenges and limitations within this 
domain, and we subsequently provide specific suggestions to tackle 
these concerns. Within the discussion, considering that the adoption of 
these models by healthcare professionals hinges on fulfilling Trust-
worthy AI requirements, we suggest various approaches to address 
principles such as explainability, bias, robustness, fairness, as well as 
human agency and oversight. This systematic review delivers a 
comprehensive examination of ML/DL models using ECG for predicting 
CVD, providing fellow researchers with essential insights to thoroughly 
grasp the field’s present status. Furthermore, it includes a tabulated 
summary of the most notable studies employing DL in this realm, along 
with those integrating explainable AI (XAI) to be used as a quick 
reference. 
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