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ABSTRACT

The fourth industrial revolution (Industry 4.0) gathered substantial attention form
academic communities during the past years. As a multi-disciplinary concept,
Industry 4.0 aims at formalizing the integration of digital technologies like Internet
of Things (IoT), Artificial Intelligence (Al), and Big Data with factory automation
and robotics. This integration aims at improving the overall performance of the
manufacturing systems. Even though the Industry 4.0 has arrived as a new concept,
it includes topics and concepts that have been introduced previously like the Lean
Management, among others. This doctoral research includes a systematic review to
position technical trends and concepts that contribute to the foundation of Lean 4.0
concept. Besides other outcomes, this review shows that Digital Twins (DT) acts as
a facilitator of the concept of Digital Factories (DF). In general terms, a DT consists
of a physical system, a digital replica of the physical system, and a continuous
exchange of information between these two systems as initially introduced by
Micheal Grieves. Therefore, implementing DTs in factory automation will
contribute to digitising the factories, which in return, contributes to implementing a
Lean 4.0 concept.

Digital Twins technology can be applied in various domains including
manufacturing, healthcare, and urban development. In manufacturing, the concept
of a process digital twin requires structured coordination of various systems that
operate concurrently and interact within the domain of digital factories. These
systems may include shop floor systems, Manufacturing Execution Systems (MES),
and Enterprise Resource Planning (ERP). For a DT to interact with these systems,
and as demonstrated in this doctoral research, it is important to adopt a generic and

flexible approach as these systems may change its interfaces or core algorithms.

Fundamentally, an essential element within the digital twins’ system is the
information model. Traditionally, these systems relied on databases due to its

technical performance. However, to meet their growing demands, a more robust, yet



flexible technology is required. In this regard, knowledge-based systems may
function as a catalyst for constructing process digital twins. Furthermore, ontologies
can be employed as a backbone for these knowledge systems, as it has been

demonstrated as a suitable technology during this doctoral research.

In terms of building DTs for manufacturing process, this research considers DT
architecture as a comprehensive set of directives for constructing the system,
identifying the components and subcomponents that constitutes the DT, and
detailing the blueprint of the components’ interactions. In other words, the core
objective of this research includes providing guidelines for building process digital
twins that features qualitative attributes like modularity, scalability, reusability,
interoperability, and composability. These attributes prove to be essential for
satisfying the target of providing generic and flexible solution for digitising factories.
In addition, and as a result of this research, the presented architecture includes
implementation that constructs digital twins using a multi-view, multi-layer, and

multi-perspective which asserted the importance of the aforementioned attributes.

Besides the benefits of simulation and monitoring manufacturing processes, an
essential additional advantage of the manufacturing processes DT is its capability to
serve as a synthetic data generator. As demonstrated in this doctoral research, this
practise enables developers of Al systems to collect big amount of data without the
disturbing the real process. In fact, this data holds great significance in today's
industrial landscape where novel Al techniques can enhance the functionality of

physical systems.

This thesis is a compendium dissertation, which includes five peer-reviewed articles.
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17 INTRODUCTION

1.1 Motivation and justification

Factories are highly connected entities from the shop floor level up to the Enterprise
Resource Planning (ERP) level nowadays. This high connectivity contributes to
advances in distributed production systems on both the information and physical
aspects [1]. This distribution introduces challenges to production planning activities,
such as scheduling production work, material procurement, logistics planning,
production resource allocation, and maintenance. To support in easing these
challenges, engineers and production planners use digital twins. A Digital Twin (DT)
is a digital replica of an existing physical system, where these two twins (physical and
digital) can exchange information continuously [2,3]. DTs can be used for
simulation, data generation, testing and validation, reverse engineering, among other
applications. In fact, the concept of using simulations can be traced back to the
Middle Ages, where replicas of the woman's womb were used to train midwives [4].
Currently, and with advances in Computer Science (CS) and Information and
Communication Technologies (ICT), the twinning of a physical system with a digital

counterpart is possible [5].

Besides gaining significant attention from researchers in the academic communities,
the concept of digital twins has gained attention in the commercial sector as well. In
this regard, Attaran and Celik highlighted the growing market size for digital twins,
estimated to reach 47 billion dollars by the year 2030 [6]. This momentum of DT
technology is driven by advances in technologies such as Artificial Intelligence (AI),
Mixed Reality (MR), and Internet of Things (IoT) [7,8]. In addition, standardization
organizations have been developing different standards concerning digital twins,
such as ISO 23247 Automation systems and integration—Digital twin framework
for manufacturing [9], ISO/TR 24464:2000 Automation systems and integration—
Industrial data—Visualization elements of digital twins [10], the ISO/IEC AWI
30172 Digital Twin-Use cases [11], and ISO/IEC AWI 30173 Digital twin—
Concepts and terminology [12]. This interest in developing digital twins and
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employing them in industry has motivated this research to find a solution to guide
the development of digital twins in actual industrial applications.

1.2 Problem statement and research questions

Developing digital twins has been frequently addressed by ad hoc approaches, where
the digital twin can be developed for a specific use case with a specific purpose. This
problem lies in the accessibility of the models of the physical systems. As an example,
a single inverted pendulum system can be represented mathematically, as the model
has been developed and published since 1960 [13]. In a simple form, an inverted
pendulum problem has one variable to be monitored (the angle of the pendulum
with respect to the horizon) and one variable to be actuated (the linear acceleration
of the revolute joint). Thus, building a digital twin of an inverted pendulum is a
straightforward task. However, in industrial applications, and specifically in
production processes, a production system may include thousands of sensors
scattered throughout the various process stages to collect data on every single
parameter. This large amount of data points results in a big data problem [14].
Similarly, such a large production system may include tens or hundreds of actuation
points to control the process. This also presents a multi-output problem. To solve
such problems, data-driven modelling is employed, considering Al as a backbone for
its modelling [15,16]. Thus, a trained AI model will mostly fit only a similar problem.
This contributes to less flexible and scalable solutions [17]. Therefore, a research
opportunity can be presented to build a systematic guideline for generally

architecting digital twins of industrial applications.

In the context of industrial applications, building digital twins requires an
understanding of how the physical system behaves and how the digital twin will be
used. Furthermore, the requirement is specifically extended to understanding the
manufacturing process and the involved resources. In fact, although the literature is
rich with publications targeting digital twins and their use, there is a noticeable lack
of research targeting the architecture and reference models of these digital twins. In
addition, digital twins' implementation may require dynamic changes to address any
changes that occur in the physical system. Thus, the architecture of the digital twin
requires a flexible implementation to reduce the development and deployment times
of the digital twins.
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In this regard, this research aims to answer the following research questions:

RQI.

RQ2.

RQ3.

RQ4.

Why digital twins have become a cornerstone for Industry 4.0 and Lean
manufacturing?

What are the features needed for building a digital twin for industrial
processes?

What are the technologies that permit building a suitable knowledge-
based system for developing Digital Twins' architecture?

How to build a modular, scalable, reusable, interoperable, and

composable Digital Twin?

1.3 Methodology

The research methodology in this doctoral research adopted an inductive research

method. In other words, it breaks down the main problem into smaller and more

manageable components. This approach aligns with the primary goal of finding

solutions for architecting digital twins for industrial applications, regardless of the

nature of the use case. To achieve that, the following points list the various stages

that have been implemented in reaching the target objective:

Collecting and Analysing Information: This stage involves
conducting research and a review of technologies and topics related to
Industry 4.0. This review aims at allowing the doctoral candidate to
position the research and focus on selecting and investigating the usage
of available tools, techniques, and methods. Standards represent a rich
source of information for this stage.

Building Simple Prototypes: At this first stage, the aim is to familiarize
the doctoral candidate with the development work needed for solutions
in the manufacturing domain. This includes developing a simulator of
physical systems and developing applications to control this simulator
and the physical system simultaneously.

Selecting the Proper Technologies: In this stage, the aim is to select
the necessary tools, methods, and techniques for developing digital twins.
At this stage, the candidate can examine the different directions for
developing a digital twin. Moreover, existing standards can be utilized to

keep the research aligned with industrial environments.
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4.

Develop and Use the Prototype of the Final Envisioned Solution:
This stage represents the development of the proposed solution by the
doctoral candidate. The outcome includes the development of the
ontology model that describes the digital twin architecture, building the
reasoning rules, and building the tools to manage the construction of the
digital twin.

Develop the Generic Paradigm of Architecting the Digital Twin:
This is the last stage where the doctoral candidate can produce the
envisioned reference model to describe the architecture of digital twins.
At this stage, the doctoral candidate has gained the knowledge and
understanding of how to develop and use a digital twin (described in the
previous stage), which allows for the creation of the methodology
description.

1.4 Objectives

This doctoral research aims to create a methodology for architecting digital twins for

industrial applications. Therefore, the main objectives are:

Obj 1.
Obj 2.

Obj 3.

To contextualize the definition of process digital twins within industrial
applications.

To develop an ontology model that defines the methodology for
architecting digital twins.

To present a digital twin definition that allows modularity, scalability,
reusability, interoperability, and composability.

1.5 Contributions

The main contribution of this doctoral research includes:

Con 1.

Con 2.

Con 3.

A methodology for architecting process digital twins for industrial
applications, regardless of the nature of the production process.

A reference model for multi-view digital twins that guarantees
modularity, scalability, reusability, interoperability, and composability.
An industrial process digital twin architecture that adopts and extends

standardized reference models and definitions.

20



1.6 Thesis outline

This thesis is a compilation of research peer-reviewed scientific publications. After
the introduction, Chapter 2 provides a brief review of the literature related to the
thesis topics. Additionally, Chapter 2 includes a summary of these technologies and
their relations with the published articles. Then, Chapter 3 includes the core topic of
the doctoral research. Moreover, a section highlights the contribution of each
published research paper to the overall dissertation topic and to the aforementioned
research questions. Afterward, the conclusion in Chapter 4 presents the knowledge
learned and how this research can be utilized in future research. Finally, the

published papers are appended to the thesis.
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2 LITERATURE REVIEW

Factory automation has evolved over the past decades due to advancements in
various fields, including information and communications technologies,
computation, embedded systems, artificial intelligence, and electronics [18]. Factory
automation has evolved over the past decades due to advancements in various fields,
including information and communications technologies, computation, embedded
systems, artificial intelligence, and electronics Figure 1. Through multidisciplinary
research, the selected topics, highlighted with a thick black border and coloured
background, are relevant to the published articles. Consequently, this chapter
provides a brief introduction and highlights the relationship to the research work for

each topic.

anufactun
automatio
nferencing

Robot and lechanisms
Automation

Artificial Knowledge

Literature S i i
Intelligence

Review

Engineering

System
Engineering and
Lz Knowledge
Manufacturing Representation

Manufacturing
Systems

Smart
Aanufactunng

Figure 1. Taxonomy of related topics to the doctoral research
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2.1 Robots and automation

2.1.1  Manufacturing automation

Manufacturing automation, also known as factory automation, refers to the use of
technology to automate production processes in factories [19,20]. Initially, the
objective was to improve the performance of the production system. For example,
this included reducing production time, cutting production costs, and increasing
production volume, among other goals [21]. However, with such objectives, new
challenges have emerged, including employment reduction, concerns about human
safety, and the introduction of more complex products and production processes
[22]. With a substantial focus on developing solutions for factory automation that
enhance the impact of industries on societal and environmental levels and align with
"do no harm" policies [23], research organizations, lawmakers, and government
bodies have introduced paradigms and standards to guide development in this
demanding sector. For instance, the Industry 5.0 concept aims to build upon the
advancements of the Industry 4.0 concept by focusing on human-centric design,
sustainable industry, and resilient production networks [24].

Factory automation considers robotics a cornerstone for achieving flexible and agile
production systems. Thanks to their dexterity and versatility, robots are increasingly
employed in factories [25,260]. However, this utilization has had negative effects on
employment in the industry [27]. To address these challenges, the trend is shifting
toward collaboration and supporting humans, a concept known as "keeping the
human in the loop." This collaboration, also referred to as Human-Robot
Collaboration (HRC), involves physical interactions between humans and robots
[28,29]. The goal of these interactions is to complete tasks where both humans and
robots perform operations on the same product simultaneously. Additionally,
human-robot interaction includes other forms such as social, visual, vocal, and
emotional interaction, with the aim of maximizing interaction by providing
trustworthiness, safety, and efficiency [30,31].

In addition, manufacturing automation involves controlling production resources
through methods, techniques, and algorithms that optimize production. These
control applications can be implemented at both the factory device level and the
enterprise level. This integration between the factory shop floor and the enterprise
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level results in highly connected factories, often referred to as Smart Factories. This
connectivity enables rapid planning and scheduling [32], enhances resilience by
adapting to sudden changes in a fast and autonomous manner [33], and leads to
overall value chain improvement by continuously monitoring the product and
production lifecycle [34].

2.2 Manufacturing

2.2.1  Smart manufacturing

Smart manufacturing is a term used for addressing the use of highly connected
systems and advanced technologies for maximising the factories performance. These
technologies might include internet of things (IoT), artificial intelligence (AI), and
big data analytics, cloud computing and edge computing [35]. With such capabilities,
factories can use the data to create knowledge on how the factory perform and how
the production can be improved. A possible example is to optimize the
manufacturing process and improve the efficiency and competitiveness of a
manufacturing facility [36]. In addition to that, and with the large amount of collected
data, systems that are deployed may include forecast features to predict and estimate
the production capacity [37].

Smart manufacturing may include the concept of distributed manufacturing as well
[38,39]. With high levels of connectivity, factories can be connected to form
collaborative manufacturing where each factory contribute to the production with
its capabilities. This has been a research topic for many projects such as the C2NET?3
and AIDEAS* EU projects. This concept improves the efficiency of the overall
production systems. However, it introduces new challenges like quality assurance
issues [40]. In more details, factories are required to share detailed information about
the production lifecycle to support the tracking and genealogy activities. Such an
approach is possible if the manufacturing resources can share information in a real-
time manner [41]. Then, mitigating measures can be implemented to avoid
disruption in production.

3 https:/ / cotdis.europa.eu/project/id/ 636909
4 https://cotdis.europa.eu/project/id /101057294
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2.2.2 Lean production

Lean production is a manufacturing philosophy which is based on the “Lean
Management” concept that aims to eliminate waste and increase efficiency in the
production process. Toyota has developed the lean management concept in the
1950s, and since that, it has been adopted by a wide range of industries [42,43]. Waste
in this context refers to the non-added value activities, efforts and resources that
adds to the value chain an undesirable overhead, like the set-up time for production
resources. To reduce, or ideally, eliminate this waste, production systems must
encapsulate flexible and adaptable approaches for managing the resource, planning
the manufacturing processes, planning, and scheduling the logistics among others
[44,45]. The implementation methodology of the lean production typically follows a
set of principles, including defining the value of the product, identifying the value
stream, creating continuous flow, employing pull production strategy, and pursuing
perfection. As an example, utilizing of DT technologies to simulate and help predict
production performance as in [46]. Overall, lean production can help companies to
increase efficiency, reduce costs, and improve customer satisfaction by focusing on
continuous improvement and eliminating waste. It requires a culture of collaboration

and a commitment to continuous learning and improvement [43].

2.3 Artificial intelligence

2.3.1  Knowledge representation

Knowledge representation is the way in which reasoned information is encoded and
structured in a computer system. It is a fundamental aspect of artificial intelligence
and refers to the methods and formalisms used to represent knowledge and reason
about it [47]. There are several approaches to knowledge representation, including
semantics networks, ontologies, rule-based systems, and logical representations
among others [48]. Semantic networks are graphical representations that show the
relationships between concepts and the properties of those concepts. In industrial
application, knowledge-based system that uses semantic networks have been used
intensively to build models for describing the production systems [49]. Semantic

networks can be used to represent hierarchical, categorical, and causal relationships.
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Ontologies, on the other hand, are formal representations of a specific domain of
knowledge, including the concepts, relationships, and rules that define that domain
[49,50]. Ontologies are often used in artificial intelligence and the semantic web to
provide a common vocabulary for exchanging information. As an example, Figure
2. depicts an ontology model that describes a production system. This model is part
of the implementation presented in publication V. One of the most commonly used
ontology representation approaches is the Resource Definition Framework (RDF)
where, each axiom is constructed by a subject, predicate and object. As an example,
“Lion Are Mammals.” In this axiom, “Lions” entity is the subject, “are” entity is the
object, and “Mammals” entity is the predicate.

Rule-based systems are systems that represent knowledge as a set of rules or if-then
statements. These rules can be used to make inferences and draw conclusions based
on the available data. As an example, Toichoa et al. presented a rule-based tool for
adapting robot parameters using the human emotional state in [51]. Logical
representations are representations that use logical principles and formalisms, such
as first-order logic or modal logic, to represent and reason about knowledge. Overall,

the choice of knowledge representation depends on the specific problem that needs

to be solved and the characteristics of the data that is available.
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Figure 2. An ontology model that defines digital twin description [4]
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2.3.2 Inferencing mechanisms

According to the Oxford dictionary®, “to infer” means “to reach an opinion or
decide that something is true on the basis of information that is available.” In the
context of knowledge-based systems, inferencing, which is also known as reasoning,
refers to the creations of new knowledge from the existing knowledge. In the domain
of Knowledge-based systems, Ramis Ferrer and Martinez Lastra in [52] describe the
inference as concluding implicit knowledge form explicit knowledge. Reasoning may
include different methods. Most commonly used methods are the forward reasoning
and backward reasoning. A forward reasoning, also known as forward chaining, is
the process of reaching a conclusion by starting in the known facts [53]. Then the
reasoning can be narrowed to reach the targeted goal. Meanwhile, the backward
reasoning, also known as backward chaining, starts by stating the target gaol as a fact.
Then start introducing new goal until reach the known facts. Both of these
approaches can be implemented using rule based. One of the common reasoning
languages is the Semantic Web Rule Language (SWRL) [14].

2.4 System engineering and system theory

24.1 Digital twins

A digital twin is a virtual representation of a physical object or system that is used to
simulate and analyse its behaviour and performance. Digital twins can be used in a
variety of applications, such as manufacturing, transportation, and construction, to
improve efficiency, optimize resource allocation, and reduce risks [54]. In fact, digital
twins are built by collecting and understanding the information form the physical
world [55,560]. This information is used to create virtual models of the physical
system [57]. As a consequence, these models can be used to test and optimize the
design of the physical system, predict its performance under different conditions,
and monitor its operation in real-time [58,59]. In the literature, Digital Twins
demonstrate mirroring, shadowing and threading aspects [60]. The mirroring aspect
represents the ability of the digital twin to model the physical system. As presented
by Saracco et al. [61], the shadowing aspect represents the ability of the digital twin
to be synchronised with the physical system. The threading aspect represents the

5 https:/ /www.oxfordlearnersdictionaties.com/definition/english /infer?q=infer
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ability of the digital twin to evolve and generate knowledge from the twining activity.
In fact, these aspects provide a symbiotic feature of the digital twin where both
physical and digital systems benefit from the twining activity [62]. In this regard, the
term Symbiotic Autonomous Systems (SAS) refers to intelligent and cognitive
systems that are able to autonomously exchange knowledge and information to
improve their capabilities [63]. In relation to digital twins, the Cognitive Digital
Twins (GDT)s addresses the ability of the digital twin to improve it is interaction
with the physical system which in return, feeds the physical system with possible
improvements.

In manufacturing domain, there are two main digital twins implementations, product
digital twins and process digital twins [4]. Product digital twins are virtual
representations of physical products, such as aircraft, automobiles, or industrial
equipment during its production phase [64]. They can be used to optimize the design,
test performance, monitor the operation of these products, tracking and genealogy
of the physical products [65]. Process digital twins, on the other hand, are virtual
representations of manufacturing processes including its resources, supply chains,
and other business processes. They can be used to optimize the flow of materials,
reduce waste and downtime, and improve efficiency [66—68]. Overall, Digital Twins
have become valuable tools for system developers, integrators and operators as these
tools provide monitoring, simulation capabilities. Adding to that, a set of distributed
DTs can function as Cyber Physical System of Systems (CPSoS) where each DT can
contribute to a holistic model of the physical system [69]. Such a system may increase
the robustness of critical systems [70,71]. Moreover, DTs can be projected to
standards like ISA 95 to represents their functional modes [4]. As an example, a
digital twin can be operating in an online mode which means it is connected to the
physical systems and able to collect information to enrich the digital models. Then,
the digital twin may operate in an offline mode to simulate the different strategies or
situations. This also can be extended if several digital twins are operating

simultaneously as aforementioned as a CPSoS.
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Figure 3. Digital twins’ operational modes [4]

Commercially, there are solutions that are available and marketed as digital twins.

Some of these solutions are general purpose and some are specific and targeting

specific industry of use case. Table 1. presents a summary of the available commercial

digital twins based on the research in [4].

Table 1. Summary of Commercially available DTs adopted from [4]

Group Description Example

1 This group include cloud-based often referred to as  Amazon,

IoT platforms. These platforms mainly operate ona  Google,
data-centric approach, where users upload data or Microsoft, and
connect loT devices that transmit data to the Oracle cloud
platform. The platform then offers a predefined or systems
customizable set of functions and operations for

modelling, analysing, and processing the data. This

category is highly versatile and adaptable, catering to

a variety of domains for end users.

II This group includes digital twins specific to ABB’s
particular vendors. In other words, it comprises RobotStudio,
companies that offer industrial systems, devices, Siemens’s TIA
controllers, and hardware necessitating specialized Portal,
tools for simulating their operations. Within this Omron’s ACE

group, the simulation of systems is highly precise
and detailed. Moreover, it facilitates comprehensive
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visualization for end users to optimize interaction. of robotics and
Nonetheless, DT's in this group are rigid and not PLCs
suitable for multi-vendor systems.

111 This group encompasses application-specific Digital = SolidWorks,
Twins, focusing on particular applications or SAP,

domains. Digital Twins in this group are tailored to ICONICS,

address specific problems within a designated Visual

domain. Given the targeted nature of this category's Components,

digital twins towards specific applications, industrial and  Siemens'

digital twins are predominantly situated within this Tecnomatix.

classification.

v This group includes systems able to simulate Blender,
materials in high realistic presentations. The digital Autodesk’s
twins in this group utilize their built-in physics Maya, NVIDIA
engines and modelling capabilities. This group is not  Omniverse
commonly employed in industrial applications. This
groups are foreseen to be suitable for Human Digital
Twins (HDT).

2.4.2 Cyber-physical systems

Cyber-physical systems (CPS) are systems that involve the integration of computing
and communication capabilities with physical processes and devices [72]. CPS are
found in a wide range of applications, including manufacturing, transportation,
healthcare, and energy, and can be used to improve efficiency, safety, and reliability
[73=75]. The concept of CPS can be extended to the System of Systems (SoS) where
several systems that individually provide certain services, can collaborate to create
new bigger system that provides new service(s) [76]. Primarily, the characteristics of
the CPS concept include integration of computing and communication capabilities
with physical processes and devices, real-time operation, distributed operation, and
complexity and diversity in technology [77].

Due to its driving economic impact, high competitiveness, and technology
incubation, the industrial domain is at the core of the CPS concept where
manufacturing systems can be modelled and controlled by cyber systems [78]. As an
example, Industrial Cyber-physical Systems (ICPS) can be used for robotic
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manipulation modelling and controlling as presented in [79,80]. ICPS typically
involve the use of sensors and actuators to collect and act on data from the physical
industrial world. Moreover, ICPSs involves computing and communication systems
to process and transmit this data. They can be used to monitor and control physical
processes in real-time, as well as to optimize resource allocation and decision-

making.

2.4.3 Data-driven modelling

Data-driven modelling is a type of modelling that uses data to create, test, and refine
models of a system or process [81]. It uses Al algorithms for building these models
based on the available collected data. Thus, data-driven modelling is commonly used
in a variety of fields, including engineering, finance, and biology, to understand and

predict the behaviour of complex systems [82].

Building a model using data driven approach requires completing mainly six steps.
Firstly, data collection which involves gathering data from a variety of sources, such
as sensors, simulations, or experiments [1,83]. Secondly, data cleaning and
preparation. This step includes s preparing the data for analysis, which may include
tasks such as filtering out noise or missing data, and scaling or normalizing the data
[84,85]. Thirdly, model selection which involves selecting a model or algorithm that
is appropriate for the problem at hand, based on the characteristics of the data and
the desired output. For instance, Cruz et al. presents a novel approach for
dynamically selecting the algorithm and the model that suits the available data [86].
Fourthly, model training that involves using the data to train the model, which
typically involves adjusting the model's parameters to fit the data as closely as
possible. Then, model validation where assessing the model on a separate dataset
takes place to ensure that it is able to make accurate predictions or decisions. Finally,
model refinement which  includes adjusting the model parameters to seek better

results or performance. the model or try a different model.

In industrial applications, data-driven approach is commonly used for building
models of the manufacturing processes [87]. Depends on the quality of the training
data and the training process, the data-driven models can be use in critical systems
[88]. In addition, and due to its learning capabilities, data-driven solution can be used
for highly complex systems where traditional analytical models are not accurate

enough [89].
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2.5 Summary

As previously presented in this chapter, developing digital twins for industrial
applications requires a multidisciplinary approach where several technologies,
sectors, and domains may contribute to the development. A digital twin can bridge
fields like computer science, communication technologies, Al, automation, among
others. To simplify the presentation, the technologies from these fields can be
labelled as central technologies, as they are necessary for developing any digital twin.
Then, the application domain, where the digital twin will be used, contributes to the
utilization of the digital twin. For example, developing a digital twin for a
transportation system requires knowledge of both the central technologies and
transportation technologies, methods, and activities. Similarly, and in addition to
knowledge of the central technologies, developing a digital twin for industrial
automation requires understanding of factory automation, production management,
and industrial data spaces.

In the context of this research, developing a digital twin for manufacturing processes
combines application technologies such as factory automation, production
scheduling, process modelling, and industrial data collection and management with
central technologies like CPS, data-driven modelling, and A, which includes
knowledge representation and inferencing mechanisms. Concerning application
technologies, and in addition to the topics in sections 2.1 and 2.2, it is important to
emphasize the significance of existing manufacturing-related standards and research
based on these standards. For instance, ISA-88, ISA-95, IEC 61499, IEC 61131, and
ISO 23247. These standards enable the development of the digital twin to follow a
systematic approach. On the other hand, regarding central technologies, a digital
twin can be seen as a specific implementation of a CPS. In other words, creating a
generic approach for developing a digital twin will require knowledge of developing
CPSs. Additionally, knowledge representation and inferencing are necessary since
one of the objectives involves providing guidelines for digital twin developers.
Finally, data-driven technologies are needed because manufacturing processes are
complex systems that generate substantial data points and can be predominantly

modelled using data-driven approaches.
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3 DIGITAL TWINS IN FACTORY AUTOMATION:
METHODS, TOOLS, AND TECHNIQUES

3.1 Digital twin definition within the doctoral research

The definition of digital twins has been debated noticeably in the scientific
community. While the majority agrees on the original definition of Micheal Grieves
which was conceptualized in 2002 [90], the differences are mostly in the
implementation part of developing a digital twin. As an example, features like fast
forward simulation, 3D visualization, monitoring dashboards, among others are
different between the DTs. Within this research, the main focus has been on
developing digital twins for industrial processes. This includes production physical
resources like machines and equipment, and production control systems and
algorithms. In relation to that, this doctoral research presented the outcome of the
reference model of a digital twin as multi-layer, multi-level and multi-perspective as

depicted in Figure 4. in publication IV [4].
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Figure 4. Digital twin reference model as presented in publication IV [4].
The novelty in this reference model lies in the ability of the developer to create multi-

perspective of the digital twins that allows different views or insight on the physical
system. In this regard, this feature allows the developers to dedicate the views only
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for the needed functionality. Then, the implementation of the reference model
employs the methodology of architecting the digital twin where eighteen reasoning
rules are introduced to populate the different levels, layers and perspectives. Such an
implementation used the standard IES 61499 to present the digital twin a network
of function blocks. To achieve these outcomes, five peer-reviewed journal papers
have been published. These papers are listed in the upcoming section.

fastory_cnv_rtu M 2
+REQuts| mm,mmssznso}
CNV_RTU
RFID 2
COMMANDS nzm
zm
4|
sm
main
rfid_reader pst
[ NEW. mm|. I
DRIVE MOTOR
OLTAGE B RFID | PROXIMITY_SENSOR ‘ | PROXIMITY_SENSOR
VOLTAGE ——= VOLTAGE ANGULAR VELOCITY
.\ SENSOR_POS. PALLE‘ D W SENSOR_POS. STATUS SENSOR_POS. STATUS
o INERTIA TORQUE
< PALLET_POS. PALLET_POS PALLET_POS.
8 RESISTANCE
COMMAND W TOLERANCE TOLERANCE
® INDUCTANCE L
g ) by-pass [ [ ps5
MOTOR PROXIMITY_SENSOR PROXIMITY_SENSOR PROXIMITY_SENSOR L
VOLTAGE B——= VOLTAGE ANGULAR VeLoCTYjan]| M SENSOR.POS STATUS | |of SENSOR POS. STATUS SENSOR_POS. STATUS
PALLET_POS. m PaLLET POS PALLET_POS.
| INERTIA TORQUE Ji}
o RESISTANCE TOLERANCE lmLﬂuN(E TOLERANCE

INDUCTANCE *\W(——' M 1
D

PULLEY CNV_BELT
MASS LINEAR_VELOCITY TENSION POS\NG’\J
PALLET_FRICTION

INERTIA

RADIUS PULLEY_FRICTION pallet
TORQUE VELOCITY
ANGULAR_VELOCITY PALLET ‘
by-pass by-pass § POSITION PALLETID
| — o CNV LENGTH
PULLEY CNV_BELT

W PAPER
MASS LINEAR_VELOCITY TENSION POSITION b

INERTIA PALLET_FRICTION

RADIUS PULLEY_FRICTION

TORQUE VELOCITY

ANGULAR_VELOCITY

Figure 5. Snippet of the implementation of a digital twin from publication IV [4]

3.2 The refereed publications

This section presents the description and the contribution of the refereed articles in
this thesis. As presented before, this thesis is a compendium of 5 peet-reviewed
articles. The first article introduced the candidate with large number of resources in
the literature to position the digital twin technologies in a scientific landscape. The
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second article demonstrate the integration of systems with MES and ERP systems
as the target is building digital twins for manufacturing processes. Then, the third
article illustrates the aspect of modelling information using knowledge-based system
and data bases system. The fourth article presents the architecture of the digital twin
that has been developed in the doctoral research. Finally, the fifth article presents
the synthetically generated data set using digital twin and the possibility for exploiting
this data set.

3.2.1 Publication I: Towards ‘Lean Industry 4.0’ — Current trends and future
perspectives

As a review article, this publication presents a systematic review on the topics of lean
production and Industry 4.0. For the topic on lean production, DT technology can
be valuable in providing a modelling and simulation platform to the factories to
achieve optimum production with the available resources. For the topic on Industry
4.0, DT can be seen as an implementation of the Industry4.0 concepts. For this
reason, research on DT technologies requires understanding industry 4.0 concepts.
As an example, the interconnectivity between manufacturing resources is crucial for
developing the digital replicas in the DT.

Publication I aims at positioning the research in the context of Industry 4.0 and lean
manufacturing concepts. In more details, the paper contributes to the research by
showing and proofing that process Digital Twins are the main building blocks of the
concept of Digital Interconnected Factories (DIF) which is one of the pillars of the
industry 4.0 and Lean Manufacturing concepts. Additionally, the publication
provides clustering description on relation and contributions of technologies using
keywords like cluster 1: Learning factory, lean management, lean, production
management, optimization, discrete event simulation, cluster 2: Internet of things,
cyber-physical systems, smart manufacturing, cluster 3: Lean manufacturing, smart
factory, sustainability, cluster 4: Industry 4.0, digital factory, and cluster 5: Lean
production, lean automation.
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3.2.2 Publication Il: Generic Platform for Manufacturing Execution System
Functions in Knowledge-Driven Manufacturing Systems

This publication includes a review of the state of the art on manufacturing execution
systems, data interoperability and knowledge-driven manufacturing execution
systems. Regarding the manufacturing execution systems, the publication presents
different definitions of the MES functions. These definitions are later used in the
research to form the structure of the MES solution. Then, this MES solution
adopted dynamic methods for using the MES functions in a general manner. The
second main discipline is the data interoperability. In this topic, the paper reviews
methods, and protocols for machine-machine communication. In addition, it
highlights the use of Knowledge-based systems in industry. Finally, the paper reviews
the open knowledge-drive MES approach from the eScop EU project. As a
contribution to the literature, this paper presents a loosely coupled approach that
can be implemented in manufacturing systems. DT technologies can use the finding
in this paper to connect and couple with existing MES and ERP systems, which
prove to be necessary for DTs to function.

Regarding the doctoral research, this publication contributes to the general
understanding on the interrelations between the physical world and the digital world
in the industrial applications. In more details, this publication introduces a generic
and customizable knowledge-based solution for building applications that
encapsulates the MES functionalities. These applications then utilized for controlling
the shopfloor operations and processes. Furthermore, the use of web services and
knowledge reasoning was essential for the proposed approach. Overall, this
publication offers insights into MES, data interoperability, and knowledge-driven
manufacturing execution systems, with potential applications in digital twins within

the manufacturing industry.

3.2.3 Publication Ill: Comparing ontologies and databases: a critical review
of lifecycle engineering models in manufacturing

This publication includes a rich review on definitions, methods, and tools for
managing database and knowledgebase systems. Firstly, the publication review
research work related to data modelling and management including the information
life cycle. Then, the paper presents a technology-oriented review on databases and

knowledgebase systems. This review also includes techniques required for data

38



transformation and harmonization which is necessary for developing digital twins.
As a contribution to the literature, this publication presents a “All what the reader
needs to know” about developing systems that will use database or knowledge base

systems.

In relation to the doctoral research, data and knowledge management are critically
important topic for working on digital twins. This paper presents a direct review of
data and knowledge lifecycle in industrial applications. In addition, it covers key
aspects such as data modelling, management, technology trends, and data
transformation. The contribution of this paper includes understanding the needed
technologies and techniques for managing the knowledge in a digital twin. But more
importantly, the publication presents a key usage aspect of digital twins where
synthetic data can be created form digital twins.

3.2.4 Publication 1V: Ontology-Driven Guidelines for Architecting Digital
Twins in Factory Automation Applications

As this publication represents the core of this thesis, it includes a review on digital
twins from three different points of view; scientific, commercial, and standards.
Firstly, the publication presents the DT designs and approaches used by researchers
and scholars to develop their DTs. This review also include review on how these DT
are used. Then, an extensive review on commercial solution that helps for developing
and building DT is presented. This commercial solutions’ review paves the way on
how DTs can be used. Finally, a review on existing standards related to DT is
presented. Such review will help in positioning the presented approach for
developing and architecting digital twins within the existing standards.

As aforementioned, building Digital Twins for manufacturing processes includes
proper understanding on both the central and the application technologies. This
understanding may include the importance of developing digital twins, the data and
knowledge management in relation to digital twins, the usage of DT with respect to
the manufacturing systems. Once these statements are realized, the important
question is how to design and develop digital Twins? In other words, what are the
proper steps for architecting Digital Twins? This publication contributes to the
research by presenting a systemic approach for architecting DTs based on the

process’s description and the user needs.
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3.2.5 Publication V: FASTory digital twin data

The paper presents the creation of data set generated by a Digital Twin. The paper
contribution include understanding by example, how Digital Twins can be used for
creating synthetic data sets for further analysing and improving manufacturing
processes. The publication include access to data sets can be used for training
artificial intelligent system or testing optimization methods for discrete
manufacturing. These data sets have been created from a digital twin that developed

in the work of publication III.

3.3 Summary

This section presents the contribution of the published papers to the doctoral

research questions and objectives. This summary is listed in Table 2.

Table 2. Summary of the published paper

# Publication title Main results Contribution

to the doctoral

research

I Towards ‘Lean Industry Provides a systematic review on ~ RQ1, RQ2,
4.0" — Current trends and related topics to Industry4.0 Obj1, Con2.
future perspectives

11 Generic Platform for Developing a generic method RQ1, RQ3,
Manufacturing Execution for implementing MES Obj2, Conl.
System Functions in functions in industrial
Knowledge-Driven environment
Manufacturing Systems

111 Comparing ontologies Presenting benchmarking RQ3, Obj2,
and databases: a critical method for managing industrial ~ Con3.
review of lifecycle data
engineering models in Presenting a benchmarking test
manufacturing for comparing databases and

knowledge bases

v Ontology-Driven Intensive review on RQ3, RQ4,

Guidelines for commercially available digital Obj1, Obj 2,

Architecting Digital Twins

twins
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in Factory Automation — A review on standards thatare ~ Obj3, Con2,
Applications related to developing digital Con3
twins.
— Reference model for developing
digital twins.
FASTory digital twin data — Synthetically generated dataset RQ2, Con3.

from a digital twin
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4 CONCLUSIONS AND RECOMMENDATION FOR
FUTURE WORKS

4.1 Conclusion

With the substantial innovation that digital twins’ technologies are gaining, more
research is expected to be conducted in the coming years. A digital twin is a multi-
disciplinary topic which will continuously evolve as long as the dependents
technologies evolve. In this work, the focus has been targeted towards developing
digital twins for industrial processes. This dissertation presented answers to the
original research questions which validates the need by the industry. Regarding RQ1,
the presented research show how digital twins are completely aligned with the
concept of Lean Production and Industry 4.0. This alighment can be seen in the need
for building digital solutions that can interact with the physical systems and provide
valuable insights. Furthermore, a digital twin is an essential tool for these concept as
they allow simulation and optimization which is a core expected outcome form Lean
Production and Industry 4.0.

Regarding RQ2, this doctoral research unravels several features to be considered in
developing a digital twin. In this regard, the most important feature for developing
a digital twin is the connectivity with the physical system. This includes collecting
the data, processing the data and using the data to obtain the system’s core model.
This core model then can be used for simulation and interaction with the physical
system. Secondly, the digital twin must continuously learn the behaviour of the
physical system and adapt to changes in the operating conditions. This means that
the digital twin will be able to represent all similar physical systems that are operating
in different conditions. Other features that are essential for developing digital twins
include proper interface with the human to maximize the interaction, expandability
and flexibility to allow wider coverage of physical systems and use cases, and clarity
and easiness of the usage to help the end users in maximizing the outcome of using
the digital twins.
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RQ3 has been addressed via the publications III, IV and V. In fact, and as a
computer application, the information model of the digital twin is a core part where
it affects the usage, the functionality and the performance of the digital twin. More
precisely, the research show that using knowledge-based system provides human-
like approach for architecting digital twins. Nonetheless, it has been demonstrated
that using knowledge reasoning will require additional effort for building these
reasoning rule. It is also important to mention that during the research, the lack of

tools for building knowledge systems affected the outcome of this research.

Finally, RQ4 targets achieving specific attributes or abilities for digital twins. These
abilities are answered cleatly in Publication IV where the multi-level, multi-layer and
multi perspective approach was presented. These features allow digital twins to be
more flexible and versatile to be used in different configuration and environments.
Moreover, this allows digital twins to be expanded to different domains than the one
in this doctoral research like products digital twins, buildings digital twins and
automotive digital twins. A key aspect in answering this research question lies under
the usage and reliance on the existing standards. In this regard, using the existing
standards elevated the outcome as standards have been already accepted by the
scientific and industrial communities.

4.2 Future work

As highlighted before, the topic in this research holds reasonable need in the near
future. Thus, this section presents some suggestions that can extend the research
work. As highlighted in the conclusion of publication I, the lack of tools and models
that support the use of knowledge-based approach affect the development of
approach that uses the knowledge-based technologies. This opens research
directions to look and develop tools that can manage knowledge-based systems for
manufacturing processes but specifically, for developing digital twins.

As this research focused on the industrial processes, an extension to this research
may include methodologies for developing digital twin for industrial products and
further seeking approaches for interconnecting digital twins for processes and digital
twins for products. This research direction has been highlighted in publication IV
where the use of Spatial Computation (SC) concept can be further explored.
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Looking at the concept of Industry 5.0, a research path can be seen in the adoption
of the concept of Human-Centric Design (HCD). This also may lead to interesting
research on the development of Human Digital Twins or as also know Human
Realistic Avatar (HRA). Overall, the present research can be extended by employing
new tools, techniques and methods that help in developing applications and digital
twins for industrial applications.
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Abstract: The enterprises to be competitive are constantly looking for continuous
increase of productivity, quality and level of services. With the development of
Industry 4.0 concept, manufacturers are more confident about new advantages of
automation and systems integration. Lean management is well developed and
empirically proven effective managerial approach. Combining Lean and Industry 4.0
practices seems to be necessary evolutionary step for further raise the level of
operational excellence (exploitation of finance, workload, materials, machines/
devices). There is an increasing number of Industry 4.0 solutions used to reduce
waste (as known from Lean Management). Therefore, the main objective of this
article aims at presenting the results of a literature review on the concept of ‘Lean
Industry 4.0'. Dynamic methodology called “Systematic Literature Network Analysis
(SLNA)” was used. It combines the Systematic Literature Review approach with the
quantitative analysis of bibliographic networks to detect emerging topics and the
dynamic evolution of the topics. The paper is a comprehensive systematization and
rationalization of knowledge about the integration of LM and 14.0 concepts, iden-
tifies the most important research trends and defines directions for future research.
The article contains a framework that presents the current state of knowledge in

the area of Lean Industry 4.0.
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1. Introduction

The ability to produce customized products has become the basis for being competitive in a dynamic,
globalized and digitally connected world. Customers are used to receiving products and services
specially tailored to their needs. The growing expectations of customers along with the progressing
quality requirements have led to a growing number of products in portfolios and indirectly influenced
the increase in the complexity of the production environment (Westkdmper et al., 2013).

Therefore, companies are looking for concepts that can reduce complexity in the industrial area,
as well as contribute to increasing value and reducing all types of wastes. Two of the most popular
concepts used for this purpose are: Lean Management (LM) and Industry 4.0 (14.0 or I4).

The cornerstone of the Lean Management philosophy is to reduce waste in the value chain to
reduce total lead time including all operations (also those non-value adding). It is also important
to focus on the client’s value in the process of continuous improvement, as well as considering the
role of the employee in creating the value of products and services provided (Schuh, 2013;
Womack et al., 1990).

The basis of Industry 4.0 is the ability to quickly collect, process, analyze and exchange large
data sets between machines. Thanks to modern technologies such as: Cyber-Physical Systems
(CPS) or Internet of Things (IoT), it is possible to react faster and more flexibly to existing problems,
but also to more efficient value creation processes, while reducing costs (Oztemel & Gursev, 2018).

Both concepts seem to be helpful in solving the problems facing modern production. Therefore,
the research questions seems reasonable: (1) If and how can both concepts complement each
other? and (2) Which Industry 4.0 technologies can support specific lean principles/tools.
Therefore, the article aims to thoroughly examine what has already been described in the litera-
ture on this issue.

The motivation to take up this topic is relatively little research on the importance of the
relationship between LM and Industry 4.0 (Buer, Strandhagen et al.,, 2018; Kolberg et al,, 2017;
Sanders et al., 2016, 2017; Tortorella & Fettermann, 2018). There is no comprehensive framework
that connects LM and Industry 4.0 (Kolberg & Zuehlke, 2015; Leyh et al., 2017). The need to
develop a framework for the integration of LM and Industry 4.0 is indicated in the literature
(Sanders et al., 2016). In the paper (Buer, Strandhagen et al., 2018) it was found that the area
of LM and Industry 4.0 is still immature, and therefore the framework of integration of LM and
Industry 4.0 has not yet been published. The need to understand how these concepts interact is
also suggested. Despite the existence of papers that combines these two approaches, there is no
comprehensive systematization of existing knowledge in this area. Organizing available knowl-
edge, presenting current research streams, as well as indicating which areas require further
research will help in developing a holistic framework of integration of LM and Industry 4.0.

The scientific thesis of the article is as follows: systematizing knowledge on the combining the
LM and 4.0 concepts will facilitate the development of a framework for their integration and will
be a starting point for further research.

Hence, the aim of the paper is to present the landscape of scientific literature on the concept of

Lean Industry 4.0 (LI4) using the method of dynamic literature review called “Systematic
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Literature Network Analysis (SLNA)” (Ciano et al., 2019; Colicchia et al., 2012; Strozzi et al., 2017).
This methodology combines a systematic literature review and bibliographic network analysis
using modern bibliometric tools. Adopting such an approach seems to be adequate to the subject
being studied, given its novelty and interdisciplinary nature. The proposed approach has been
positively verified for other contexts, e.g., creating an academic landscape of sustainability science
(Kajikawa et al., 2007), review on how this field of ethical sourcing research has grown and evolved
over the decades, providing implications for future research (Kim et al., 2018). In these works, SLNA
confirmed its potential value in identifying trends, evolutionary trajectories and key issues that
affect the development of knowledge in a given field in a more scientific and objective way
compared to traditional descriptive reviews. Traditional reviews are mainly based on content
analyzes that do not cover the evolutionary aspect of the direction of publication and are based
on subjective criteria for the selection of articles and the classification of research input into pre-
defined coding schemes. Instead, SLNA relies on objective measurements and algorithms to
quantify emerging topics based on available literature.

2. Theoretical background

2.1. Lean management

Toyota began optimizing operations by continuous eliminating all kinds of waste in 1949. Taiichi
Ohno, the founder of the Toyota Production System (TPS) has developed a set of synchronized
methods and principles for controlling production plants, which became the basis of the Lean
philosophy. According to him, the essence of Lean is to reduce the time from the customer’s order
to the final receipt of the product, by eliminating all activities that are considered waste and do not
add value to the customer (Ohno, 1988). The first books on the theory of Lean Management (LM)
were published in English in 1978 and gained special recognition in the automotive sector. Over
the past few decades, many articles and books have been published that focus on the description
and characterization of LM content (Tortorella & Fettermann, 2018). A large number of authors
consider LM to be the most well-known management paradigm of recent times (Holweg, 2007;
Womack et al., 1990).

Currently, the Lean concept is seen as “a set of management principles and techniques aimed
at eliminating waste in the production process and increasing the flow of activities that, from the
point of view of customers, increase the value of the product” (Taj, 2008; Womack & Jones,
1996b).

In the literature, lean management is translated through various principles, guidelines or rules.
Based on TPS values, five general principles can be distinguished (Womack & Jones, 1996a;
Womack et al., 1990):

=y

specify the value desired by the customer,

B

identify a value stream for each product/service providing value to the client; all waste in the
value stream can be questioned,

©

ensure that the product flow is continuous,

=

introduce the pull principle—provide services on order,

S

strive for perfection through continuous improvement (kaizen).

The main idea of Lean is to eliminate all kinds of wastes (muda). Eight main types of waste have
been identified in the literature (Liker, 2004; Ohno, 1988): (1) transport (2) inventory (3) motion (4)
waiting (5) over-processing (6) overproduction (7) defects (8) skills.

The researchers (Sony, 2018) argue that the focus should be not only on the elimination of these
8 wastes, but also on the other two waste-generating elements: mura and muri. Mura refers to

process variability and processes should be standardized to reduce it. Muri means excessive work
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load that can be prevented by creating ergonomic and safe working conditions. The three main
types of LM activities are (1) evaluation, (2) improvement, and (3) performance monitoring.

LM is supported by a set of well-known tools for the operationalization of its goals, both at the
strategic and operational level, and the basic philosophy treats human as the most important
issue in all activities (Varela et al., 2019). The most popular LM methods, tools and techniques
include, among others (Chiarini, 2011): Value Stream Mapping (VSM), 5 S, Total Productive
Maintenance (TPM), Single Minutes Exchange of Die (SMED), Kanban, Poka-Yoke, Just-in-time
(JIT), Hoshin Kanri, Takt time, Jidoka, Heijunka.

2.2. Industry 4.0

The beginnings of the use of information and communication technologies (ICT) in the manufac-
turing industry took place in the 1970 s. However, the term ‘Industry 4.0 was used for the first time
in 2011 at the Hannover in Germany. The main ideas of Industry 4.0 were published in the
same year (Kagermann et al, 2011), and also became a strategic initiative of the German
government and was included in the “High-Tech Strategy 2020 Action Plan” (Kagermann et al,,
2013). Similar strategies have also been implemented in other industrialized countries, e.g., USA
(“Advanced Manufacturing Partnership”), China (‘Made in China 2025'), United Kingdom (“Smart
Factory”) and others (Kumar et al., 2020).

Over time, the concept of Industry 4.0 has become synonymous with the fourth industrial
revolution (Buer, Strandhagen et al., 2018). Kolberg and Zuehlke (2015) present Industry 4.0 as
a further development of Computer Integrated Manufacturing (CIM) and thus as a network
approach that complements CIM through ICT. This approach is supported by the integration of
automation technologies, e.g., cyber-physical systems (CPS), collaborative robots, cloud computing
and big data sets, with the production environment via Internet of Things (IoT) (Xu et al., 2018).
Chukwuekwe et al. (2016) suggest the existence of key Industry 4.0 technologies such as cloud
computing, 3D printing, CPS, IoT, Internet of Services (IoS) and big data. Embedded systems,
semantic machine-machine communication, CPS and IoT enable connection of the physical and
virtual world which is the main goal of Industry 4.0 (Xu et al., 2018). This gives the opportunity to
connect the entire factory into a network, creating an intelligent environment. Digitally developed
smart machines, storage systems and production facilities enable comprehensive integration
based on ICT systems throughout the entire supply chain, from inbound logistics to production,
marketing, outbound logistics and services (Kagermann et al., 2013).

From the manufacturing point of view, Industry 4.0 is understood as the movement of
intelligent objects that independently coordinate their paths in the factory. Machines are able
to implement these paths and communicate in real time with the appropriate warehouse.
Information is used primarily to evaluate and control current processes (Kaufmann, 2015).
Industry 4.0 significantly affects the manufacturing environment, resulting in radical changes
in the implementation of operations. Unlike conventional forecast-based production planning,
Industry 4.0 enables real-time production planning, along with dynamic self-realization (Sanders
et al.,, 2016).

Despite the fact that Industry 4.0 is one of the most discussed topics among practitioners and
academic teachers in the past few years, no single, commonly accepted definition of this concept has
been developed (Buer, Strandhagen et al., 2018; Mrugalska & Wyrwicka, 2017). Researchers and
practitioners have divided opinions on which elements create Industry 4.0, how these elements are
interrelated and where Industry 4.0 applies. Studies available in the literature show over 100 different
definitions of Industry 4.0 (Moeuf et al.,, 2017). According to the authors, the definition that well
reflects the idea of Industry 4.0 is that proposed by Leyh et al. (2017): “Industry 4.0 describes the
transition from centralized production towards production that is very flexible and self-controlled.
Within this production, the products, all affected systems, and all of the process steps of the
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engineering, are digitized and interconnected to share and pass information and to distribute this
information along the vertical and horizontal value chains and beyond in extensive value networks.”

It can therefore be assumed that Industry 4.0 is a strategy to compete in the future. In the
paper (Mrugalska & Wyrwicka, 2017) can be found that Industry 4.0 focuses on optimizing value
chains due to autonomously controlled and dynamic production, and enables the creation of
flexible manufacturing and logistics systems.

2.3. Linking lean management and Industry 4.0

The relationship between LM and Industry 4.0 is increasingly emphasized in operations manage-
ment research (Mourtzis et al., 2017; Sartal & Vazquez, 2017). Despite the significant differences
between LM and 4.0, both concepts have the same goal—to increase added value (Prinz et al,,
2018). On scientific and practical grounds, it is therefore reasonable to conduct research aimed at
answering the question: can both approaches be combined, and if so, how?

Ohno (1988) described two pillars needed to support TPS: just-in-time (JIT) and autonomy
(Jidoka). These pillars are also important for LM (Bicheno & Holweg, 2009). JIT can be supported
by a digital supply chain (Zelbst et al., 2014), and autonomy can be increased by CPS (Thoben et al.,
2014). Therefore, some researchers state that lean implementation is a prerequisite for successful
transformation of Industry 4.0 (Kaspar & Schneider, 2015; Staufen, 2016).

Despite various indications in studies that examine the relationship between LM and 14.0, there
is still a lack of empirical evidence to support their findings. Buer, Strandhagen et al. (2018)
emphasized that the literature on LM and Industry 4.0 is not consistent as to their integration.
In addition, they argue that it is necessary to examine the impact of the combination of LM and
14.0 on the results of organizations and the impact of external factors on the relationship between
these two concepts. Over the past few years, scientists and practitioners have conducted research
on how both approaches, when implemented together in companies, can raise operational and
financial results to a higher level (Kolberg & Zuehlke, 2015; Mrugalska & Wyrwicka, 2017; Sanders
et al,, 2016; Tortorella & Fettermann, 2018).

The growth potential due to LI4.0 is quantified in some papers (Prinz et al., 2018), but it is very
difficult to verify the validity of these estimates, as no long-term studies on the effects of 14.0 have
been conducted. So despite the fact that the integration of LM and 14.0 was the subject of many
theoretical works and practical experiments—it is reasonable to conduct further research to better
understand this relationship (Leyh et al., 2017).

The most important publications on the integration of LM and 14.0 along with their character-
istics are presented in Table 1.

Based on Table 1, it can be concluded that despite many papers on the subject of LM and 14.0
integration, many of them are theoretical studies regarding only selected aspects of combining
both concepts. There is no publication that would be a comprehensive review of the literature,
which thanks to the use of modern bibliometric tools will organize all previous research efforts
in many areas related to LM and 14.0. There is also no full picture of the current state of
literature that will show what has been done so far and what should be the subject of future
research.

3. Materials and methods

Two databases were considered for the literature analysis: Web of Science Core Collection (WoSCC)
and Scopus. The reason was that they are the most-used databases when it comes to citations for
field delineation (Strozzi et al., 2017). WoSCC and Scopus are also the leading databases of scholarly
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Figure 1. Systematic Literature
Network Analysis (SLNA) based
on (Strozzi et al., 2017).

impact and are characterized by high quality of reported journals (Powell & Peterson, 2017). Due to
restrictive indexing procedures in databases, their content is considered to be of high quality.

Scopus is therefore very similar to WoSCC. It has some advantages and disadvantages. The main
advantages are that in Scopus there are almost 60% more records than in WoSCC (Zhao &
Strotmann, 2015) and the database also contains in-press articles. The main disadvantage is
that the available data are not as clean as the WoSCC data. This means that some documents
are not clearly identified and can be treated as different nodes in the resulting citation network.
The study (Wang & Waltman, 2016) has stated that WoSCC classifies journals more accurately
than Scopus.

WoSCC is better than Scopus when we want to find more accurate citation information (Crew
et al,, 2016) and identify “high-influence” publications (Tabacaru, 2019). For this reason, it was
decided to choose the WoSCC database.

Systematic Literature Network Analysis (SLNA) is the procedure chosen for the selection and
analysis of articles (Figure 1).

The first stage is a Systematic Literature Review (SLR). The scope of the study is identified by
three steps:

- Scope of the analysis;

In order to formulate the research question and conduct a proper literature review, Denyer and
Tranfield (2009) proposed to answer the questions related to Context, Intervention, Mechanism

I SYSTEMATIC LITERATURE REVIEW (SLR) I

v

1. Scope of the analysis
CIMO approach

-

2. Locating studies

Keywords

!

3. Study selection and evaluation

Criteria to include/exclude papers

I BIBLIOGRAPHIC NETWORK ANALYSIS I

v

Citation networks, co-occurence networks

v

Network analysis, main path, clustering, etc.

v

| Evolution of the main themes and emerging topics ]

-

I Directions for future research I

Page 7 of 32



Ejsmont et al., Cogent Business & Management (2020), 7: 1781995 *;’ Cogent P, bUS| ness & mana ge me nt
https://doi.org/10.1080/23311975.2020.1781995

and Outcome (CIMO); The other possible approach is the systematic literature review strategy
proposed by Levy and Ellis (2006) i.e. choose, know, understand, apply, examine, combine and
evaluate;

« Identifying studies “keywords, time, type of documents, language”;
« Study selection and evaluation;

The result of this stage will be a set of selected documents.

The second stage of the SLNA methodology is the analysis and visualization of the bibliographic
network. In the paper, the main attention will be devoted to the citation network and the keywords
network, in accordance with the research methodology presented in Figure 1.

To conduct the analysis, it was decided to use 2 software applications, i.e. VOSviewer (https://
www.vosviewer.com), CiteSpace (http://cluster.cis.drexel.edu/~cchen/citespace/).

The VOSviewer program (Van Eck & Waltman, 2010) is especially useful when working with
a multi-element data set. The software is based on the approach to grouping and bibliometric
mapping of the network, introduced by Waltman et al. (2010). It allows visualization of similarities
(VOS) in several forms (network, overlay, density). The software, after selecting the type of analysis
and counting method, as well as providing the minimum number of thresholds, e.g. keywords or
citations, allows to create a coexistence network. The VOSviewer was used to create a citation
network, to designate global and local citation and for creating co-occurrence network of author’s
keywords.

CiteSpace is an application for visualizing and analyzing trends and patterns in scientific litera-
ture. It was designed as a tool for progressive visualization of fields of knowledge (Chen, 2004).
CiteSpace focuses on finding critical points in the development of a field or domain, especially
intellectual turning points and key points. Detailed case studies are provided in (Chen, 2006) and
other papers. The application supports structural and temporal analyzes of various networks from
scientific studies (e.g., keywords). CiteSpace has a burst detection algorithm that makes it possible
to detect series on keywords. The output of an algorithm is a list of popular keywords over time
(topic bursts). The burst weight represents the size of the change in the keyword frequency. The
CiteSpace was used to conduct a burst detection analysis. The primary source of input for
application is Web of Science.

4. Systematic literature review

4.1. Scope of the analysis and identifying studies

This paper explores the concept of ‘Lean Industry 4.0". This concept assumes the integration of
Lean and Industry 4.0 mainly through modern technologies enabling the reduction of 8 major
wastes.

The selection of keywords used in the construction of the searching query was carried out as
follows: various terms and abbreviations related to the words “Lean” and ‘Industry 4.0" have been
identified in the literature.

Since the word “lean” was defined in literature in many ways, synonyms and abbreviations of
that word had to be established. This was to correctly select all documents related to the Lean
concept. Krafcik (1988) first used the word “lean”, which referred to “Toyota Production System”—
TPS. It is worth noting that TPS is a major precursor of the more generic “Lean Manufacturing”
(Womack et al., 1990). Taiichi Ohno (1988) and Eiji Toyoda, Japanese industrial engineers, devel-
oped the system between 1948 and 1975. Lean Production principles such as Just-In-Time (JIT)
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and other quality management philosophies such as Total Quality Management (TQM) or Six
Sigma, have become substitute terms among scientists and practitioners (Delbridge & Oliver,
1991). Given the large number of synonyms and abbreviations, four literature reviews (Ciano
et al, 2019; Hasle et al.,, 2012; Jasti & Kodali, 2015; Martinez-Jurado & Moyano-Fuentes, 2014)
suggest the following keywords: “Lean”, “LM”, “LP”, “Just-in-time”, “JIT”, “Toyota Production
System”, “TPS”, “Total Quality Management”, “TQM”, “Six Sigma”. Looking at the approaches and
tools in lean, two main key concepts are value and waste (Chroneer & Wallstrom, 2016). Since the
main essence of lean philosophy is to eliminate all kinds of wastes (muda)—“waste” was also
recognized as the keyword. As for ‘Industry 4.0', there is no term in the literature that could be
considered a synonym for it. As other names/abbreviations we can find: “4.0 Industry”, ‘Industrie
4.0', ‘14.0', ‘I4', “Fourth Industrial Revolution”, “4th Industrial Revolution”. Although the term
‘Industry 4.0" appeared for the first time in 2011, a full description of this concept has been
published in 2013 (Kagermann et al., 2013).

The query was formulated as follows:

< (“Lean” OR “LM” OR “LP” OR “Just-in-time” OR “JIT” OR “Toyota Production System” OR “TPS”
OR “Total Quality Management” OR “TQM” OR “Six Sigma” OR “waste”) AND (‘Industry 4.0" OR
‘Industrie 4.0' OR “4.0 Industry” OR ‘I4.0' OR ‘I4' OR “Fourth Industrial Revolution” OR “4th
Industrial Revolution”) >.

This step in the analysis is very important, because the results may change if other keywords are
used. Considering the novelty of the examined issue, the selection of keywords refers to the
combination of the Lean and Industry 4.0 concepts and finding their proper synonyms/abbrevia-
tions. The main purpose was therefore to extract from the literature the most used terms. To
achieve the desired result, it is important to use various tools to extract information from a set of
studies. Many terms closely related to Lean (e.g., types of losses) and Industry 4.0 (e.g., Cyber-
Physical Systems, Internet of Things) were not included in the set of selected keywords, because
this would significantly reduce the number of papers found. This selection was made in accordance
with the purpose of this article, i.e. presenting the landscape of scientific literature on the concept
of LI4. The selected set of keywords allows the appearance of specific concepts and related issues
and trends using the adopted methodology and its bibliographic analysis tool.

4.2. Study selection and evaluation

The identified searching query was entered in the “Topic” field in WoSCC at the beginning of
January 2020 (02.01.2020). 243 documents were identified. The aim was select papers about L4,
which was the main purpose of their analysis. Only documents published in English were con-
sidered. Papers dated 2011-2019 were investigated. Authors also considered reference lists of
found articles from important references missed in the database search.

The rationale for selecting this time period is because the term ‘Industry 4.0’ was used for the
first time in 2011, and the basic concept of the fourth industrial revolution was then described.

87 relevant studies were selected after screening abstracts and keywords of found papers. In
case of doubt, after reading the abstract and familiarizing with the keywords, does the article
concern the relationship between Lean and Industry 4.0—the full text has been read. Only
publications with full versions in the WoSCC database were taken for further analysis.

4.3. Structure of the papers selected for the analysis
Interest in the topic LI4 over the years 2014-2019 (the oldest selected paper was published in
2014) is presented in Figure 2.

The largest part of selected papers was proceedings papers (51.72%) and articles (44.83%). Book
chapters, reviews and early accesses constituted only 6.90% of the entire selected group (2.30%
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Figure 2. Number of papers in
the field of Lean Industry 4.0.

Figure 3. Research areas of
selected papers.
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each). It is worth to mention that further research should approach also white papers as many
technology providers tend to publish in that way. However, the quality of such papers is not peer-
reviewed. Therefore, they were excluded as they are incomparable in their nature with scientific
publications disseminated through channels of conferences and journals.

Figure 2 shows that in the period 2014-2016—the interest in the topic was not significant. In
2017, there was a clear increase in interest on the LI4 concept (21 papers). In 2018 another
significant increase was recorded—close to 50% compared to 2017 (31).

Such a dynamic growth in interest in this subject emphasizes its importance and relevance.
There were 24 papers identified in 2019, but the search was done in the beginning of
January 2020 and probably not all publications from 2019 were indexed in the WoSCC
database.

Research areas to which selected papers relate are presented in Figure 3.

The selected studies are dominated by one research area: engineering (64 papers). This proves
that in most publications, the authors focus on aspects related to production, in which the
combination of the concept of Lean and Industry 4.0 is based on engineering solutions for
improving manufacturing. The next most numerous research areas related to the analyzed issue
are computer science (13) and operations research, management science (12). This may indicate
that in these studies the focus is on the development of IT tools/algorithms using the technologies
of Industry 4.0, improving lean manufacturing. Other research areas are less numerous in terms of
papers and cover many different fields, which may indicate the interdisciplinary nature of the LI4
issue.

As shown in Figure 4, most papers were created in Germany (29.89%), Italy (16.09%) and Poland
(9.20%). Other studies constitute a small percentage of the total. Europe’s dominance in this topic
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Figure 4. Countries/regions of
selected papers.
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can be clearly seen, which can be explained by the fact that Industry 4.0 was founded in Germany
and this concept is very popular especially on the European continent.

Due to the type of paper, conceptual studies pre-dominate (38). Then there are literature reviews
(18) and case studies (11). The least numerous are empirical researches (11) and surveys (9).
Therefore, theoretical papers dominantly outweigh the practical ones.

5. Bibliographic network analysis

5.1. Citation network analysis (CNA)

A citation network is a network where the nodes are papers and links mean that there are citations
between them. Thanks to this, we can observe the flow of knowledge, as well as which works are
linked with citations. This, in turn, makes it possible to isolate clusters (smaller networks), which
include papers in which each must have at least one connection with another within the cluster.
This enables, among others easier definition of the thematic scope of the cluster.

Figure 5 shows a citation network based on selected papers, using an overlay visualization form.
As a result, it became possible to observe which publications were characterized by the largest
number of links with others (weights) in the entire network (87 articles). At the same time, the total
number of citations in the WoSCC database was presented using a color scale.

Because CNA is a citation-based method, publications that do not have a single link (40 papers)
are excluded from the analysis because they are unrelated. In fact, citation analysis can only be
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Table 2. Structure of the two largest clusters

Cluster 1

Paper Links within the cluster 1 Links within the citation network
(Satoglu et al., 2018a) 5 9

(Satoglu et al,, 2018b) 5 9

(Rauch et al., 2016) 3 3

(Synnes & Welo, 2016) 3 3

(Diez et al.,, 2015) 3 3

(Cattaneo et al., 2017) 2 3

(Bloechl & Schneider, 2016) 2 3

(Doh et al., 2016) 2 2

(Rauch et al., 2017) 1 1

Paper Links within the cluster 2 Links within the citation network
(Gu et al,, 2019) 4 4

(Hofmann & Ruesch, 2017) 4 7

(Ciano et al,, 2019) 3 6

(Tortorella & Fettermann, 2018) 3 10

(Yin et al,, 2018) 3 3

(Slim et al., 2018) 2 7

(Fettermann et al., 2018) 2 2

(Buer, Fragapane et al., 2018) 1 3

applied to linked papers. A network constructed in this way consists of 47 nodes and 117 links
(Figure 5). CNA gives the best results, when clusters consist of a large number of nodes because the
amount of information that can be extracted is much larger than information from small clusters
(Strozzi et al., 2014). Based on these assumptions, only two largest clusters were analyzed (Table 2).

It should be noted, that not all articles included in a given cluster must be closely related to
a particular topic. This is due to the fact that sometimes the authors cite papers that practically do
not relate to the topic discussed in the article or the main theme of the cluster (Rauch et al., 2016;
Synnes & Welo, 2016). This may also be the case in literature review articles (Cattaneo et al., 2017;
Ciano et al., 2019; Slim et al.,, 2018). Therefore, when using modern bibliometric tools, the tradi-
tional review of papers should not be overlooked.

Figure 6. Cluster 1—links and doh@016)
number of citations.
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Figure 7. Cluster 2—links and
number of citations.

5.1.1. Cluster 1 CNA: Smart lean transformation using Industry 4.0 solutions

First cluster (Figure 6) is consisted of nine publications. Those publications may be labelled
together as related to the smart lean transformation enabled through Industry 4.0 tools and
technologies and vice versa. Two papers (Satoglu et al., 2018a, 2018b) address relation between
particular (subjectively chosen by the authors) Industry 4.0 technologies and lean manufacturing
tools or wastes. Authors discussed how specific technologies can support specific tools or lead to
elimination of specific waste. However, those papers lack details and cover broad scope of
technologies, but each only partially. Authors proved that lean and 14.0 are not mutually
exclusive, by showing examples of their successful co-existence. Even though, this proof is very
general as no real details and effects are discussed. The second sub-cluster within this cluster is
related to product and process development issues (Rauch et al,, 2016, 2017; Synnes & Welo,
2016). Authors discussed how the principles of lean product development could be achieved and
supported by 14.0 technologies. Again, the choices seem to be subjective. Paper (Rauch et al.,
2017) is more specific and it is focused on specifics of critical factors for lean product develop-
ment in Italian small and medium enterprises. The third sub-cluster consists of papers which
discuss some lean approaches and their support for coping with 14.0 challenges and implemen-
tation or 14.0 approaches to cope with lean challenges or the mix of both mentioned. It includes
Hoshin Kanri (Diez et al., 2015), simulation game for lean and intelligent production logistics
(learning factory) (Bloechl & Schneider, 2016), integration of information systems and technol-
ogies in the stages of the chain value manufacturing (Doh et al., 2016), lean thinking principles
implementation in the context of smart factory (Cattaneo et al.,, 2017).

5.1.2. Cluster 2 CNA: The impact of Industry 4.0 on the improvement (main context: reduction
of wastes) in production systems and logistics

The second cluster (Figure 7) consists of 8 papers. Those papers were related to Industry 4.0
technologies contribution to improvements of operations, production and logistics management.
They did not directly indicate specific frameworks or methodologies of improvements (like lean
management/manufacturing in case of cluster 1). It is worth to mention that this cluster is
consisted of extensive journal papers (while cluster 1 included many conference papers). Four
papers were from one journal (International Journal of Production Research) and may be there-
fore considered as a sub-cluster. One paper discussed how lean was addressed by the mentioned
journal (bibliometric analysis) (Ciano et al., 2019). Second paper discussed a case of I4.0 and lean
production implementation in the context of Brazilian companies (Tortorella & Fettermann,
2018), so it is somehow similar in approach to the paper (Rauch et al., 2017) (the context of
Italian SMEs). Third paper proposed an integrated architecture for implementing extended
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producer responsibility in the context of Industry 4.0 (Gu et al.,, 2019). Fourth paper discussed the
evolution from Industry 2.0 to the Industry 4.0 (Yin et al., 2018). Three of four papers (Buer,
Fragapane et al,, 2018; Fettermann et al,, 2018; Hofmann & Ruesch, 2017) left in the cluster
should be considered as related to general issues of the impact of the use of Industry 4.0
technologies on logistics, operations management and continuous improvement. The last
paper discussed convergence and contradictions of lean and 14.0 for inventive design of smart
production systems.

Analyzing topical areas and the scope of papers included in both discussed clusters, it is worth to
mention that papers within cluster 2 are rather loosely topically connected, and therefore CNA
does not provide in their case solid base for clustering. However, cluster 1 is mainly focused of
relations between lean features like techniques, methods, set of wastes and their possible support
by the applications of 14.0 technologies. Some of the papers also tackle the problems of vice versa
relation, i.e. how lean approach may be used when implementing 14.0 technologies.

5.2. Global and local citation score analysis

Global citation score (GCS) analysis can be used to detect groundbreaking publications. GCS shows
the total number of citations in the WoSCC database. Studies with high GCS are considered seminal
or have a significant impact on the area of knowledge to which they relate (Knoke & Yang, 2008).
In other words, GCS allows the identification of papers that form the basis of a given field, which
are often used by other authors to develop their publications. Citations are counted from the entire
WoSCC database, even if they are from articles that have not been identified or selected.

Table 3 presents the 10 most frequently cited papers ranked by their GCS. Their local citation
score (LCS) is also given, which shows the number of citations the publication obtained in the
citation network of selected studies. By comparing GCS and LCS, groundbreaking papers can be
identified that has received a small number of citations within the citation network, but has
a significant number of citations in the entire WoSCC database.

According to Table 3, among the 10 most frequently cited papers, six studies do not belong to
any of the two largest clusters analyzed. Table 3 confirms that some papers belonging to the two
largest clusters are groundbreaking, and not just a lot of citations. In addition, 6 publications not
belonging to any of the largest clusters confirm the main topics that are currently the objects of
research of scientists (e.g., Industry 4.0 supporting lean automation, the impact of Industry 4.0 on
production systems).

Table 3. GCS and LCS of the 10 most cited papers

Rank Paper GCS LCS Part of one of the two
largest clusters
1 (Hofmann & Ruesch, 2017) ‘ 163 7 Yes
2 (Kolberg & Zuehlke, 2015) 89 19 No
3 (sanders et al, 2016) [ 13 No
4 (Mrugalska & Wyrwicka, 2017) bt 8 No
5 (Yin et al.,, 2018) 43 3 Yes
6 (Tortorella & Fettermann, 2018) 37 11 Yes
7 (Kolberg et al., 2017) 34 12 No
8 (Wagner et al., 2017) 27 9 No
9 (Buer, Strandhagen et al., 2018) 24 17 Yes
10 (Bonilla et al.,, 2018) 21 0 No
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Table 4. Ranking of the 10 most cited papers in 2019

Rank Paper GCS No. of Citations

citations in | per year since
2019 publication

1 (Hofmann & Ruesch, 2017) 163 100 3333

2 (Yin et al., 2018) 43 34 17

3 (Tortorella & Fettermann, 2018) 37 30 15

4 (Buer, Strandhagen et al., 2018) 24 20 10

5 (Gu et al,, 2019) 10 10 10

6 (Bonilla et al., 2018) 21 19 9.5

7 (Mrugalska & Wyrwicka, 2017) 4t 26 8.66

8 (Sanders et al., 2016) 61 32 8

9 (Wagner et al., 2017) 27 20 6.66

10 (Kolberg et al., 2017) 34 17 5.66

In order to identify recent groundbreaking studies that could have a potentially large impact and
promising scientific input on LI4, papers were ranked according to the number of citations received in
the entire WoSCC database in 2019, divided by the number of years since the year of publication. This
allowed the identification of those studies that have (potentially) low GCS, but have recently gained
considerable interest from the scientific community. In fact, this process “weighed” citations received
in 2019 based on the “lifespan” of papers. The ranking of papers elaborated in this way is shown in
Table 4. Thanks to this, it became possible to identify one article (Gu et al., 2019) that was not included
in the previous ranking (see Table 3). It is also important to notice that the high GCS value does not
always mean that the study have a large impact and promising scientific input on LI4.

The papers presented in Table 4 suggest that the latest breakthrough literature is heading
towards topics related to the integration of Industry 4.0 with lean automation and lean production
(Kolberg et al., 2017; Mrugalska & Wyrwicka, 2017; Tortorella & Fettermann, 2018; Wagner et al,,
2017), the use of modern technologies (CPS, IoT, sensors) in production processes and logistics (Gu
et al, 2019; Hofmann & Ruesch, 2017), integration of Lean and Industry 4.0 in the context of
improving manufacturing systems (Buer, Strandhagen et al., 2018; Sanders et al., 2016; Yin et al,,
2018). There is also a study presenting the impact of Industry 4.0 on sustainable development in
the context of reducing wastes (Bonilla et al., 2018).

It is worth noting that paper (Gu et al., 2019), which, despite being published in 2019, already
has 10 citations and belongs to the second biggest cluster. Usually, papers get more citations in
the years following publication. In this case, it may indicate that it could be a breakthrough study,
setting further directions of research. The paper proposes an integrated architecture to achieve
effective and efficient extended producer responsibility (EPR) using Industry 4.0 technologies. The
authors promote the sharing of information, sustainability and reduction of wastes.

5.3. Co-occurrence network of author’s keywords

The minimum number of author’s keywords in the set of selected documents was 3. After setting
a higher value, the number of searched keywords and clusters will decrease, which may lead to the
omission of an important issue that has not yet been sufficiently investigated and described or is
simply not properly exposed in the paper. For example, for the value of 4 for a minimum number of
author’s keywords in a set of selected documents, there will be 15 keywords and 4 clusters, and for
the value of 5 there will be 10 keywords and 2 clusters. Setting a lower than 3 value means that
too many words will be treated as keywords. Three as the number of keywords was also proposed
as a reference in the publication (Ciano et al., 2019). Using the VOSviewer program, a network
(Figure 8) consisting of 16 nodes corresponding to 5 clusters was obtained. Occurrences were used
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Figure 8. Co-occurrence net-

work of author’s keywords.
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Table 5. Information about author’s keywords

Author’s keywords Total link strength Occurrences Links
Industry 4.0 59 48 14
Lean manufacturing 21 12 9
Lean production 19 12 7
Internet of things 19 10 9
Cyber-physical systems 17 6 7
Lean automation 15 5 7
Learning factory 14 8 7
Lean management 11 8 6
Lean 9 9 4
Production management 7 3 6
Smart factory 6 5 3
Sustainability 6 4 4
Smart manufacturing 6 3 4
Optimization 4 3 4
Discrete event simulation 2 3 2
Digital factory 1 3 1

as weights. The size and clarity of the node suggests the frequency of its occurrence in the
analyzed set. In turn, the proximity of the location of the elements indicates more frequent than
in the case of distant ones, co-occurrence in specific sets.

There were 47 links in the developed co-occurrence network and total link strength was 108.
Total link strength attribute indicates the total strength of the co-occurrence of a given keyword
with other keywords. The higher its value, the more frequently a given keyword coexists with
others and is more relevant to the network. Detailed information on selected author’s keywords is
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provided in Table 5. In order to understand the research trajectories, keywords are listed according
to their total link strength, i.e. their importance in the cluster (Waltman et al., 2010).

The obtained clusters were described referring to the papers in which the searched keywords
appeared. This allowed to present the results of research in given areas related to LI4.

5.3.1. Cluster 1 author’s keywords: Learning factory, lean management, lean, production
management, optimization, discrete event simulation

Based on the definition given in (Veza et al., 2015): “A Learning Factory is an environment to
support a practice-based engineering curriculum with the possibility of learning the necessary
tools and methods, using real life and didactical equipment”. Learning factories can successfully
provide an appropriate environment for the education of students as well as industry employees
(Chryssolouris et al., 2016). There are several modern learning techniques, such as project-based
learning or problem-based learning that are widely used and integrated into the practical environ-
ment provided by learning factories (Ahmad et al., 2018). The literature describes several examples
of learning factories that allow to practice the application of Lean and Industry 4.0 tools. In the
learning factory wbk Institute of Production Science, the impact of implementing Lean and
Industry 4.0 tools on key performance indicators (KPI) for participating production planners was
described (Hofmann et al., 2019). The Institute of Innovation and Industrial Management has been
running a learning factory (LeanLab) since 2014. Its goal is to improve the level of academic
education, industrial training and practical research in the field of industrial engineering and
logistics (Karre et al., 2017). Study (Kusters et al., 2017) describes the functioning of The Textile
Learning Factory 4.0 at the Institut fur Textiltechnik der RWTH Aachen University in Aachen,
Germany. In the literature, we can also find contributions related to the development of design
guidelines for 14.0 learning factories and examples of their use in the Smart Mini Factory (Rauch
et al,, 2019), description of the transition process from Lean learning factory to a learning factory
for intelligent production logistics (Bloechl & Schneider, 2016), the theoretical study presenting the
framework for connecting Lean and Industry 4.0 in a learning factory (Prinz et al., 2018).

Changes and requirements regarding production management principles, in particular changes
in customer requirements in the era of Industry 4.0, are not clear (Yin et al., 2018). Many authors
have confirmed in their papers that Lean Manufacturing and Industry 4.0 are not mutually
exclusive. They can be integrated with each other for effective production management (Duarte
& Cruz-Machado, 2018; Sanders et al., 2016; Satoglu et al,, 2018a). Industry 4.0 can provide
support through continuous resource management due to the availability of detailed information
in real time at every stage of the production process (Gabriel & Pessl, 2016). Therefore, data
monitoring provides information on resource consumption and enables flexible production man-
agement (Bonilla et al., 2018). Emerging Industry 4.0 technologies enabling the collection of
production management data offer the opportunity to receive accurate information and feedback
for reliable production planning and control (Dallasega et al., 2017; Reuter et al.,, 2016). Paper
(Aradjo et al., 2018) presents the development of an intelligent and automated system for lean
industrial production, ensuring maximum productivity and efficiency of the production process.
The study (Hru3eckd et al., 2018) presents the discrete-event simulation model for increasing the
efficiency of warehouse management, which had a direct positive impact on production
management.

A review of existing in the literature frameworks, methods and methodology of lean connection
and discrete event simulations, along with their characteristics is presented in (Goienetxea Uriarte
et al., 2019). Discrete event simulation (DES) is according to many authors (Jahangirian et al., 2010;
Negahban & Smith, 2014) the most popular method of simulation. According to the authors
(Stadnicka & Antonelli, 2019), discrete event simulations or experiments should be carried out
on similar work cells already operating in the factory to determine the correct allocation of tasks.
Siemens Tecnomatix Plan Simulation software is recognized as the basic discrete event simulation
software that helps create digital models of logistics systems, such as production, to test
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performance and optimize the system. It also helps in developing what-if scenarios. The usefulness
of this tool for conducting virtual experiments on production and logistics systems has been
documented by various researchers (Kikolski, 2017; Siderska, 2016; Zupan & Herakovic, 2015).
However, there are many other software applications for discrete event simulation and the choice
of the most appropriate should be case sensitive. Discrete event simulation is a powerful tool for
modeling complex dynamical systems. An example of using the 3D software environment to build
a discrete simulation model can be found in the literature (Grube et al., 2019). The use of discrete
event simulation to develop Value Stream Mapping (VSM) and the simulation of many production-
related parameters such as lead time, added value, stock, utilization were also identified (Trebuna
et al., 2019). An example of using discrete event simulation related to physical objects placed on
the Digital Twin Module (DTM) is found in (Grube et al., 2019).

5.3.2. Cluster 2 author’s keywords: Internet of things, cyber-physical systems, smart
manufacturing

Thanks to the intelligent production system, production processes are more flexible, intelligent and
agile and are well adapted to meet the challenges of a dynamic and global market (Zhong et al,,
2017). Smart manufacturing (sometimes synonymous with Industry 4.0 [Kang et al., 2016]), directs
existing production systems towards the development of an open, digital, automated and intelli-
gent production platform for information applications in the industrial network (Kamble,
Gunasekaran, Sharma et al.,, 2018; Vaidya et al., 2018). The concept of smart manufacturing is
based on the integration of the IoT and CPS to create Cyber-physical Production Systems (CPPS),
which results in the continuous generation of large amounts of data known as Big Data (Basios &
Loucopoulos, 2017). CPS is responsible for technology integration, and IoT enables smart data
collection, storage, analysis, and sharing technologies (Kamble et al., 2019). The use of machine
learning based on embedded sensors in the CPS is presented in (Castaio et al., 2017). In response
to the German concept of Industry 4.0, the United States proposed a Smart Manufacturing Plan
(Smart Manufacturing Leadership Coalition, 2011) and suggested connecting everything using the
IoT (Porter & Heppelmann, 2014, 2015). The Internet of Things and smart manufacturing are the
core of Industry 4.0 (Tsai & Lai, 2018). Publication (Duarte & Cruz-Machado, 2018) presents the
following definition of smart manufacturing: production equipped with sensors and autonomous
systems that will allow to optimize operations with minimal employee intervention (Roblek et al.,
2016; Shrouf et al,, 2014). The use of sensoring systems and signal analysis to monitor tool wear
during the production process is shown in (Beruvides et al., 2013). Automatic selection of optimal
parameters based on simple soft-computing methods in the micromilling process is presented in
(La Fe-Perdomo et al., 2019). There are also technical studies in the literature that show how
available optimization methods can contribute to improving industrial efficiency (Beruvides et al.,
2016). It will be possible to produce smaller lots of different types more efficiently (Wang et al,,
2016). Smart manufacturing is also defined as the ability to solve current and upcoming problems
using an open infrastructure, which allows faster implementation of solutions, building advantage
and additional value in the process (Odwazny et al., 2018). Some studies suggest that smart
manufacturing in Industry 4.0 may be the key to implementing mass customization (MC) strate-
gies. The authors in (Zawadzki & Zywicki, 2016) suggested smart product design and production
control for efficient operations in the smart factory to implement the MC strategy. Paper (Cattaneo
et al., 2017) contains results of the literature review on smart manufacturing and lean. Paper (Yin
et al,, 2018) presents an example of a smart manufacturing system for Industry 4.0, and study
(Zhang et al., 2017) describes a cloud-based smart manufacturing paradigm based on CPS.

5.3.3. Cluster 3 author’s keywords: Lean manufacturing, smart factory, sustainability

A smart factory is the foundation of Industry 4.0 (Germany Trade & Invest (GTAI), 2014). A smart
factory will be more flexible, dynamic and intelligent (Roblek et al., 2016). People, systems and
objects found in it are connected with each other (Germany Trade & Invest (GTAI), 2014). The IoT is
the main technology enabling a smart factory (Germany Trade & Invest (GTAI), 2014; Shrouf et al.,
2014). A smart factory is usually associated with lean practices (Tortorella & Fettermann, 2018)
and sustainable development (Kusiak, 2018). The smart factory has been designed in accordance
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with sustainable and business practices, emphasizing flexibility, adaptability and self-adaptability,
learning ability, fault tolerance and risk management (Duarte & Cruz-Machado, 2018; Germany
Trade & Invest (GTAI), 2014). Sarkis and Zhu (2018) highlighted waste as a link between lean
practices and sustainable development. Kusiak (2018) added a new element to this perspective,
namely the role of sustainable development in smart production. In particular, the ubiquitous ICT
infrastructure of Industry 4.0 can be a factor conducive to the implementation of sustainable
production (Gu et al., 2019). Therefore, the relationship between lean, sustainable development,
and Industry 4.0, converging on a circular economy, can be a promising future prospect (Ciano
et al, 2019). The main research trends identified are increased interest in combining Lean and
simulation in the context of Industry 4.0 and their combination with optimization, Six Sigma, as
well as sustainable development (Goienetxea Uriarte et al., 2019). Many authors share the opinion
that Industry 4.0 technologies will contribute to the organization’s sustainable development goals
(Carvalho et al., 2018; Lin et al., 2018; Luthra & Mangla, 2018; Kamble, Gunasekaran, Gawankar
et al,, 2018; Tortorella & Fettermann, 2018; Zhong et al., 2017). An assessment of the relationship
between Lean Manufacturing, Industry 4.0 and sustainability is available in the paper (Varela et al.,
2019). Study (Slim et al., 2018) presents an analysis of convergence and contradictions occurring
between Lean and Industry 4.0 for the innovative design of smart manufacturing within the smart
factory. It is also worth paying attention to two very extensive reviews of the literature on: the
concept of smart factory (Strozzi et al., 2017) and smart factory in combination with sustainable
development and green growth concepts (Odwazny et al.,, 2018).

5.3.4. Cluster 4 author’s keywords: Industry 4.0, digital factory

The term digital factory, which is one of the key concepts in Industry 4.0, is used interchangeably
with a virtual factory or a digital twin (Mrugalska & Wyrwicka, 2017). An example of the digital
twin application is presented in work (Guerra et al., 2019). The digital factory is defined as an
integrated simulation model providing advanced decision support capabilities (Jain, Lechevalier
et al., 2016; Jain, Shao et al., 2016). Simulation is therefore an important tool in the context of
Industry 4.0 (Goienetxea Uriarte et al., 2019). The publication (Dombrowski et al., 2019) presents
the concept of Digital Factory 4.0, which is a teaching-learning environment in which partici-
pants along with a partner cooperating with the industry can independently solve complex tasks
having a practical context. Analysis and explanation of the problem is possible based on a visit to
a real object. In publication (Tsai, 2018), the author state that Industry 4.0 of the textile industry
requires a digital factory. CPS and IoT were recognized as the basic technologies. Publication
(Dallasega et al., 2017) presents state-of-the-art planning and real-time production control in
the digital factory of the future. An important requirement of the Digital Factory is to provide
stakeholders with information and knowledge support during the decision-making process. Just-
in-time information retrieval (JITIR) in a digital factory environment is designed to provide
stakeholder support through proactive but non-invasive delivery of required information at the
right time based on user context. Decision-making activities are taken throughout the entire life
cycle of the factory and include location and network planning, material handling and equip-
ment design, process planning or factory operation (Constantinescu et al., 2014; Westkdmper,
2006).

5.3.5. Cluster 5 author’s keywords: Lean production, lean automation

The integration of Lean Production (LP) practices with Industry 4.0 technologies has been defined
as Lean Automation (LA). Its assumption is greater flexibility, changeability and shorter informa-
tion flow to meet future customer requirements (Kolberg & Zuehlke, 2015). Due to the potential
benefits of implementing Industry 4.0 technology, several authors (Gjeldum et al., 2016; Sanders
et al.,, 2016) argued for the existence of new available application areas for LA. An example here is
the implementation of flexible, efficient and affordable CPS (Kolberg & Zuehlke, 2015). Currently,
LA (Jidoka) using CPS is considered a profitable and effective approach to improving the flexibility
of production systems. The publication (Ma et al, 2017) proposed the concept of Smart Lean
Automation Engine Enabled by Cyber-Physical Systems Technologies (SLAE-CPS). Another example
of LA is the use of modern ICT technologies for the Kanban method (electronic Kanban) (Kolberg
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et al, 2017; Lugert et al., 2018). The next stage will be the integration of a larger number of
available LP methods with the developed interface and the creation of other LA solutions using this
interface (Kolberg et al., 2017). LA levels are presented in (Satoglu et al., 2018a, 2018b).

5.4. Burst detection analysis

Available literature from a research field can be treated as a series of topics that appear, gain
popularity and intensity during a certain period, and then disappear. The appearance of a given
topic in the document stream is signaled by a “burst of activity”. Some features increase rapidly as
a topic appears (e.g., citations). Kleinberg (2003) developed a formal approach to modeling
“bursts” in such a way that they can be reliably and effectively identified.

The Kleinberg approach is based on stream modeling using an infinite state automaton in which
bursts occur naturally as state changes. In some ways this is an analogy to queuing theory models
for burst network traffic.

In the paper the Kleinberg’s algorithm was applied for author’s keywords. The results of applying
the burst detection algorithm using the CiteSpace application are shown in Figure 9.

Authors’ keywords generated (Figure 9) mostly coincide with those obtained by the VOSviewer
program. Just one keyword (Industry 4.0) with the strongest citation was obtained. This is mainly
because the analysis period is too short to indicate emerging keywords (bursts). Burst was found
only for Industry 4.0 keyword. Therefore, it is obvious that all the papers relate to Industry 4.0
keyword as it effects directly from the designed query. Burst detection has not indicated any
emerging and ending topics as the Industry 4.0 is relatively new itself. Considering citations, the
only paper with burst was (Kagermann et al,, 2013), which is the first one giving comprehensive
description of 14.0. Therefore, this analysis also has not indicated any trends.

6. Discussion and further research

According to Dombrowski et al. (2017) two main perspectives are available in the literature: LM is
considered a prerequisite for the introduction of 14.0 tools or 14.0 is the LM promoter. The third
perspective may be the thesis that the combination of both concepts gives positive synergy effects.
This is confirmed by the literature review made by Ejsmont and Gladysz (2020). However, it should
be emphasized that the implementation of LM and 14.0 can influence iteratively. Therefore,
progress does not have to be sequential (Nyhuis et al., 2017). Mrugalska and Wyrwicka (2017)
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Figure 10. Comprehensive fra-
mework of Lean Industry 4.0.
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support the statement that lean and 14.0 can coexist and support each other. Vogel-Heuser et al.
(2017) rejected the contradiction between LM and 14.0. What’s more, 14.0 can be helpful in
implementing lean and overcome existing obstacles in this process (Sanders et al., 2016).

Combining the results of several analyzes, the paper gave a general picture of the state of
scientific work and research trajectories regarding the concept of LI4. Thanks to this, it became
possible to set out some ideas for future research directions.

Analyzing the available literature on LI4, interest in this topic has been increasing in recent
years. Despite the growing interest of scientists, there is a research gap regarding the assessment
of the combination of 14.0 and LM (Slim et al., 2018). The current state of knowledge in the area of
Lean Industry 4.0 is presented in the Figure 10.

Based on the created framework (Figure 10), it can be concluded that:

Lean concept has been verified empirically and there is available extensive literature on
empirical and field studies,

Industry 4.0 is a relatively new concept with few examples of industrial applications described
and researched by scientists,

the impact of 14 on lean and lean on I4 has not been empirically verified and no qualitative,
nor quantitative data is widely available in scientific papers,

LI4 is presented mainly as a concept in which theoretical models are built and verified only by
analogy and logical construction.

It would also be interesting to include in the research the precursors of the I4 concept, i.e. CIM
(Computer Integrated Manufacturing) or FMS (Flexible Manufacturing Systems) and verify literature
on their synergy/contradiction with lean.

It should be noted that the most detailed information about 14, which appears in keywords
is discrete-event simulation and big data. Most papers do not present practical examples and
empirical evidence, but only describe some general concepts and frameworks. There are no
specific lean methods and tools and no specific technologies/solutions 14 listed in keywords.
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Therefore, it is highly desirable to conduct further mixed and multi-method research—quantitative
and qualitative. It could be organized in the following form:

+ Quantitatively—diagnosis, diagnostic surveys, surveys, interviews—initially necessary to nar-
row down to a selected region/industry and conduct pilot studies,

* Qualitatively—case studies of organizations implementing lean programs and using 14 tech-
nologies/tools.

The authors were also tempted to formulate a preliminary hypothesis, which should be verified
in further studies: some LM tools and some I4 technologies are used together frequently, while
others are less common, which is the signpost of stronger synergies between some pair of Lean/14
and I4/Lean tools/technologies, and possible contradictions between some other pairs.

Applying citation network analysis, global and local citation scores, co-occurrence network of
author’s keywords, and using the Kleinberg series detection algorithm, it became possible to
identify the main research trajectories for LI4 and indicate its main advantages. Scientists are
working on topics related to the use of Industry 4.0 technologies to improve the performance,
productivity, efficiency, efficacy and effectiveness of manufacturing systems (Iarovyi et al., 2015).
This is indirectly related to the elimination of wastes, which in turn is the basic assumption of LM. It
is worth emphasizing that Industry 4.0 is the concept that forms the basis of all clusters, and this
concept focuses on the support for other available concepts, including those related to LM (e.g.,
just-in-time, kanban). In the future, research efforts are needed to investigate the reasons why
some Industry 4.0 technologies (e.g., 3D printing, augmented/virtual reality) currently appear to be
less popular in the scientific community in the context of LI4.

Based on the literature review carried out in the article, many advantages of combining the LM and
14.0 concepts were identified. The vast majority of advantages are associated with the use of Industry
4.0 technology to support Lean principles/tools (Mayr et al., 2018; Mrugalska & Wyrwicka, 2017; Sanders
et al,, 2016). For example, the paper (Pereira et al., 2019) presents the matrix “Lean tools supported by
Industry 4.0 technologies”, (Ejsmont & Gladysz, 2020) presents complex review of Industry 4.0 solutions
that may support lean techniques, tools and methods, and (Mayr et al., 2018) presents combinations of
14.0 tools and lean methods. Shah and Ward (2007) conducted a comprehensive, multi-step study to
identify a multidimensional lean structure. They quantified the conceptual definition and proposed
measuring LM in ten factors, which in turn were divided into 4 categories:

« Supplier factors: supplier feedback, JIT delivery by suppliers, supplier development;
« Customer factor: customer involvement;
« Process factors: pull production, continuous flow, setup time reduction;

« Control and human factors: TPM, statistical process control, employee involvement.

The advantages of combining LM and 14.0 can be demonstrated grounding on the presented above
categories of factors (Pereira et al., 2019; Sanders et al., 2016):

a. Supplier factors

* RFID, cloud computing and IoT allow better adaptation to production needs,

« CPS, RFID, IoT support the exchange of information between customers, manufacturers and
suppliers (shortening lead times and response to customer complaints),

- digital performance tables to speed up response times.

b. Customer factor
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Figure 11. Lean Industry 4.0
advantages.
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« hybrid jobs with collaborative robots,

+ Big Data and Data Analytics streamline VSM procedures and facilitate employee problem
solving.

Figure 11 depicts summary of advantages that could be achieved through applications of 14.0
technologies as a support for lean management principles. It is clear that the vast majority of
synergies is seen in the categories of process factors and control & human factors. However,
categories are interrelated and advantages classified as process or control and human factors
affect supplier and customer factors as well. E.g. customization of fixtures for one-piece flow, could
be also employed for suppliers and customers relations, flow control techniques could be used in-
house shop-floor wise, but also in external supply chains.

The conducted research shows that relatively little attention has been devoted to organizational
aspects related to the implementation of LI4. The results obtained show that the papers focus
mainly on management aspects and responding to changing production requirements, but only in
a conceptual way (Sony, 2018). A lot is said on conceptual level of frameworks, but detailed
models and extensive case studies are still missing. LI4 models are also missing details considering
waste elimination or the combination of 14.0 specific technologies with specific LM tools and
techniques (Ejsmont & Gladysz, 2020). Hence, an interesting research agenda can be in-depth
research on organizational impact, change management and integration of human resources in
the development of LI4, as well as the development of applied models (including reference models
and best practices) in these contexts.

The analyzed literature emphasized the fact that LI4 is a concept that goes beyond the
enterprise and covers the extended supply chain (Gu et al., 2019). However, LI4 in the extended
supply chain is still not discussed in the literature. Another important research direction is the
integration of horizontal and vertical systems of Industry 4.0 and LM. This may lead to the need for
a holistic approach to LI4 in the supply chain through further research that could also provide
empirical evidence (of synergies and contradictions) to complement few theoretical studies.

Most of the publications are of a conceptual, philosophical or review nature and concern only
preliminary considerations regarding the possibilities of synergy 14.0 and LM. The descriptive
approach dominates, and the presented possibilities of integration of Industry 4.0 and LM for
waste reduction or methodological foundations for their cooperation are at a very general level.
Studies have shown that despite the existence of models, frames and architectures related to the
functioning of LI4 (Arica & Powell, 2014; Kamble, Gunasekaran, Gawankar et al., 2018; Sony, 2018;
Xu & Chen, 2017), these are mainly conceptual works. It should be noted that they are rarely
supported by empirical researches or case studies confirming the statements presented in the
analyzed articles. There are also no conclusions based on practice. Therefore, it would be advisable
to examine the functioning of LI4 in an industrial environment in order to supplement the results
of the literature study. For example, surveys or case studies of companies located on different
continents (not just in Europe) would be beneficial to give a slightly broader view of how LI4 is and
can be implemented in the industrial community.

It would be also interesting to examine the barriers and contradictions that influence the
synergy of Industry 4.0 and LM. Empirical research and case studies would be desirable as they
represent a minority of the available work.

Further research should cover more available papers. In this purpose, studies on LI4 can also be
identified in other databases such as: Scopus, IEEE, etc. For more complete results, it should be
also consider extending the query of Anglo-Saxon terminology, i.e. “smart manufacturing” and
“smart factory”, which appear in some clusters. Analysis can also include German-language papers
due to the source of 14. It is also worth considering the inclusion of “white papers”, but this would
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require establishing a rational method of their selection. It will be also very important to carry out
additional analyzes, e.g., co-authorship, co-citation, bibliographic coupling. This will allow obtaining
information such as: how many scientists deal with a given topic, what countries/organizations are
represented by the authors, what are the relations between authors etc.

Future actions should also focus on issues that have not yet been thoroughly researched and
described on scientific grounds. As an example, practical verification of the possibilities of Lean
and Industry 4.0 integration to reduce 8 major types of LM wastes can be given. The literature
lacks both theoretical models combining Lean and Industry 4.0, as well as case studies or
empirical research results in a quantitative (measurable) form. This is important because only
then it will be possible to interpret them objectively and to clearly state whether Lean and Industry
4.0 are complementary or not.

7. Conclusions

Even though the literature can identify the works of linking Lean and Industry 4.0, these studies have
some limitations. Kolberg and Zuehlke (2015) conclude that a common framework is lacking because
the concepts are discussed in an example without a structured approach. This is also confirmed by
research carried out by Ejsmont and Gladysz (2020). They show that the majority of Lean and
Industry 4.0 combinations are presented at a very general level and there is a lack of quantitative
data verifying the benefits of the combination of Lean and Industry 4.0. Descriptive approach
dominates, and the presented possibilities of integration of LM and Industry 4.0 in the field of e.g.,
waste reduction are at a very basic level. There is definitely a lack of empirical research and case
studies confirming the synergy of both concepts. Only Wagner et al. (2017) presented the matrix to
illustrate the impact of eight 14.0 tools on several lean principles that include specific methods.
However, only the effect of CPS on JIT is described in detail. Ejsmont and Gladysz (2020) presented ‘8
Wastes—Industry 4.0' framework. Despite this, Lean Industry 4.0 concept still should be thoroughly
investigated, delivering frameworks to eliminate contradictions and strengthen synergies.

From the best of authors’ knowledge, this work is the first attempt to comprehensively system-
atize existing scientific knowledge about the concept of LI4. By conducting quantitative biblio-
metric analyzes using algorithms and software tools, it is possible to obtain a full landscape of
knowledge about the conducted study. It is also possible to identify some research trends, as well
as to determine the directions of future research, which will cover the dynamic evolution of LI4.

The main theoretical implication of this study is to broaden knowledge of LI4 by analyzing the
on-going developments, new trends and emerging topics which have not been sufficiently
addressed and require further research. An additional contribution is the use of SLNA methodology
to examine a relatively new contributions reflected in literature. This may facilitate the application
of the adopted procedure in other areas. The obtained research results enabled the use of citation
networks and keyword networks in their main clusters. This can be helpful for scientists to further
develop the topic by identifying key issues, emerging trends and evolutionary trajectories.

In relation to the performed analysis, based on the author’s keywords, there some benefits of
the presented study. The selected author’s keywords enable identification of detailed information
on the latest topics and issues discussed (five described clusters). Analysis of co-occurrence net-
work of author’s keywords has also given the opportunity to isolate topics that have not yet been
thoroughly studied (e.g., the role of simulation or Big Data in the concept of LI4, the use of LI4 in
supply chains). The results obtained were confirmed and enriched by the use of a burst detection
algorithm, which was the last step in the adopted methodology.

The paper also has practical implications: it is the first comprehensive study on the issue of L14,

and also presents information on the current state of knowledge and sets further development
directions. Thanks to bibliometric analyzes, critical areas of development of the LI4 concept have
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been identified, and information has been provided on what the scientific and industrial environ-
ment should focus on to enable effective connection of LM and 14.0.

The main disadvantage of the used methodology is the inclusion of keywords that may not
always fully correspond to the content of the reports or may contribute to an erroneous determi-
nation of the real meaning of the article for a given area of knowledge. Related keywords can
sometimes overlook important details of the study being considered. Some keywords may also be
omitted when building the network, as they may not meet the coexistence requirements. Another
disadvantage is that the data for bibliometric analyzes were taken from one database—WoSCC,
which, although quite comprehensive and prestigious, contains only a small part of all scientific
publications. One drawback may also be that researchers very often cite works that already have
a large number of citations. This is mainly due to the fact that such articles are considered as
reliable sources of information, and also have a certain reputation and popularity.

Despite the limitations presented, the results obtained should be considered interesting. The
usability of the SLNA method was proven, which thanks to, among others using tools to visualize
the citation network and co-occurrence network of author’s keywords, enables the support of
dynamic analyzes for the presentation of knowledge, or allows the identification of activities to

promote and develop further research of a given issue.
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Abstract—Information technologies grow rapidly nowadays with the
advance and extension of computing capabilities. This growth affects all
dependent fields which use those technologies. Industrial automation field
is not an exception. This publication describes a general and flexible
architecture for implementing Manufacturing Execution System (MES)
functions which can be deployed in any industrial cases regardless of the
type of industry. These features are achieved by combining the flexibility
of knowledge-driven systems with the vendor-independent property of
RESTful web services. With deployment of such model, MES functions
may gain more versatility and independency. This research work is a
continuation of the development the OKD-MES (Open Knowledge-Driven
Manufacturing Execution System) approach. The OKD-MES approach is
provided by eScop project as a semantic-based solution for flexible and
reconfigurable manufacturing execution system. Therefore, the aim of this
research consists in presenting a MES functions architecture that could be
implemented in OKD-MES in order to increase the flexibility of the
manufacturing system. This research work has been conducted during the
development phase of the eScop project.

Index Terms—Knowledge-Driven Manufacturing Systems,
Manufacturing Execution System Functions, Semantics.

I. INTRODUCTION

Manufactruing systems’ providers tend to exploit the latest
technologies for increasing the efficiency of their
production. This fact creates an intensive competition in the
development of novel manufacturing systems. Currently, many
research works are targeting the enhancement of the
Manufacturing Execution System (MES). As known, in
manufacturing systems scope, MES binds the upper level which
is the ERP (Enterprise Resource Planning) with lower level
(shop floor) in the factories. In this manner, different
organizations define (categorize) the functionalities of MES
into MES functions such as MESA, ISA95 or VDI [1]. These
functions are the source of the bond that MES provides for the
manufacturing system. Actually, one of such research work has
been recently provided by the eScop! project. As a result of the
project, a CPS (Cyber Physical System) has been provided as a
flexible and reconfigurable solution. The eScop solution has
been achieved within the Open Knowledge-Driven
Manufacturing Execution System (OKD-MES) concept [2],
[3]. The OKD-MES allows to enhance the efficiency of
factories because e.g. it reduces the time and effort

! http://escop-project.eu
2 https://www.isa.org/isa95/

consumption, which is needed for configuration, maintenance
and scheduling orders and resources, among other activities.
This article presents a compatible solution with the OKD-MES
concept for implementing MES functions. Therefore, the
contribution of this research work is to present a solution that
can be employed in order to enhance the flexibility, re-
configurability —and interoperability —of event-driven
manufacturing systems. It should be noted that the presented
solution is not restricted to systems that implement the OKD-
MES concept. The rest of the paper is structured as follows:
Section II describes the research background. Then, section III
presents the architecture and implementation of the MES
functions platform including its main components and their
interactions. It presents an example for scenario case as well.
Afterwards, Section IV provides the pros and cons of the
approach. Finally, the section V concludes the article and
presents the work to be done in the future.

II. STATE OF THE ART

A. Manufacturing Execution System

Manufacturing Execution Systems (MES) are key supporting
tools for production management. They play an important role
as bridge between the ERP (Enterprise Resource Planning)
systems and lower automation field layers [4].

In many companies such bridge is delegated to a human activity
and this clearly creates a lack of opportunity for optimization.
As an example, optimization might be applied on resources
scheduling or labours exploitation. Moreover, such manual
interaction often causes large efforts spent in the optimization
of activities at ERP level, as well as important automation
solutions implemented at shop floor level, to be useless.
Therefore, MES fills this gap in the automation chain, serving
as a central component integrating higher and lower levels of
the ISA-952 automation pyramid.

Nevertheless, MES cannot be seen as a simple and unique tool
that transports information. Instead of that, MES represents a
complex system where many functionalities are encompassed.
The MESA? (Manufacturing Enterprise Solutions Association)
defined 11 MES functions. These functions are listed in Table

? http://www.mesa.org/en/index.asp



I and described in more detail in [1]. Back in history, MESA
organization created the list in the late 90s as a union of all the
functions which MES may have. Nevertheless, the factory does
not have to implement all the 11 functions to be optimally
functional. In fact, the implementation of MES functions
depends on several factors as e.g. the industry type or the
automation level in the factory.

TABLE I. MESA INTERNATIONAL MES FONCTIONS BRIEFE DESCRIPTION[4]

Function Description

Resource allocation and | Manages resources information, providing
status detailed history and status on real time
Operations/Detail Provides sequencing, recognizing alternative
Scheduling and overlapping/parallel operations
Dispatching  Production | Manages flow of production units

Units

Controls records/forms to be maintained with
the production unit

Obtains the intra-operational production and
parametric data from the factory floor
Provides optimisation of the
exploitation

Provides real time information to assure
product quality

Monitors production and provides or corrects
decision support to improve process activities
Tracks maintenance activities and provides
instance solutions

Provides the status information of work
activities. Also it may generate historical
information for the products that have been
produced

Presents the performance (i.e. KPIs) of the
facility for more study and analysis.

Document Control

Data
Collection/Acquisition
Labour Management

labour

Quality Management

Process Management

Maintenance
Management

Product Tracking and
Genealogy

Performance Analysis

As highlighted in section I, another definition of MES functions
may be found (ISA95 or VDI*). However, MESA definition
separates the MES functions in terms of scope of functionality.
Thus, eScop solution involved MESA definition as MES
functions baseline.
Besides that, and from a research perspective, it is important to
keep a comprehensive view embracing all possible functions.
In fact, it is recommended for any of the possible new research
architecture to support the MES functions in order to keep the
highest possible level of applicability in industrial
environments. Different researchers have discussed MES
application and MES functions [5]-[15] and many of them
postulate that the main research gaps to be filled in are:

i)  The capability to have flexible functions that can
guarantee complete automation of the proposed solution
avoiding human activity by-pass;

ii) Complementary to the previous issue, the capability to
involve the operators, thus fostering the concept of man-
in-the-loop, enabling the functions to be implemented by
operators that can communicate with the MES systems
thank to PDA (Personal Digital Assistant), RFID (Radio-
Frequency Identification) reader, Barcode scanner,
tablets, etc.

iii) The interoperability of the MES functions that can be
guaranteed only if all the functions are implemented

4 http://www.vdi.de

within the same software package or if a flexible
alternative is available.
As well, it should be noted that the last gap is the one to be
fulfilled within the eScop project approach [1].

B. Interoperability

1) Communication

Communication is defined as the action of exchanging
information. Additionally, in the field of information
technology, the communication is seen as a protocol for the
exchanging the information. The increased demand of such
protocols led to founding the W3C (World Wide Web
Consortium) by Tim Berners-Lee at MIT in 1994 [16]. At that
time, the W3C presented the HTTP (Hypertext Transfer
Protocol) protocol. Since then, the W3C has provided various
amount of communication protocols for different use. On the
other hand, in the same era, OASIS (Organization for the
Advancement of Structured Information Standards) provided
an architecture for managing the web services such as the so
called SOA (Service Oriented Architecture) [17], [18].
Accordingly, it was considered as an advantage for industrial
devices to support the SOA architecture. Moreover, the SOA
exploits the DPWS (Devices Profile for Web Services) for web
services discovery and management [19]. The DPWS is based
on WSDL (Web Service Definition Language). In parallel to
that, W3C provided REST (REpresentation State Transfer)
definitions for the web services. REST is based on HTTP
request/response method. The request for REST services can be
seen as the CRUD (Create, Read, Update and Delete) term.
REST represents web resources using a uniform set of
"stateless" operations. Furthermore, REST architecture
supports several different data formats as e.g. XML, HTML,
plain text and JSON. Although REST is not standardized yet, it
features light weight processes and fault-tolerant [20].

2) Semantics and Knowledge-Based Systems

Knowledge Representation (KR) and reasoning is a branch of
Artificial Intelligence that describes and analyses human
reasoning behaviour to support formal calculation and
deduction. It defines symbols and languages that allow
formalising knowledge in a precise semantics [21]. In other
words, KR allows the definition of the logical consequences
that are understandable and automatically derivable by
computer systems with reasoning algorithms [22]. A key point
in the knowledge formalization is the choice of the formal
language, which must be sufficiently expressive to allow the
description of the domain of interest and efficient enough for
(1) not requiring too long reasoning time and (2) ensuring
decidability [23]. The container of KR formal descriptions is
usually called a Knowledge Base (KB), which stores complex
structured and unstructured information through a finite set of
propositions on the domain of interest written in the chosen
language. KBSs (Knowledge-Based System) include both the
syntax of the domain of interest (i.e. definition of rules to define
acceptable interpretations of propositions) and a set of operators
that provide a meaning or a value to the propositions [24]. On
the other hand, KBSs offer a distributed data structure,



contrarily to databases that provide a fixed data one [25]. They
answer to different data needs and it is the main reason for the
origination of knowledge bases as an alternative to the
traditional hierarchical and relational databases: the KR should
not follow a tabular structure with rows and columns, but it is
more convenient to use object modeling with a hierarchy of
classes, subclasses, relationships and instances. As described in
[26], these features are perfectly provided by ontologies.

In literature, ontologies are defined as explicit specifications of
a conceptualisation [27] for a shared understanding of
information [28]. In particular, a domain ontology is an abstract
representation of reality within a certain scope. Ontologies are
the natural candidates for implementing KBSs, because they
formalize knowledge about a domain improving expertise
reusability in knowledge based systems [29]. By their nature,
ontologies do not have a specific application domain, but they
may be the means to represent knowledge in any domain, in
order to make it shared, explicit and formal. In particular, in the
manufacturing domain, ontologies have a high potential
application for unambiguous communication, to create a shared
terminology and semantic alignment, meta-data in
computational form for the information infrastructure [30]. The
uses of ontology in the manufacturing domain could be several:
from the knowledge sharing and reuse, to supporting
interoperability in different systems.

The advent of modern smart technologies and distributed
control in manufacturing environments has brought to light a
promising application of ontologies. In fact, a production
system consists of different independent and smart modules that
are aware of the capabilities that they can offer to the system
but do not have any knowledge on the role they have to play
together in the production from a systemic point of view [31],
[32]. Ontologies are the perfect means for providing such kind
of knowledge to distributed control architectures. In fact, in
centralized control architectures, the different system
components do not need control information on the role. Instead
of that, they have inside the system: the logics of the system has
been integrated in the design of the system. On the contrary,
distributed control is made of smart components that act as
independent elementary modules that perform their local
control and require a centralized representation of their role in
the system. This role must be formalized through a shared
representation of the domain, characteristics that are supplied
by ad hoc ontologies [33]. The modular approach of this kind
of production systems allows to reduce building, ramp up and
reconfiguration time of manufacturing automation systems
significantly, because when a module is removed, modified or
included, the knowledge of the system - on which the control is
based - is easily updated.

The available semantic languages that can be used for
implementing ontologies are several, each of them
characterized by different syntax, reasoning capabilities and
complexity among other features [34]. A comparison of
semantic languages against a set of collected requirements from
the manufacturing domain is found in [23]. The languages that
are advised for this domain are the OWL® (Web Ontology
Language) and the OWL sublanguages (Lite and DL). They are
based on RDF® (Resource Description Framework) and are able

3 https://www.w3.org/TR/owl-ref/

to represent semantic information in a simple and meaningful
manner (through the so-called Triples: Subject-Predicate-
Object). They can be queried with the SPARQL language
(recursive acronym for SPARQL Protocol and RDF Query
Language) to retrieve the information stored in the KBS [23].

C. OKD-MES

Referring to the previous subsections, a particular approach for
the implementation of the MES was proposed. This approach
aims to provide high level of modularity and re-configurability
for the MES solution and underlying automation field layers.
The approach combines the capabilities of embedded devices
and web services with the advanced approach for the
knowledge management and will be referred further as Open
Knowledge-driven MES (OKD-MES).

The OKD-MES provides a reference architecture including 4
core layers: Physical Layer (PHL), Representation Layer
(RPL), Orchestration Layer (ORL), Visualization Layer (VIS),
and a layer of loosely-coupled deployable MES functions as can
be observed on Figure 1.

uoponpo3e
Suppredsid

EERTINENS
JuswageueN
Joqe

Figure 1 - OKD-MES concept [1]

The PHL addresses the problem of integration of factory
shop-floor equipment to the OKD-MES ecosystem. PHL is
deployed in the form of RESTful web-service enabled
controllers. The PHL devices expose the contract and related
services required to interact with the controlled equipment. As
well the part of discovery mechanism is implemented in PHL
allows to keep the system representation in sync with the real
world.

The RPL hosts a manufacturing domain ontology that serves
as semantic representation of the production systems, that is
instantiated for the specific industrial application case. As such,
it offers the capabilities of ontologies presented in section B2:
allowing interoperability and knowledge sharing along cyber-
physical systems in the OKD-MES [35]. Having a knowledge
base in its core, the RPL is capable for some complex data

© https://www.w3.org/RDF/



querying and possibly reasoning. Considering the
implementation  independent service and capabilities
description the RPL allows an interface for a dynamic
dependency injection. In addition to the ontology, the RPL
implements part of discovery mechanism which interacts with
PHL devices, through the ontology service that exposes the
ontology as a service on the web service architecture.

The coordination task in OKD-MES is resolved by
orchestrators in the ORL. The orchestrator is capable to execute
service compositions based on abstract process definitions.
Such definitions can be resolved in interactions with RPL to
executable service invocations which are handled by ORL. The
process definitions are also defining the error and emergency
handling in OKD-MES.

The Visualization Layer provides a generic interface between
the users and the application. Each OKD-MES component can
use declarative Ul (User Interface) definition which will be
materialized to a web application interface by VIS. The
declarative definition allows a dynamic UI generation based on
user specified rules.

The four layers mentioned above are providing the ground
for implementation of MES functions. Technically, any MES
function can be defined as process definition with
corresponding UI. Unfortunately, such approach will lead to
overcomplicated process definition and will reduce systems
performance due to natural compromises between the flexibility
and performance. In order to improve performance, the layer of
loosely-coupled MES functions was introduced. Such layer
enables implementation of the independent, discoverable
modules which provide certain functionalities to be used in the
OKD-MES. Such modules are exposing services to be injected
to the other OKD-MES components using same approach as the
one for PHL.

III. MES PLATFORM ARCHITECTURE

Lately, with the available computational resources, the
manufacturing system’s installation, configuration and running
costs and time have been significantly reduced. This research
work presents a dynamic, flexible and reconfigurable platform
for providing the MES functionalities for a manufacturing
system. The platform employs the KBS and RESTful web
services to allow dynamic and autonomous interaction of the
components in the manufacturing system. With such solution,
it is expected for the manufacturing system to be used as a
distributed solution or cloud application.

The suggested platform allows the user to define particular
MES functions. According to the user needs, MES functions
may provide web services. Accordingly, these services might
require some logical or arithmetical calculations. While the
calculations might be defined in the form of the functional
scripts. This section presents the structure of the platform and
defines the workflow of the platform. The section consists of
four subsections; in the first one, the components of the
platform are described. The second subsection presents the
ontology model that has been used for building a knowledge-
based system. Meanwhile, the third subsection shows the
interactions with the provided solution. Finally, the forth
subsection provides a case scenario as a proof of the concept.

A. Components

As the majority of web applications, this MES functions
platform provides its own services through the web. As well, it
is designed to be configurable in running time manners.
Accordingly, the platform needs to have an interface with the
external environment and systems. Moreover, it has to possess
some capabilities to persist internal information. Moreover, the
platform should provide the consumers (the manufacturing
system) with a specific functionality. The mentioned
requirements are satisfied by the following modules: Service
Manager (SM) facilitates the interactions with the environment,
Ontology Manager (OM) provides the tools to persist the
internal information and Function Manager (FM) enables the
processing of the information in the system and provides the
binding to the corresponding interfaces. Some information
about the component design is presented in following
subsections, and implementation details can be found in
subsection D.

MES Functions Platform

Function Manager

Services Manager

Functions Scripts Ontology Manager

ey
Knowledge

Engine

script 1

script 2
JJSON -

scnbt N

(Services
Composition
and
Decomposition

Unit) Processing Unit (PU)

Figure 2: MES platform architecture

1) Service Manager

SM (Service Manager) provides the platform with a proper
interface for the communications. The SM contains two main
components; RESTful interface and SCDU (Services
Composition and Decomposition Unit). The RESTful interface
supplies the SM with the API (Application Program Interface)
capabilities to provide and consume the RESTful services. The
SCDU decomposes received RESTful requests or received
responses for certain requests. Similarly, it composes the
responses for the requested services or for the requests which
the platform requires. As a result, SCDU provides the mapping
between the knowledge structures used within the system with
the generic RESTful concepts. As shown in Figure 2, SM
transforms the incoming requests or returned responses into
object notation and then passes it to the function manager for
further actions. As well, SM allows the reversed flow where the
objects defined in the Function Manager are transmitted
through the SM to the RESTful environment.

2) Ontology Manager

Re-configurability and flexibility are considered as the main
features of the proposed approach. Thus, the MES platform
employs the KBS. As many KBS based on ontologies, the
current approach requires the model to be defined. After that,
the user can populate the model with information relevant for
the application case. Within this approach, the ontology is
managed by a specific component — the Ontology Manager. The
OM provides the platform with the proper information via



querying and updating the information model. Thus, the OM
enables SPARQL-based services for providing the required
functionality.

3) Function Manager

Finally, the third main component in the platform is the FM.
The FM provides the platform with processing unit for
managing the functional scripts. As well, the FM contains the
functional scripts which are used to provide MES functionality.
The functional scripts are defined by the user on system
configuration with regard to the particular use case
requirements. Besides, the FM binds the other managers (SM
and OM). The FM contains the core of the MES functions
platform which is called PU (Processing Unit). The PU
provides the runtime environment for the functional scripts.

B. Ontology Model

The ontology model supplies the platform with the required
information, i.e. configurations, services and functional scripts
accessibility. As presented in the previous subsection, the
ontology model is managed through the OM. Figure 3 shows
the ontology model for the platform. It contains the following
main classes: OkdMesLayer, Configurations, MesFunction,
Service, functionalScript and Parameter.

Configurations

STRING cedistori
STRING fiepcstomd name
STRING = 1 host

OkdMesLayer

deviceCatalogueUrl
phiEvents
eventListenerUrl

hasService
hasMesFunction
0..*
Service
STRING
url STRING
method STRING
reqBody STRING
reqParam  |STRING
regQuery |STRING
resStatus | INTEGER
resBody STRING

id [STRING
name [STRING

Parameter
STRING
type [STRING

STRING ‘ hasFunctionalScript
name |STRING

STRING

Figure 3: The ontology model

The OkdMesLayer class holds the information about the
accessibility of the platform. This class includes four datatype
properties; id, name, host and port. OkdMesLayer is linked to
Configurations, Service and MesFunction classes using
needsConfig, hasService and hasMesFunction object properties
respectively. The  Configurations class allows the
OkdMesLayer class to hold configuration parameters regarding
the other components in the manufacturing system. It contains
deviceCatalogueUrl datatype property for exploring the
manufacturing system services. phlEvents datatype property for
providing a list of events which the platform should subscribe
to. Finally, eventListenerUrl datatype property for determining
the URL (Unique Resource Identifier) where the platform will
receive notifications of the PHL events. Then, the second link
connects the layer with the web services. This means that the
platform might have some service instances which are not
related to the MES functions.

Thirdly, the MesFunction class includes two datatype
properties: id and name. The MesFunction class is linked to

Service and/or  FunctionalScript via hasService and
hasFunctionalScript object properties, respectively. This
means that the MES function could have background functions
which run without a request from a service. Similarly, it can
serve certain services without having a background functions.
Then, the Service class contains eight datatype properties; id,
url, method, reqBody, reqQuery, reqPram, responseStatus and
responseBody. As a RESTful service, the ur/ and the method
are used for routing and validating the correctness of the
request. reqBody, reqParam and reqQuery hold the request
information. Meanwhile, the resStatus and resBody represent
the response for the requested service. In this context, the
resStatus defines the response http status code. It should be
noted that the value of the resStatus plays a role in the response
of the received requests. More illustration is presented in the
next subsection. The Service class is connected to the
FunctionalScript class by hasFucntionalScript object property.
The FunctionalScript class represents a logical and/or
arithmetic set of operation which might be called by a service
invocation or as a background function. The FunctionalScript
class includes three datatype properties; id, name and url. The
name is used for calling the function while the ur/ presents the
accessibility for the function script. In this way, the function
script can be a cloud resource which is requested once it is
needed. Then the FunctionalScript class is linked to Parameter
class using hasParameter property. The Parameter class
consists of name, type and value datatype properties. This class
is used for two reasons:

1. for passing parameters to the functional scripts.

2. for storing variables in the platform where functional

scripts can share data.

C. Interactions

The interactions of such an approach can be seen from two
different points of views. Firstly, how the user will setup and
run the platform. Secondly, how the platform will provide
functionality to the manufacturing system. In this subsection,
an illustration is provided for demonstrating the two integration
scenarios.

1) Setting up the platform

Alike of any application, the MES platform requires a setting
up before the user can run it in the manufacturing system.
Therefore, an elucidation of the activities which the user should
conduct for running the platform is presented in Figure 4.The
user starts by applying a study of the feasibility of using MES
functions platform in the manufacturing system. Once it is
feasible, the user is subjected to populate the ontology model
with proper instances. In this stage, the user is entitled for
defining the web services that are required for the platform to
serve. Moreover, the user determines the functional scripts that
the platform requires. After wards the user uploads the
instances to the platform.



Engineer

’

Study the cases where the MES functions are
appropriate to be involved

MES Fucntions platform

T
is it feasable to use MES fucntion(s)?

“NU—O—ves
Populate the ontology model
L ,{ Upload Ontology instances ]

[S(udy if the Functional scripts are avallableL D |

Je
N°<\F

Desing fanctional scripts for
manufacturing staudy case

System is ready ,|<

~J| Update the platform
D
Run the platform
D

@~

Figure 4:Setup activity diagram

Thereupon, the user examines the existence of the functional
scripts. For instance, these functional scripts could be
algorithms for optimization or KPI (Key Performance
Indicators) formulas. Consequently, the user updates the
platform. The update might be URLSs for these functional scripts
in the ontology instances or code scripts that need to be
uploaded to the platform. Finally, the user runs the platform
since it is populated with ontology instances and functional
scripts.

2) Run time work flow

The second integration scenario addresses the runtime flow
work of the platform. Once the platform is set on running mode,
it subscribes to all events in the Configurations class in the
ontology model.

The subscription of PHL events are an option of the user design
to handle PHL information. An example can be seen in resource
status and allocation MES function. The status of PHL
resources is propagated through events notification. The
sequence of the subscription of the PHL events is shown in
Figure 5.
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Figure 5: event subscription sequence

The subscription starts with reading the configurations of the
platform. Afterwards, the FM requests the SM to perform

subscription services for each eventID in the configuration of
the platform.

Figure 7 presents a request-response life cycle in the platform.
An application, orchestrator as an example, sends a request
message to the platform. The request message reaches the SM
first through the interface. Consequently, the SM sends a
notification to the FM informing that a new request message
has been received. Figure 6 presents the notification body of the
service request.

{

"serviceurl":"/performance-analysis/KPI-1",
"serviceMethod":"GET",

"serviceBody":{},

"serviceParams":{},

"serviceqQuery":{}

Figure 6: SM notification

The PU which is the core of the FM generates a SPARQL query
to validate service.
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Figure 7: Run time work flow

The validation of the services is combined within the KBS. As
highlighted in the previous subsection, the user defines all the
services which the platform will serve. Therefore, the service
validation can be extracted from response of the SPARQL

query.

PREFIX MESF:<http://www.fast.tut.fi/MESF#>
SELECT ?Funscr ?resStatus ?resBody ?s
WHERE {

?s MESF:method "$ServiceMethod".

?s MESF:url "$serviceurl".

?s MESF:hasFunctionalscript ?Funscr.

?s MESF:resstatus ?resstatus.

}

Figure 8: validation SPARQL scripts

Figure 8 shows the SPARQL query which is used for validating
the request. As shown, the SPARQL query returns the service,
functional script, response status and response body of the
provided service URL and service method. The result of the
query could return empty result in the case where the URL and
method are not matching. The empty result leads for not found
response. On the other hand, the non-empty result means that
the requested service is registered in the platform. depends on
the resResult datatype property, the platform takes its action.
For instance, if the resStatus datatype equals 0, then the PU



responds to the requested service with the result of the
functional script that the ontology manager provided.
Otherwise, the response is directly provided by the result of the
resBody of the ontology manager’s results. An example of the
implementation is illustrated in the next subsection.

D. KPI case-study

In order to demonstrating the usage of the platform, an example
of deploying the Performance Analysis MES function is
illustrated in this subsection. In this scenario case, the
performance analysis MES function performs the following
activities:

1. It measures continuously the exploitation ratio of a
resource in the PHL as presented in (2).

2. It serves a GET method for retrieving the utilization
efficiency KPI which is defined in ISO 22400-2:2014
standard.

It is important to note that the device uses eScop PHL event API
template which is shown in Figure 9 in this scenario case.

Tbusy = Z Trate —Busy-Idle 1
Tt tal

KPloxvpioitation = TO < X 100% ?2)
busy

Where,
T tdte —busy—iaie: the period that the resource has been in the busy state.

Thusy- the summation of the periods which the resource has been in busy state.
Toow: the total period of time since the system is running.

"id":"statechanged”,
"resourceID" Robot
1astEm1tt?d 1466679151934

IDLE",

good",
:"1466679179807"

Figure 9: PHL events format as provided by eScop

As appears in Figure 9, the received event form the PHL follows
the eScop templates for event. The id and resourceld represent
the event ID and the event publisher ID respectively. The
lastEmitted provides information about the last emitting of the
event. The format of the time in milliseconds since 00:00:00.00
01/01/1970. The specific information of the event is held in the
payload. In this manner, the v key maps the value of the
resource stat, q for the quality of the value and t for the current
time once the event is issued.

To do so, the MES functions should subscribe to the resource
state change event in the PHL. In this context, the platform
requests from the device catalogue (deviceCatalogue datatype
for Configurations class in Figure 10) the specific URL of the
subscription. The platform subscribes in PHL by providing the
notification URL for the event (eventListenerUrl datatype of
Configurations class in Figure 10).

7 https://nodejs.org/en/

MESF Configurations
id [MESF1 —needsConfig—{ deviceCatalouge | http://localhost:8300
name| MESF1 phlEvents Rob1_StateChanged
host |localhost eventListenerUrl |/event-listener
port |8080
EventListener
hasMesFunction hasService id eviLst
url /event-listener
PerformanceAnalysis method |POST
id [PA reqBody [true
name|PA reqParam
hasService resQuery
| resStatus |200
ResExpRatioService resBody
id rer§ hasFuncli]unaIScripl
url /kpi/Robl
method |GET measureBusyTime
reqBody [false id Tmbt
reqParam | false ——name| measureBusyTime
resQuery |false url | http://localhost:3030/mbt
resStatus |0 T
resBody i R _m hasParameters
hasFunculonaISmpt eventBody
calculateKP! name [eventBody
id [ckpi type |input
name |calculateKPI dataType |object
url  [http:/localhost:3030/ckpi value
totalBusyTime
KPIValue name | Tbusy
name  kpivalue hasParameters ype variable
type output dataType [float
dataType |float value  |xx.xx
value

Figure 10: Performance analysis case scenario

With reference to this, the platform performs the functional
script which is shown in Figure 10. Each time the platform
receives an event with stateChanged id and the status is /DLE.
The functional script performs the arithmetic equations 1 and 2.
The OM.setParameter and OM.getParameter are embedded
functions for manipulating parameters in KBS. It has to be
noted that the functional scripts are in JavaScript language
because the platform has been built using Node.JS’.

}f(event.'id == 'statechanged' && event.payload.status == 'IDLE')
var busypPeriod = event.lastEmit - event.payload.time;
var busyPer1ods = OM. getParameter(Tbusy) + busyPer'lod
var T_total = OM. getParameter( T_total’);
OoM.setParameter('Thusy' busyPermd s);

N OM.setParameter(’ KPIValle' ,100*T. toa]/T busy) ;

Figure 11: measureBusyTime functional script

Then the platform responds with the KPI value once the GET
KPI service is invoked. The service uses calculateKPI
functional script (see Figure 12).

| return OM.getParametervalue(parameterid); |

Figure 12: calculateKPI functional script



IV. DISCUSSION

The application of the proposed approach for the
implementation of OKD-MES system is expected to enhance
system capabilities. As was already mentioned, one of the
primary goals was to increase the flexibility of the system.
Usage of the proposed framework allows the dynamic system
reconfiguration as the functional requirements and
corresponding components are being bound in the runtime. The
dependency injection mechanism outlined in the OKD-MES
concept was improved and implemented in the presented
platform. In combination with the ontology based configuration
and communication in the system it enables “cooperation
without coordination”. As result independent, community
driven evolution of the platform functionality is enabled.
Considering that the design of the system is based on the open
and widely accepted web standards, is technology agnostic and
is enabling the proper isolation of abstraction levels some of the
technical and social challenges of the platform acceptance are
addressed and possible developer community is broadened. The
modularity of the system encompasses the small steps
migration from the conventional MES solutions to OKD-MES
and possible further organic improvement of the systems.

The benefits of the presented approach cost some drawbacks
and introduce some challenges. One of the most important
drawbacks is the increased demand in computational resources
to maintain the performance of the system. As any loosely-
coupled system, current, OKD-MES platform has
communication and configuration overhead, comparing to the
tightly-coupled analogues. Furthermore, the late binding based
on the ontology increases its complexity, making the process
more resource demanding. Another challenge is the security of
the system. Usage of widely accepted web standards and
internet based communication leads to an increased amount of
vulnerability points in the system. Besides the technical
security, there is a wider challenge to overcome the “digital
angst” — overall scepticism towards the web, which is especially
strong in the established domains such as manufacturing.
Finally, to exploit all the benefits of the proposed platform there
is a need to modify the paradigm in the development of
surrounding systems. For example, the controllers in the
manufacturing lines should expose more metadata about
themselves, and provide the functionality of the higher level of
abstraction.

In opinion of the authors, the advantages of the proposed
approach are addressing emerging needs in growing factory
information systems, while some of the drawbacks and
challenges are showing a trend to be resolved by the advance of
technology and overall digitalization in all domains of human
life.

V. CONCLUSION

The article has described an architecture for implementing MES
systems. The presented architecture is expected to serve the
manufacturing systems through MES functionalities. The
platform showed an easy configurability and flexibility in terms
of setting up by the user. Moreover, it addressed the genericity
of serving different manufacturing systems. Since the platform
relies on Node.jsplatform, the installation is expected to simple
and fast.

Future work should address development of relevant business
models to support OKD-MES principles as migration towards
knowledge-driven approaches would require rethinking
established industrial practices. The change would need the
actions on all the levels of OKD-MES architecture, starting
from the controller devices in charge of industrial enjoinment
to the higher level information systems, where the shift from
data bases to knowledge bases should be performed. This would
require development of new methodologies to include proved
methods and powerful and easy-to-use tools. However, the
authors believe that the development of such tools and methods
will be growing and supported due to broad availability of
developers and experts working with the web standards, which
are also in the core of the presented architecture. Also, well-
established tools are available form general software
engineering discipline. Those tools can be easily adopted in the
field of industrial automation.
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Abstract

The literature on the modeling and management of data generated through the lifecycle
of a manufacturing system is split into two main paradigms: product lifecycle management
(PLM) and product, process, resource (PPR) modeling. These paradigms are complementary,
and the latter could be considered a more neutral version of the former. There are two main
technologies associated with these paradigms: ontologies and databases. Database technology
is widespread in industry and is well established. Ontologies remain largely a plaything of the
academic community which, despite numerous projects and publications, have seen limited
implementations in industrial manufacturing applications. The main objective of this paper
is to provide a comparison between ontologies and databases, offering both qualitative and
quantitative analyses in the context of PLM and PPR. To achieve this, the article presents
(1) a literature review within the context of manufacturing systems that use databases and
ontologies, identifying their respective strengths and weaknesses, and (2) an implementation
in a real industrial scenario that demonstrates how different modeling approaches can be used
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for the same purpose. This experiment is used to enable discussion and comparative analysis
of both modeling strategies.

Keywords Ontology - Database - Comparison - Data modeling - Product lifecycle
management

1 Introduction

The advent of computer science and information communication technologies (ICT) in
diverse fields such as manufacturing, healthcare and smart cities has improved the manner in
which information is created and exchanged between multiple stakeholders [1]. Furthermore,
paradigms such as service-oriented architecture (SOA) [2] and cloud computing (CC) [3] can
be implemented in order to permit the remote access, storage and manipulation of resources.
These can be physical or cyber resources, which are, in turn, mapped to different physical
elements such as industrial equipment or measuring devices. This is achieved through the
modeling and management of data. More precisely, any domain that can be described within
a data model may use models as engineering artifacts for different purposes, e.g., simulation,
inference, monitoring and control.

Nowadays, in the case of manufacturing systems, databases seem to be the most com-
mon technology used by organizations in order to represent, store and share information
[4] with databases currently being used for product lifecycle management (PLM) and prod-
uct, process and resource (PPR) data modeling [5,6]. Databases are widespread in industry
and are more established than ontologies as a means for representing system knowledge
[7]. Nevertheless, the design of ontologies for this domain has, in the last decade, gained
momentum—_particularly in academia. This is evidenced by the increase in published research
on this matter in various research portals [8].

Selection of data modeling approach should depend on the needs and desire of end users.
However, such decisions are frequently made by software engineers who tend to select a
solution according to their knowledge and experience, tending toward those that they are
comfortable with. The authors of this paper consider there to be a lack of comparative
studies that offer sufficient means for deciding between the employment of ontologies and
databases, particularly for those unfamiliar with the former. Some of the few existing studies
can be found in [9,10]. However, such works need to be supported by research that provides
representative examples to enable a comparison of the capabilities of both technologies within
the context of the requirements placed upon them. It is important to state that other knowledge
representation (KR)-based solutions, such as production rules or frames, are used in industry;
this work considers that, based on contemporary trends, the prominent technologies to be
compared are ontologies and databases.

This paper aims to present a qualitative and quantitative comparison between ontologies
and databases, demonstrating some of the capabilities of each technology when facing the
same issue in the context of manufacturing systems. The main contribution of this article is to
provide a study that permits an assessment of the strengths and weaknesses of both technolo-
gies for a specific domain—manufacturing systems—which requires robust technologies for
storing, accessing and updating data dynamically, at runtime. To achieve this, this research
presents a concrete and industrial use case whereby a manufacturing system is described
within different semantic models to be accessed and updated. Further, this paper addresses
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real-world benefits of both data modeling technologies and discusses a set of research ques-
tions that need to be answered.

The rest of the paper is structured as follows: Sect. 2 presents a literature and industrial
practices review within the scope of this research. More precisely, the review contains an
introduction to data modeling and management as well as the definition of ontologies and
databases, including a classification and introduction of their main principles. Finally, there
is also a description of state-of-the-art transformation solutions. Section 3 describes the
methodology that has been followed in order to achieve the reported results. Section 4 presents
the test environment that has been designed for the required implementation of this research.
Section 5 presents the use case that has been applied to obtain both qualitative and quantitative
results for the comparison between ontologies and databases. Section 6 presents and discusses
the results with Sect. 7 concluding the article and identifying future directions.

2 Literature and industrial practices review
2.1 Data modeling and management

A vast amount of data are currently generated throughout the product realization process—
from design, through to process planning, and then on to manufacturing system design and
engineering. Prior to the emergence of the present-day engineering software, models were
limited to those instantiated within the physical world, such as mock-ups and prototypes for
testing products and processes, as well as some digital versions such as spreadsheet-based
calculations to predict costs and cycle times [11]. However, the amount of complexity in
a typical manufacturing system has increased due to the emergence of more sophisticated
technologies (both within products and manufacturing systems), requiring the expertise of
multiple domains for realization. In addition, there is an ongoing paradigm shift toward
mass customization and product personalization [12,13]. These factors are the cause of an
exponential rise in the amount of data that are now generated by the manufacturing industry,
with sources ranging from customer requirements to production systems and the supply chain
[14].

Although much can be gleaned from these data, it is necessary for it to be managed and
analyzed, to allow maximum value to be extracted from it. Some data are generated from
physical systems during operation; however, a considerable amount of data are also generated
through the modeling of products and systems. This is done in order to support design activ-
ities and to understand the interactions of components—carrying out simulations to predict
performance, and visualization to communicate requirements and the desired outcome.

To help manage these data, the key paradigm, recognized as state of the art by the industry,
is PLM. PLM manages the storage and exchange of information supporting design and engi-
neering, and integrates it with business processes [5]. PLM is envisioned to allow stakeholders
to make data- or information-driven decisions throughout the lifecycle of the product. The
implementation of PLM is intended to create a so-called unbroken “digital thread” that pre-
vents the loss of information and ensures that the data are an up-to-date, truthful representation
of reality. PLM software acts as a hub or platform that brings together a suite of engineering
tools and business processes. Relational database management systems (RDBMS) are a core
part of all major, existing, PLM platforms and are renowned for their scalability and stability
[15]. However, with the exponential rise in the volume and type of data that now need to be
managed by such systems, the efficacy of RDBMS is called into question, particularly within
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the context of adaptability, expressiveness, interoperability and extensibility [10,16,17]. To
continue to support the industry, it is vital for some form of PLM to continue to exist; how-
ever, with the increasing complexity and demands on such systems, it is necessary to consider
whether new data management and modeling techniques are required.

2.2 Ontologies
2.2.1 What is an ontology?

The word “ontology” has different meanings depending on the context. Firstly, there is the
philosophical discipline which is an uncountable noun written as “ontology,” which deals
with nature and the structure of “reality” [18]. Aristotle dealt with this subject and defined
ontology as the “science of being.” Unlike the scientific ontology, this branch of metaphysics
focuses on the nature and structure or reality independent of how this information would be
used.

Contrastingly, the use of ontologies in this research stems from the field of computer
science, where it refers to a type of information object. An ontology is a form of KR and is
defined by Gruber [19] as “an explicit specification of a conceptualization” while Borst [20]
extends this definition to “formal specification of shared conceptualization.” Ontologies are
a form of KR for a given domain that uses formal semantics and can be used to arrange and
define a concept hierarchy, taxonomy and topology.

Ontologies can be accessed for querying and/or modification purposes and they can be
implemented using several semantic languages [21,22]. Resource description framework
(RDF)-based languages remain dominant, using XML as the syntax option for writing expres-
sions. RDF-based models (e.g., RDF graphs) are sets of triples composed of a subject, a
predicate and an object. The Ontology Web Language (OWL) [23] is a description language
that extends RDF with cardinality constraints, enumeration and axioms, enabling the creation
of richer and more accurate models. OWL comprises three sublanguages: OWL Lite, OWL
DL and OWL Full, in order of increasing expressivity, respectively. OWL 2 extends OWL
with additional features, including extended datatype support and annotation capabilities.
However, OWL remains the prevalent ontology language, with a large number of supporting
editors.

The information from OWL models can be queried using an RDF-based query language
such as SPARQL [24]. In addition, SPARQL Update [25] can be used for retrieving and
updating ontological models. Rule-based languages such as the Semantic Web Rule Language
(SWRL) [26] can be employed within ontologies. These rules are defined on top of such
ontological models, as presented in [27]. Through the use of rules and RDF triples, semantic
reasoning engines can infer implicit knowledge and validate the consistency of a model
[28,29].

2.2.2 Types of ontologies

There are different types of ontologies, as reported in [30], with two main criteria that are
used to categorize them: the level of formalization, and the level of specificity. In the for-
mer, there exist “lightweight” and “heavyweight” ontologies, while in the latter, there exist
“foundational,” “core,” and “domain” ontologies.

— Levels of ontological formalization: Lightweight ontologies are based on simple tax-
onomies with simple parent child relationships between concepts [31]. Examples of this
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type of ontology include WordNet [32], and a number of international standards within
the context of product data management, such as STEP [33]. This type of ontology has
limited concept constraints such that their semantics are insufficient to support interop-
erability, i.e., to integrate different domain models [34]. To address this, particularly for
the STEP format, the ONTOSTEP ontology was developed, which addressed the lack
of logical formalism of EXPRESS so that reasoning and semantic operability could be
realized [35]. Thus, heavyweight ontologies describe concepts, relationships and logic
constraints for automatic prediction and logical inference.

— Levels of ontological specification: Foundational ontologies aim to cover the semantics
of “everything” and therefore cover the semantic base for any given domain. Examples
of foundational ontologies include DOLCE [36], and the Basic Formal Ontology (BFO)
[37]. The concepts in foundational ontologies are generic and as a result are often too
broad to be used in a practical engineering context. Core ontologies are limited in the
literature and sit at a level of specificity between foundational and domain ontologies.
The objective of core ontologies is to cover a set of semantics that are shared across
multiple domains [38]. As a result, they lend themselves to reuse and are of particular
importance within the context of interoperability. Domain ontologies have the greatest
level of specificity and, due to their focus and distinct semantics, interoperability between
domain ontologies is challenging. Within the context of supporting manufacturing system
lifecycles, it is therefore incumbent on the domain ontology development team to identify
domain touchpoints and to ensure that links and mappings exist between the relevant
concepts.

2.2.3 Ontology development methodologies

As a result of over two decades of development and learning, a number of methodologies
have evolved to support the development of ontological models from the modeling process
through to implementation and use. In 1994, the U.S. Air Force defined an ontology method to
structure semantic information modeling called IDEF5 [39]. An ontology acquisition process
was developed based on five basic steps [40].

1. Organizing and Scoping of Project: The structure and content of the project is described
in this part and the main objectives of ontology development are clearly specified.

2. Data Collection: The raw data are defined and classified to enable the development of the
ontology and the data collection methods are summarized from different domains.

3. Data Analysis: This part is used to analyze the existing data material to establish an initial
ontology for knowledge engineers and the domain developer.

4. Initial Ontology Development: By developing prototype ontologies, ontology classes,
properties, attributes and relationships are refined and given detailed specifications.

5. Ontology Refinement and Validation: This phase integrates the known information with
the ontology. Through a refinement procedure, ontologies are summarized in specification
form for evaluation by domain experts.

Based on the IDEF5 methodology, [41] a documentation stage is added to standardize the
ontologies and to support the foundation for future ontology development. METHONTOL-
OGY introduced the iterative development of an ontology, with a focus on maintenance [42].
Reusing knowledge from existing ontologies forms part of a seven-step guide for ontology
creation by Noy and McGuinness [43]. Other than the knowledge reuse aspect, the method
remains similar to what is proposed by [40]. An important conclusion derived by Noy and
McGuinness is that there is no single correct ontology for a given domain, despite following a
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common methodology. Determining whether the “right” ontology has been created can only
be done by using it in the application for which it was developed [44].

2.3 Databases
2.3.1 What is a database?

The concept of the database appeared following development of direct-access memory, i.e.,
immediately after stored computer data became feasible. The term database appeared in the
early 1960s, and since that moment, multiple database implementations have emerged [45].
The term database in computer science is understood as a structured collection of data [46].
This collection includes several kinds of objects, such as schemas, tables and queries, that
permit the representation of data to enable it to be interpreted and reused by computer systems
and by humans.

As the deployment, across multiple domains, of IT-based solutions for managing and
storing data has grown over the last few decades, specific types of databases have been
selected and implemented, according to the requirements of the field of application. The
authors suggest the following non-exhaustive expectations for a database in the modern
production environment:

1. Databases are expected to be medium sized, i.e., smaller than global social network
databases occupying the data centers around the world, but large enough to accommodate
all relevant production information.

2. Database models are expected to be of average complexity. Due to standardization of
the production processes and components, the allowed abstraction level can be relatively
high.

3. Database models are expected to be stable. This is because changes made to adequately
designed database models are only made in relation to significant changes in the produc-
tion.

4. Databases are expected to ensure data consistency, i.e., corrupt data should be spotted
early, while the failure is still recoverable.

5. Databases are expected to provide high data throughput, accessibility and robustness.
Basically, a database should not be a bottleneck of the production process.

The authors of this research work claim that, in the manufacturing domain, databases should,
at least:

1. be medium-sized models in order to easily manage, access and update them;

2. allow the description of static schemas, not affected by a highly dynamic number of
requests;

3. ensure data robustness and consistency;

4. permit the processing of multiple requests from/to different data providers and consumers
in parallel.

2.3.2 Types of databases

There are many ways to classify different kinds of databases as they can be differentiated
according to their structure, contents or application area. These characteristics affect inter-
related concepts such as data storage, organization and access. Data storage typically refers
to the number of levels of abstraction between the data and its representation in computer
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memory. The levels of abstraction add functionality to the database but increase memory
usage and, generally, the access time. The data can be stored in its binary form directly in the
database (DB) program memory, on a disk as a file in binary format, in DB-specific format,
or even in plain or marked-up text format. Furthermore, the stored data can be present in a
single place in memory or can be replicated across clusters.

Different organization approaches influence the storage and access options as well as the
performance and applicability of certain techniques for representing data. In turn, represented
data affects several aspects such as consistency, synchronization, redundancy and robustness.
Among the access options, the most common ones include direct access as well as several
querying languages, such as SQL [47], NoSQL [48] and some customized and/or proprietary
ones, such as Hyper Text SQL (HTSQL).! One of the main objectives of this manuscript is
to provide a qualitative and quantitative comparison between ontologies and databases. This
research considers relational SQL, NoSQL and graph databases [45], which can be mapped
to RDF-based models.

From the first databases that emerged in the 1960s, such as the network-based CODASYL
[49] or the hierarchy-based IMS [50], to the recent models, many different types of database
have been designed and implemented for diverse applications. It is important to note that
database engines are capable of handling specific types of databases. For instance, Oracle”
allows, as a primary data model, a relational database management system (DBMS). How-
ever, some database engines permit additional secondary data models or even multi-model
functionality, i.e., processing different database types as primary data models. For example,
while Oracle permits document store and key-value store as a secondary data model, the
OrientDB? allows the implementation of document store, graph DBMS and key-value store.

2.3.3 Database development methodologies

There are many methodologies that database designers and developers may follow in order
to create coherent and consistent data models [51-53]. As there are many different types of
databases that can be developed, it is not feasible to find a methodology that supports the
creation of any kind of data model, covering all the required steps.

Nevertheless, there are many common steps regardless of the database type being created.
Fundamentally, the development of a database model starts with a decision on terminology
for certain concepts such as entities, relationships, attributes and constraints. This convention
of terms is similar to the fourth step presented in the basic step list for designing ontologies
in the previous section. Following this step, is it necessary to check for any redundancy in
the model for simplification purposes [54].

2.4 Previous work on comparison of different approaches for data modeling

A number of works have been published that present some level of comparison between
ontologies and databases. In some cases, only a passing comment is made, while others
delve deeper. In order to demonstrate the value and contribution of this work, the authors
present what has already been discussed in this area alongside the remaining questions.
Ontologies differ from a database approach as their focus is on the preservation of meaning
to facilitate interoperability, whereas the main purpose of a database schema is to store and

1 http://htsql.org/.
2 https://www.oracle.com/database/index.html.
3 http://orientdb.com/orientdb/.
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query large data sets [9]. One of the most comprehensive reviews on the topic was presented in
[10], which aimed to clarify the differences and similarities between ontologies and databases.
Similar points were also raised in [55]. A summary of the conclusions made concerning the
differences are as follows:

— Design approach: Databases are created from scratch for a specific purpose, whereas
ontologies may be created by reusing existing ontologies. Although ontologies can also
be created from scratch to be used for a specific purpose, their inherent dependence on
semantics facilitates reuse for unforeseen applications—unlike databases.

— Manner of KR: Databases relies on closed world assumption (CWA), which means that the
assumption is that the model represents complete information. This has the consequence
that what is not known to be true, must be false. Ontologies, however, use an open world
assumption (OWA), whereby if a query does not return a result, the interpretation would
be that the information is unknown.

— Syntax: Databases utilize entity-relationship diagrams, which represent the logic of the
database, whereas ontologies are expressed in languages with which you can describe
logics. By extending this notion, semantic features are the underlying foundation of
ontologies, but are unimportant for databases.

There are also some similarities: the expressiveness of the respective tools resembles each
other to some degree (classes 2 tables, properties 2 attributes, and axioms 2 constraints).
Thus, we conclude that the key differences are derived from how the respective tools are
used: databases are for storing large data sets, while ontologies are focused on integrating
semantic data or exchanging information between heterogeneous systems. An example of
exchanging data between heterogeneous software is present within PLM [56,57]. As such, it
has been proposed that ontologies can make databases entirely redundant within this context.
This is because the conceptual model is stored together with the instances. Additionally,
when transforming the conceptual model associated with a database to physical and logical
models, there is an associated semantic loss [58].

In [59], a framework for representing functional knowledge within ontologies to retain
design intent is presented. The authors explicitly decide not to use databases specifically
because they have been known to hinder the reuse of documents due to the lack of semantic
constraints for functional knowledge. Within the context of the work, the authors define a
semantic constraint as a restriction that allows the description of a model that complies with
the conceptualization committed by the author.

Research that presented a comparison of databases and ontologies through implementation
within a medical data management system concluded that SPARQL, querying triple stores,
retrieved instance data via the Virtuoso Universal Server faster than SQL, querying arelational
database [16]. Comments were also raised concerning the usability of SPARQL versus SQL,
whereby the former adhered to a clearer standard which was not always the case for SQL-
capable systems. A further advantage of the ontological approach was its flexible schema
that could be extended without comprehensive system redesign. On the other hand, the
OWA offers no constraint validation, requiring implementation of this functionality in the
application layer.

Finally, in the scope of this research, Bizer and Schultz presented the Berlin SPARQL
Benchmark (BSBM) [60], which is a study of the querying performance on a variety of
different RDF and SQL-based stores via SPARQL and SPARQL-to-SQL queries. The authors
performed a set of queries where the data size and the number of clients (representing the
number of the end users) changed in order to add realism to the conducted tests. As a result,
the SPARQL-to-SQL rewriters slightly outperformed the RDF as the data set increased. It is
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important to highlight that the authors did not discuss the low-level specification of different
technologies used. An analysis of their experiment infrastructure would provide a benchmark
for comparing the results presented in this research work.

2.4.1 Transformation tools

Moving on from the comparison above, it is clear that there are some areas where the respec-
tive data modeling methods are complementary. A number of transformation tools have been
developed to allow the benefits of the respective approaches to be exploited. Such tools enable
the sharing and reuse of knowledge structures to support domain experts in addressing the
integration and analysis of existing data sets. Relational database-based conversion tools
serve as a method to facilitate ontology development by reducing development lead times,
examples include DB20OWL, RDB20Onto and OWL2DB [61].

— DB20OWL: DB20OWL is a conversion tool that can automatically generate ontologies
from relational databases via mapping database tables and description logic using OWL
DL language [62]. Based on their algorithm, database concepts are translated to a related
ontology component. For example, tables will be classes in ontology description; columns
and rows are represented by properties and instances; the relation in database schema is
relationship between domain ontologies. The advantage of this tool is that it can auto-
matically generate records for logging ontology mapping processes including (1) each
corresponding description for the ontology component, (2) the conceptual relationship
between ontology and database, and (3) the mapping history of instances and attributes
[63]. However, this tool depends only on a particular case or database table, and current
databases only support Oracle and MySQL due to limited metadata. In addition, data
mapping cannot occur across different databases to generate one ontology.

— RDB2Onto: The automatic generation of ontologies usually focuses on mapping a rela-
tional database with ontology concepts, such as, such as DB2ZOWL, D2R and R20 [64].
RDB20nto is an SQL-query-based RDF/OWL translation tool that can transfer existing
data to ontology templates using only SQL queries. In order to analyze XML schema in
an ontology template, data are merged to an ontology data format. This tool is developed
in the Java environment using the Sesame and Jena library, which support SPARQL to
connect an ontology with a MySQL database, but it can also be used for any other rela-
tional database. The advantage of this solution is its simplicity and ease of operation via
a visual user interface [65]. RDB2Onto also provides the ability to customize instances
and create decision-making rules through an ontology library. Unlike DB2OWL, this
approach cannot directly generate database instances to ontology. Furthermore, the main
components of this tool are the OWL Builder and the OWL Writer, which cannot preserve
the ontology structural constraints. Thus, this tool does not support reasoning tasks for
extending ontology with predication of rules.

— Others: There are solutions that permit transformation from OWL to relational databases
[66]. In fact, the work reported in [66] describes the main principles for mapping OWL
elements to relational database schemas within a specific tool, based on the OWL2DB
transformation algorithm. Furthermore, a qualitative comparison between similar trans-
formation solutions is provided. The research works compared are, predominantly, the
ones reported in [67-72]. The aforementioned articles demonstrate that the mapping
between ontology and database models is feasible and must be taken into account in
environments that employ both types of modeling approach. However, OWL2DB focuses
on a one-to-one class relationship and breadth-first search method. As a result, the per-
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Table 1 Research questions
about ontologies and databases

Research question

Requirements

What is the effect on
performance (as a set
of characteristics) as the
volume of data within
a given model is incre-
mentally increased?

How could database
models and ontologies
interact with each other
in a future scenario?

What is the perceived
difference in effort for
implementing and main-
tenance of a database
versus an ontology for
common applications?

Investigate the differ-
ences on processing
when using each tech-
nology. This should be
tool-agnostic and focus
on the performance
differences between
fundamentals of ontolo-
gies and databases

Investigate the
employment of
ontological models
in conjunction with
databases to sup-
port complex and
demanding needs of
ICT-based platforms

Evaluate the required
effort to create script,
model and resources
of each solution. In
addition, research about
the effort of modifica-
tion and maintenance
of models at different
phases (e.g., design and
operation)

formance of this tool is limited by the transformation algorithm. Depending on different
cases, this tool may not create all the relationships between tables or classes. Further,
knowledge can only be transformed in terms of OWL Lite syntax and a part of OWL DL

syntax.

3 Open questions and a methodology for comparing digital data

modeling technologies

The review of literature and industrial practices in the scope of PLM and PPR data modeling
led to the discovery of a set of unanswered questions. As shown in Table 1, this section
presents a set of research questions (RQs) and required research actions to address them.
These RQs are the starting point of this research. The following steps have been performed
to compare different data modeling technologies:

1. Model and environment design: This consists of the selection of the main methods and
tools for designing similar data models to describe and control the same system using
different data modeling technologies (ontologies and databases). The decisions and the
final environment that was selected for this research are described in the following sec-
tion; the decision has three core aspects: data collection, applications and tools, and test

environment.
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2. Implementation: This concerns the implementation of the test environment and the data
models. The completion of this step provides an experimental setup that permits the
assessment of different features of the data modeling technologies. In relation to RQ3,
this step illustrates some of the aspects of model implementation that require management.

3. Test and compare: This is the final step of the methodology. It involves testing both
technologies to obtain results for analysis and discussion. The testing of each model
demonstrates directly the effects on performance, which is the concern of RQ1. In addition,
the discussion of the experimental tests leads to the identification of potential synergies
between databases and ontologies.

4 A test environment for the lifecycle engineering databases and
ontology comparison

As a representative case in the scope of PLM and PPR data modeling, this research work
implements a means of data collection for retrieving information from a discrete assembly
line. Principally, the objective is to collect random events that are triggered by industrial
controllers located in such a line. These events describe the status of each machine in the line.
More precisely, an orchestrator engine has been designed in order to produce one variation
among the available products. While the line is producing the products, the orchestrator
records all triggered events. Over a period of 12 hours, the line produced 100,000 random
events. The authors of this research believe that the randomness and unconstrained nature of
the data are representative of a real manufacturing environment. In fact, the randomness is
generated by the nature of the manufacturing systems, where events can be triggered once a
change occurs. For example, a change can include pallet position, machine status, operations
feedback or safety alarms. The event collection routines are not linked to the current process
or status of the production system.

Besides the data collection, the research methodology requires the selection of the appli-
cations that are to be used for the comparison. The goal is to exploit the same tools and
frameworks for each kind of modeling technology to ensure a valid comparison. The selection
study took more effort than was expected, since the available support for both technologies
is significantly different. This contrast originated from several factors; for example, the life
span of the technology was the major factor, since the two technologies have many years
of difference in terms of maturity. Besides that, the level of usage and maturity also plays
an important role in terms of technical and programming support. The authors use the Java
development environment* with similar libraries, due to the availability of frameworks such
as SQLS provided by Java, which suits each of the technologies being compared. In addi-
tion, the Java Microbenchmarking Harness (JMH)® framework is used for measuring the
operation-to-time ratio for both implemented technologies. Within this setup, each technol-
ogy to be compared had similar programs for making the required benchmarking test. The
MySQL7 data store has been used to implement the database store, and Jena ARQ® has been
used to store the data for the ontology model.

4 https://www.java.com/en/.

5 https://docs.oracle.com/javase/7/docs/api/java/sql/package- summary.html.
6 http://tutorials.jenkov.com/java-performance/jmh.html.

7 https://dev.mysql.com/.

8 https://jena.apache.org/documentation/query/.
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Fig. 1 Deployment environment for database and knowledge-based technology validation

Finally, the decision on the deployment environment has ensured similar impact due to
computational resources such as central processing unit (CPU) capabilities, random access
memory (RAM) size and background services. The objective is to execute both benchmark-
ing applications on the same machine with the same operating system (OS) conditions and
background services. Furthermore, it is important to deploy both applications without them
affecting or interfering with each other. As these requirements could be achieved by employ-
ing virtual machines or containers, “Docker”® containers have been built based on Linux
Ubuntu images for the deployment of the benchmarking tests. As shown in Fig. 1, both
tests are deployed on similar Docker images—the difference being the data store, since the
technology is different.

9 https://www.docker.com/.
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Fig.2 A completed mobile phone from the FASTory line

5 Lifecycle engineering models in manufacturing: a use case
5.1 The FASTory line

The FAST-Lab (Future Automation Systems and Technologies Laboratory)!? FASTory line
is a production line that demonstrates the assembly process of mobile phones by drawing
different variants on sheets of paper that are located on special pallets. Up to three components
are drawn: the frame, screen and keyboard. Each of the mobile parts may be drawn in any
one of three different colors and three different models. This means that the line can produce
81 different mobile models and 729 different mobile variants, taking into account different
color options. Figure 2 shows the FASTory line and an example of a finalized product.

The FASTory assembly line contains a workstation (WS1) for loading/unloading papers
to/from the pallets using a SCARA robot. Another workstation (WS7) is used for load-
ing/unloading pallets from the assembly line served by a human operator. Ten workstations
are used for drawing purposes. These workstations are identical and are able to draw all
mobile models with different colors. All workstations include a segment of the central trans-
port system, which is based on a belt conveyor. All workstations used for drawing operations
have a path for pallets to bypass the workstation if it is operating—reducing the possible
delays or traffic in the overall production process. This is appreciable from Fig. 3, which
shows the interface of a FASTory line web-based simulator. In addition, each conveyor is
divided into multiple zones that have one presence sensor to detect the presence of the pallet,
one stopper to stop the pallet and an RFID reader for pallet recognition. Each red-filled tri-
angle of four represents a different stopper, each located at a different zone of the conveyor.
Each drawing workstation has up to five conveyor zones, while WS7 and WS1 have only
four zones.

The FASTory line has evolved during the implementation of several European projects,
such as the eSonia!! and eScop'? projects. Some of the tasks performed during the eScop
project made it possible to create a remotely accessible virtual replica of the production line to
support the project developers. This virtual replica is referred to as the FASTory Simulator.
In this research work, the FASTory Simulator!? is used to collect the event logs for the
comparison tests of ontologies and databases, with it being the system description container.

10 https://www.tuni.fi/en/research/fast-lab#expander-trigger-field- group-members.
1 https://artemis-ia.eu/project/18-esonia.html.

12 https://cordis.europa.eu/project/id/332946.

13 http://escop.rd.tut.fi:3000/fmw.
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Fig.3 FASTory layout shown in the FASTory web-based simulator

5.1.1 Collecting data in the FASTory line

To achieve the aim of collecting data from the FASTory Simulator, a web-service-enabled
orchestrator has been designed. This engine consists of two main blocks: the JobExecuter
and the Logger. As depicted in Fig. 4, the orchestrator is an application that runs on a
normal personal computer (PC) and is connected to the FASTory network through an Ethernet
socket. Figure 4 shows that a switch has been used to connect to different remote terminal
units (RTUs) which, in turn, are connected to different devices (robots and conveyors) of
the FASTory line. The RTUs are devices profile for web services (DPWS)-enabled devices
that permit the description of service operations that can be executed in order to control the
performance of the robots and conveyors. In Fig. 4, the RTUs are labeled according to the
type of device and number of web services that they control, i.e., ROB1 RTU denotes an
RTU connected to the robot located at WS1 and CNV 12 RTU denotes an RTU connected to
the conveyor located at WS12.

At the initialization phase, the orchestrator subscribes to each event in the FASTory line.
This subscription allows the Logger block to be notified whenever any change occurs in the
line. The Logger then creates a JSON object to store all the notifications. Hourly records are
stored for each day. In the experiment performed for this research, up to 106,154 events have
been collected over a total of 12 operating hours. The JSON-formatted records allow parsing
for further analysis.

The JobExecuter (JE) block is capable of managing a simple production process. The
production process tested in this research experiment requires the participation of all work-
stations. This scenario provides several events of different types, sent from multiple senders.
Figure 5 shows all possible event types that could be generated, including their main infor-
mation. As depicted, each event type (ET) includes three principal objects: timestamp, event
(which in turn contains id and senderld), and finally the payload object. It is the payload
object that categorizes the ET. While ET1 includes a payload object with palletID, ET2 also
contains the recipe item. Additionally, ET3 includes color information.

The difference between the ETs is originated by each event sender. Each type of event is
linked to specific operations that are executed in the line. ET1 originates from CNV RTUs
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Fig. 4 Data collection orchestrator integration
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Fig.5 Information included in each ET

whenever a pallet moves to a new conveyor zone (i.e., a new position). The first operation
linkedto ET11isZ_CHANGED. In addition, ET1 is issued when executing PAPER_LOADED
and PAPER_UNLOADED operations, which notify the load or unload of papers in WS1.
Secondly, ET2 is linked to the DRAW_START_EXECUTION operation, which is executed
for starting a drawing with any robot from WS2 to WS6 and from WS8 to WS12. Finally,
ET3 is linked to the DRAW_END_EXECUTION, which is triggered once a robot finishes
the drawing process. Figure 6 shows an example of the JSON format of an ET3.

5.2 An ontology-based modeling approach for the FASTory line

This subsection presents the ontology model designed to describe the FASTory line. In
the UML class diagram presented in Fig. 7, the model that this research employs for stor-
ing, retrieving and reasoning information generated from FASTory events via ontologies is
described.
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{
"timeStamp":1501750807464,
"event":{
"id" :"DRAW_END_EXECUTION",
"senderId":"ROB2",
"payload":{
"palletId":"1501749696163",
"recipe":"4",
"color":"RED"
}
}
}
Fig.6 ET3 JSON format example
Event Timestamp Payload PalletiD
1 1:.* 1 1 1 1.
hasTimestamp hasPayload hasPalletld
1.* 1..*
Sender 1 )
hasSender hasRecipe
JAN 1
Recipe hasKeyboard Part
<>
1 1
Conveyor Robot 1 1 1
-senderURL -senderURL
1 hasScreen
1
hasRecipelD hasFrame
hasColor 1 1
Color RecipelD

Fig.7 FASTory ontology model represented within the UML class diagram

Figure 7 illustrates that the ontology is composed of 11 classes. Besides the depicted range
and domain of the object properties, the model includes the datatype property senderURL,
which is used for describing the URL of event senders, i.e., robot and conveyor RTUs. In
order to demonstrate the implementation of the presented model, Fig. 8 shows the model
in Protégé.'* Protégé has been used as the ontology editor at the design phase to create the
model and to perform both consistency tests and execution of queries in order to validate the
model.

As presented in Fig. 8, the model includes certain instances by default. There is one
instance for each robot and conveyor as well as the senderURL datatype property value,
which is a string indicating the sender URL. Furthermore, all robots are linked to the color
RED, as the default color that any robot of the FASTory line will use for drawing operations.
This research requires the population of different models in order to evaluate each modeling

14 https://protege.stanford.edu/.
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Fig. 8 FASTory model seen via the Protégé user interface

PREFIX ont: <http://www.tut.fi/en/fast/FASToryEventOnt#>
PREFIX rdf: <http://www.w3.0org/1999/02/22-rdf-syntax-ns#>
INSERT DATA

{

ont:%EVENT_ID% rdf:type ont:Event.

ont:%TIMESTAMP% rdf:type ont:Timestamp.

ont:%EVENT_ID% ont:hasTimestamp ont:%TIMESTAMP%.
ont:%PAYLOAD% rdf:type ont:Payload.

ont:%TIMESTAMP% ont:hasPayload ont:%PAYLOADY%.
ont:%PALLET_ID% rdf:type ont:PalletId.

ont:%PAYLOAD% ont:hasPalletId ont:%PALLET_ID%.
ont:%PAYLOAD% ont:hasSender ont:%SENDER_ID%.
ont:%PAYLOAD% ont:hasRecipe ont:%RECIPE%.

ont:%PAYLOAD% ont:hasColor ont:%COLOR%.

}
Fig.9 SPARQL query for ET3 population

approach. The population of each model has been done in the environment described in
Sect. 4. Figure 9 shows, as an example, the query that permits populating events of type 3
(ET3), as presented in Fig. 6. This illustrates the structure of the implemented update queries.

Since the ontology population is about updating the model, the executed queries are
SPARQL Update queries, which are usable within RDF-based models, as described in Sect. 2.
It is important to mention that the words in between “%” characters are variables, to be
replaced by the Java code in order for a query to be fully executable. These variables are
taken from each incoming event for the model population.

Besides similar queries for populating the ontology with ET1 and ET2 events, this research
required the design and implementation of SPARQL SELECT queries for retrieving infor-
mation that is useful for supporting RQ1 and RQ3. This is then presented to aid discussion
and to demonstrate the results and required efforts during the research.
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Table 2 Data type events

Path Data type Mandatory
timeStamp TIMESTAMP Yes
event.id VARCHAR[20] Yes
event.senderld VARCHAR[10] Yes
event.payload.palletld CHAR[13] Yes
event.payload.recipe VARCHAR([5] No
event.payload.color VARCHAR([5] No

5.3 A DB-based modeling approach for the FASTory line

An open-source database system named PostgreSQL!? is used for DB-based modeling. The
data modeling for this research employed generic RDBMS and does not exploit the specific
features provided by PostgreSQL, being instead representative of SQL technology in general.
The RDBMS’s features include the ability to store and to query the data in JSON format—
similar to other document-oriented DBs. Storing the event data in JSON format may decrease
the querying performance of a DB, but does significantly simplify the design process, as the
message itself can persist in the DB. There are several steps in the design of a relational DB.
Firstly, the data to be stored in the system should be classified to data primitives. Secondly,
the data should be organized across DB tables and connected via relations.

As described in Sect. 5.1.1, the events generated by FASTory line are similar in structure
and share multiple similar data parts. These events must therefore have an associated times-
tamp, type, sender, pallet, and may have recipe and color in the model. The timestamp can be
directly mapped to the TIMESTAMP data primitive to allow advanced operations with the
column. The event id, sender id, recipe and color are varying length strings, while the pallet
id is a constant length string. All the fields shown in Table 2 are present in all the events with
the exceptions of color and recipe.

The next step involves defining the tables and the relations between them. The structure
of the tables depends mainly on the data structure, considering aspects such as the relation
between fields in the data and which parts of the data are continuously updated. The design
of the queries that are needed could affect the table’s structure where some SQL commands
depend on the technology employed. As a result, the developer needs to find the balance
between query performance and the nature of data for constructing tables in the database.
In some cases, the exact set of expected queries to be run on the database is known in the
design phase; this can also be true of industrial DB deployments. This issue becomes more
apparent with the contemporary trend for a more iterative approach. As a result, the process
of DB design becomes more complicated, as not all the requirements are available and future
changes cannot always be anticipated.

Hence, the most simple and straightforward approach for the case described in the paper
would be to place all the data in the same table. Such an approach provides a reasonable
structure for available data, since only a few fields could be skipped in the events in the
system. In addition, such an approach should deliver a good performance for the expected
queries. The structure for such a table is shown in Fig. 10.

15 https://www.postgresql.org/.
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Fig. 10 Structure of the table
CREATE TABLE events (

id SERIAL PRIMARY KEY,

ts TIMESTAMP NOT NULL,
action_id VARCHAR(20) NOT NULL,
sender_id VARCHAR(10) NOT NULL,
pallet_id CHAR(13) NOT NULL,
recipe VARCHAR(S),

color VARCHAR(S)

);

Fig. 11 .Orgamzatlon for query INSERT INTO events (ts,
population action_id,
sender_id,
pallet_id,
recipe,
color)
VALUES (?, 2, 2, 2, 2, ?);
payloads event_details
-id :int -id i1 int
-pallet_id :: char [13] Has payload |-action_id :: varchar [20] |« >——
-recipe :: varchar [5] <> -sender_id :: varchar [10]
~color :: varchar [5] -payload :: int
events
=id ANt Has details
~-ts :: timestamp
-event_ref __int

Fig. 12 DB model tables

For such a structure, the population queries are to be organized as shown in Fig. 11. During
the population phase, all question marks are to be replaced with the proper values following
the same order in the insert command.

Another approach to data modeling used in this research comprises splitting the data
according to the content into three separate tables: one defining event payloads, one defining
other event description, and one connecting the events to the timestamps. The events table
should include a reference to an entry of event details table, which in turn should include a
reference to the payload entry. The separation of the data into three tables, shown in Fig. 12,
makes the queries more complicated, which leads to higher execution overhead in some
cases.

The creation of the three tables is presented in Fig. 13. Once created, the tables are
populated by the query as shown in Fig. 14. In a similar manner to the single-table structure,
the question marks are replaced by proper values to form the raw data during the population
phase.

6 Results and discussion
This section presents the querying benchmark tests performed on different data models (DB

and ontology), which have been populated as described in Sects. 5.2 and 5.3. More precisely,
three query types have been generated in order to compare the performance of the two data
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CREATE TABLE payloads (
id SERIAL PRIMARY KEY,
pallet_id CHAR(13) NOT NULL,
recipe VARCHAR(S),
color VARCHAR(S)

);

CREATE TABLE event_details (

id SERIAL PRIMARY KEY,

action_id VARCHAR(20) NOT NULL,

sender_id VARCHAR(10) NOT NULL,

payload INT NOT NULL REFERENCES payloads(id)
);

CREATE TABLE events (
id SERIAL PRIMARY KEY,
ts TIMESTAMP NOT NULL,
event_ref INT NOT NULL REFERENCES event_details(id)

);

Fig. 13 Creation of DB tables

WITH payload AS (
INSERT INTO payloads (pallet_id, recipe, color)
VALUES (?, ?, ?)
RETURNING id
), event_dtls AS (
INSERT INTO event_details (payload, action_id, sender_id)
SELECT id, ?, ?
FROM payload
RETURNING id

INSERT INTO events (ts, event_ref)
SELECT ?, id FROM event_dtls;

Fig. 14 Query to be executed for population

modeling technologies. Since the tests depend on the technology implementation, this may
affect the overall results. Nevertheless, the tools employed for these experiments are among
the most frequently used by data model designers, and so the results are reflective of common
implementation performance.

The design of the three queries provides similar functionality for both DB and knowledge
base (KB, ontology) implementations. These queries are presented in Tables 3, 4 and 5.

— The first query counts the number of triggered events for a given event ID.

— The second query counts the number of products that were produced using a specific
pallet, which is filtered using the desired pallet ID.

— The third query returns all events that have been triggered in a specific period by giving
the start and end timestamps.

A performance analysis of both data modeling technologies is achieved through the execution
of the aforementioned queries. In the case of DBs, as discussed in the previous section, two
different data models have been designed in order to study the effect of data structure on
the performance. The first model considers the data to be stored as one single table, whereas
the second approach stores the data in three tables (payloads, event_details and events). This
difference in the database structure requires different queries for each functionality. Table 3
presents the three types of query for a single-table database. Although it is simpler to build a
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Table 3 DB single-table queries

Query type Query statement

Count events types SELECT events.action_id,
COUNT (events.action_id)
FROM events;
GROUP BY events.action_id;
Count products made on pallet SELECT events.pallet_id,
COUNT (events.pallet_id)
FROM events
WHERE events.action_id ='DRAW_END_EXECUTION’
GROUP BY events.pallet_id;
Count events in time scope SELECT events.sender_id,
COUNT (events.sender_id)
FROM events
WHERE events.ts
BETWEEN ’2017-08-03 11:00:00.000"::timestamp
AND ‘2017-08-03 11:15:00.000'::timestamp
GROUP BY events.sender_id;

query for a single table, this could decrease the flexibility should the data structure change.
The query “Count events types” allows the counting of the number of events for a certain
event ID. It returns the list of event_id and the count of appearance for each event. The second
row shows the count of the products that have been in a certain pallet. Finally, the third query
counts the number of events within a given time window.

Similar to the single-table data structure, the three-table DB structure uses the same queries
but with some changes, as shown in Table 4.

The queries for the KB are presented in Table 5; it is apparent that the structure of the
queries is somewhat different from the DB queries. This is due to the different syntax of
the languages that are used for querying the distinct data models. Nonetheless, the queries
maintain, at some level, the same structure since they are used to extract the same information.

As mentioned in Sect. 4, the JMH framework has been used to create benchmarking tests.
This framework allows programmers to examine the performance of Java routines. These
tests measure the performance of a Java routine by executing the routines successively within
a preconfigured period, which is known as iteration. Next, the programmer configures the
framework to run the iteration several times. Depending on the configuration, the programmer
can allocate some of the iterations to the warmup iteration. During the measurement, the
JMH returns the number of times that the routine is executed during the specified period
for each iteration. Then, once the framework completes all benchmarking tests, the average
value of each benchmark across all iterations is obtained. A higher number indicates a better
performance of the tested routine.

To achieve a satisfactory and relevant result for the objectives of this research, the JIMH
framework has been configured to run ten warmup iterations and ten benchmarking iterations
taking one second for each iteration—this means that the unit for the results are operations
per second (Ops/s). For the test routines, four benchmarking tests have been created for each
model. Three routines execute the queries listed in Tables 3, 4 and 5. In addition, another
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Table 4 DB three-table queries

Query type Query statement

ount events types ~ SELECT DISTINCT action_id, COUNT (action_id)
FROM event_details;
GROUP BY action_id;
Count products made
on pallet SELECT payloads.pallet_id, COUNT (payloads.pallet_id)
FROM event_details, payloads
WHERE event_details.action_id = ’'DRAW_END_ EXECUTION’
AND payloads.id = event_details.payload
GROUP BY payloads.pallet_id;
Count events in time
scope SELECT event_details.sender_id, COUNT (event_details.sender_id)
FROM events, event_details
WHERE events.ts
BETWEEN ’2017-08-03 11:00:00.000"::timestamp
AND ‘2017-08-03 11:15:00.000'::timestamp
AND event_details.id = events.event_ref

GROUP BY event_details.sender_id;

routine executes the populating routine for the DB and KB models in Figs. 9, 11, and 14,
correspondingly. These benchmarking tests have been deployed in Docker containers to
avoid disturbances from different OS processes. For this purpose, three Docker containers
have been created and deployed, one for each model. For the single-table and three-table DB
models, the measurements were similar but a slightly better performance is shown by the
three tables. It is noticeable that there are, in both cases, drops in performance that could
be related to the DB query cache feature.!® In this context, MySQL caches the results of
SELECTED queries by default in order to improve the performance. Due to conditions such
as the complexity of the query, size of data, size of the results and hardware capability, this
cache can be flushed or cleared automatically by the optimizer to prevent any possible errors.
On the other hand, the Population benchmarking test showed greater variation from normal
performance, as illustrated in both Figs. 15 and 16.

In the ontology model case, the performance is different from that of the DB, as presented
in Fig. 17. During testing of the three queries routines, the warmup iteration showed incre-
mental performance improvement until it reached a saturation value. Afterwards, the warmup
continued at a steady performance. This steady performance was present in the benchmarking
measurements as well. The dramatic difference between the performance results of ontolo-
gies compared with DBs is due to several technological and tool-based factors. The main
reason for such a difference could be the buffering of the queries in the Jena ARQ,!” since
KB do not repeat the existing instance. This allows for caching of the paths between nodes.
Unlike the query tests, the population was similar to the DB population benchmarking results.

After finishing all the benchmarking tests, the JMH framework presented the overall
results, which are presented in Fig. 18 and Table 6. As shown, the results show a very distinct

16 https://dev.mysql.com/doc/refman/5.5/en/query-cache.html.
17 https://docs.oracle.com/database/122/RDFRM/rdf- suipport-for-apache- jena. htm#RDFRM246.
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Fig. 15 Single-table DB benchmarking measurements
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Fig. 16 Three-table DB benchmarking measurements
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Fig. 17 KB benchmarking measurements

Population Benchmark
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Count Events Benchmark
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= Ontology Model DB Three-Tables Model ~ mDB Single Table Model

Fig. 18 Overall results for all benchmarking tests

performance difference between updating and querying the models. In the case of population
benchmarking, the DB shows much better performance, with an average difference of 200
Ops/s. This difference could be generated by the nature of the technology, since the DB inserts
data directly without extra mapping operations as the DB table is constructed. In contrast, the

ontology update operation requires a mapping process in order to not duplicate the instances
of the classes.
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Table 6 Overall average benchmarking results

Test name DB single-table DB three-table KB [Ops/s]
model [Ops/s] model [Ops/s]

Count events benchmark 251.727 208.406 931.421

Count products benchmark 282.039 171.624 12291.206

Count event in time scope benchmark 168.307 169.658 9437.583

Population benchmark 475.498 473.017 8.831

Furthermore, the ontology model had the upper hand in the data retrieval process with
a difference of approximately 9000 Ops/s. This difference could be caused by the caching
feature, provided by the JENA ARQ, which caches the path between nodes for a querying
operation—providing better performance. In this research, these parameters were kept at the
default configuration settings to represent a common client trying to use the tool directly
from the box. It is important to highlight that these tests depend on the search engine for
each technology; therefore, the specific indexing algorithm should be further analyzed. These
results can be compared with other research that addressed the same problem; however, the
comparison can be unfair for some technologies since the tests and experimental techniques
might vary, with different configurations and parameters. As an example, while the BSBM
in [60] used an HTTP interface to connect with the JENA TDB; this research interfaces with
the JENA TDB using the Java API (application programming interface) directly. This could
affect the test results, where HTTP services can add latency to the system.

This section has presented the experimental results that have enabled a performance com-
parison of DB and ontology technologies. On the performance level, the tests intend to
eliminate the technology effects, as close as possible, by following the same test conditions
and using the same OS. However, as the vision was to try to deploy these tests with the most
commonly used tools available in order to reflect the real-world scenario, this has been a
challenging experiment. Instead of comparing both technologies, it is important to highlight
that both technologies may work side by side—each providing unique features for the user.
As an example, from the tests, ontologies should perform better than DBs at querying pro-
cesses, which makes it a more reasonable choice to be used as a knowledge provider. On the
other hand, DBs show more consistent performance for both querying and updating, which
makes them suited for use as a data store. In addition, an ontology-based model permits more
rich representation of the data. This fact suggests that ontologies would be a better choice for
applications that require reasoning and for inferencing implicit knowledge of the data model.

With regard to RQ2, the boundaries between databases and knowledge-base technologies
must be investigated. Due to the involvement of the authors of this research in several EU
projects, they have experience of the evolution of both data modeling technologies (DBs
and ontologies) with new concepts. As an example, the Cloud Collaborative Manufacturing
Networks (C2NET)!® project includes both technologies within the same solution, in order
to exploit different features of each one. In this context, the C2NET project provides key
functionalities for the smart and medium-sized enterprises (SMEs) on the enterprise resource
planning (ERP) level in the well-known automation pyramid described in the ISA-95 standard
[73]. These features, which are provided as web services in the C2NET project, include i)
optimization, ii) monitoring and iii) assessment of production, delivery and logistics plans.
Besides this, the C2NET platform also allows the companies to interact with other companies

18 https://cordis.europa.eu/project/id/636909.
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in the same supply chain, acting as a network for the exchange of information and facilitating
communicating through the web.

In regard to its architecture, and related to the synergy of databases and ontologies, the
C2NET platform employs both technologies. The data collected by the C2NET platform from
SMEs—potentially ERP or factory shop-floor data—pass through a transformation process
where it is homogenized with the schemas or standards of the C2NET platform data. The
transformation is applied within the ontology technology since each company can provide the
data in a different schema or format. The C2NET platform then uses the database technology
to manage the transformed data before it is utilized by the aforementioned features.

Similar to C2NET, and as described in Sects. 5.2 and 5.3, both DB- and KB (ontology)-
based approaches may work in conjunction and support each other since each one might have
it is own specialized role to play. Although it is discussed in the following section, at first
glance it can be argued that the knowledge base provides more flexibility and adjustability
for the data format, whereas the database provides better performance and robustness to the
system.

7 Conclusions and further work

The core objective of this research was to compare two data modeling approaches that are
used in the context of PLM and PPR: ontologies and databases. In order to achieve this, the
authors explored the literature to identify what work existed in this area. The knowledge gap
that was identified gives rise to a limited comparison of the two technologies for common
applications with limited quantitative and qualitative analyses. To address this gap, three RQs
were synthesized:

— RQ1 focused on understanding how the data modeling approaches performed as data
volume increased. This is important because databases are currently used extensively in
industrial environments, handling large volumes of data, and it is necessary to understand
how the ontological approach compares. The authors worked to create data models in
a way which enabled a fair comparison with benchmarks that presented data on the
following: event counting, product counting, event-in-time counting, and data model
population. The results found that the ontology performed more than three times better
in the event counting benchmarks, and orders of magnitude better than databases in
all other test—apart from the population test. It is proposed that this is due to the fact
that when an instance is created in an ontology, the respective mappings must also be
created based on rules, which is not necessarily the case for databases (accounting for the
poor performance of ontologies in executing population tasks). By comparison, once the
instance exists, it is much easier to access and manipulate it in an ontological model than
in a database due to the benefits that these mappings provide. In addition, it is important
to keep in mind the effect of the tools used for such a study. The tool itself might play
an important role since each tool is supported by optimization algorithms to enhance the
performance. This could be the subject of further study to gain insight into the potential
optimization process.

— RQ2 considered the idea that, ultimately, databases and ontologies have been developed
for two quite distinct purposes and it is therefore necessary to understand how these
respective technologies may complement each other. Drawing on experience from previ-
ous projects (e.g., [6,74,75]), the authors describe a scenario where myriad standards are
homogenized using an ontological model and the data then instantiated within a database.
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This type of complementary working addresses an environment where there may be aneed
to realize interoperability between heterogeneous software. Such an environment is typ-
ical of a manufacturing system. The results do demonstrate, however, that the population
rate of an ontological model gives cause for concern in a high-data-volume environment.
Given the significant differences in performance between ontologies and databases, it
would be of value to investigate if the high-speed data instantiation of databases could be
brought into a system where the high-speed querying of ontologies could be exploited.
— RQ3 aimed to examine the maintainability of databases in comparison with ontologies,
but was not directly addressed in this work. This question was included as the authors
appreciate the need to examine the respective technologies holistically and therefore
require a lifecycle assessment from system design, through to implementation and then
reconfiguration—this is true for both physical and digital systems. This article lacks a
study that evaluates the maintenance efforts, although the authors do shed some light
on the creation of the respective models. To address this, the authors are working on a
further piece of research to introduce a change to system requirements and to assess the
efforts required to realize them. This proposed study will consider the hypothesis that
the perceived difference in effort for implementing and maintaining the data models will
depend significantly on the engineer’s familiarity with the respective technology, even
though design tools can abstract users from fully understanding the model syntax.

This research concludes that ontologies and databases should not replace, but rather comple-
ment each other. The experiments show that both technologies present differences in their
performance and that the decision for using one instead of the other will depend on the imple-
mentation and application. Nevertheless, it may be seen that the experiments presented do
not allow the full exploitation of ontologies, due to the low expressivity of event information.
To address this, the authors will further increase the complexity of event content—enabling
the demonstration of other features such as implicit knowledge inference.

In summary, the work presented in this research contributes significantly to the body of
knowledge by:

— Developing a methodology for comparing data modeling approaches.

— Quantitatively comparing ontological models and databases with a view to understanding
how data volume affects performance.

— Considering how databases and ontologies may complement each other in the future and
the scenarios in which they exist in a system whereby their whole is greater than the sum
of their parts.
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Abstract: The rapid emerging technologies in various fields permitted the creation of simulation
tools. These tools are designed to replicate physical systems in order to provide faster, cheaper and
more detailed illustrative analysis of the physical system. In this regard, the concept of digital twins
has been introduced to generally define these simulation tools. In fact, and according to the creator of
the digital twin term Micheal Grieves, a digital twin is defined as a physical system, a digital replica
of the physical system and information flow between the former parts. This definition is simple
and generic for describing digital twins and yet, holistic. This broad definition creates a challenge
for developers who target the development of such applications. Therefore, this paper presents a
paradigm for architecting digital twins for manufacturing processes. The approach is inspired by the
definitions of the ISA95 standard and the onion concept of computer applications to create multi-layer
and multi-level concepts. Furthermore, and to satisfy the different required features by industries, the
approach considers a multi-perspective concept that allows the separation of the digital twin views
based on functionality. This paradigm aims at providing a modular, scalable, reusable, interoperable
and composable approach for developing digital twins. Then, an implementation of the approach has
been introduced using an ontology-based system and the IEC61499 standard. This implementation
has been demonstrated on a discrete manufacturing assembly line.

Keywords: digital twins; Industry 4.0; systematic method; simulation; generic approach; industrial
application

1. Introduction

Simulation applications have become necessary tools for engineers and systems’ de-
velopers to maximize the performance of these systems in recent years. These tools provide
low-cost, safe and effective approaches for testing, validating and monitoring various
systems [1]. In addition, simulation tools or simulators are intensively employed in training
operators and human workers on expensive machines and equipment and critically sen-
sitive processes and operations. Examples of simulators include airplanes, Rubber-tiered
Gantries (RTG)s, construction cranes, manufacturing and production systems, robotics, and
many others. Historically, the creation of the concept of simulation is unknown. Nonethe-
less, the concept of simulation has been reported in the 18th century when the midwife
Angélique du Coudray created a full-scale replica of an obstetrical mannequin for practicing
the parturition process [2]. At that time, the simulation was only performed in the physical
world. In recent decades, simulation tools have become more effective as computer and
visual technologies continue prospering. For instance, newly developed immersive tech-
nologies such as Virtual Reality (VR) and Augmented Reality (AR) have been introduced
in many fields to provide a better experience for the user during the training on working
closely with robots [3]. This evolution is surely driven by the advancement in the computer
science and communication domains.
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In the manufacturing and industrial domain, the concept of simulation has been re-
cently introduced in the term Digital Twins (DT) for products and processes. The term Digi-
tal Twins was firstly used by Michael Grieves in 2002 [4]. According to J. David et al. in [4],
the initial definition of DTs by Michael Grieves in his white paper [5] considers the DT
as a virtual representation of a product from a Product Lifecycle Management (PLM) per-
spective. Furthermore, the authors in [4] indicated that Mr. Grieves illustrated the DT as a
three-component system: the product, the virtual representation of the product, and the
virtual-physical connection between the product and the virtual replica. This definition has
been debated and modified by several scholars according to the publications in [6-9]. For
processes, the concept of DT is similar to the product DT but the focus is on the execution
and the processes rather than the lifecycle.

The mainchallenge that faces developers and researchers when studying the concept
of DTs is the definition of a digital twin itself. For instance, are DTs considered to be
simulation units or monitoring systems? Do DTs require 3D visualization interfaces? Do
DTs require human-friendly interactions? These questions and many others formulate
the purpose of DTs. In this regard, this paper presents a paradigm for architecting Digital
Twins for manufacturing processes. The main focus in this paper is ignoring the precise
definition of the DT and considering it as a data consumer and information generator as
highlighted in [5,10-12]. After accepting that, this generic definition can be tailored to suit
the application. In more detail, the main contributions of this paper include:

e  Conducting research for analyzing the techniques and the technologies that are
adapted for developing and building digital twins using academic and commercial
solutions as information sources.

*  Reusing the available standards and techniques in manufacturing, computer science
and industrial management domains for reshaping a generic paradigm for DTs.

*  Presenting a guideline or paradigm for architecting a digital twin.

*  Presenting an implementation example for architecture.

The rest of the article is structured as follows: Section 2 presents a literature review
on related topics. More precisely, it is divided into a review of academic results and
commercial solutions. In addition, a brief review is focused on DTs in the context of modern
aspects such as Industry 4.0. Section 3 presents the generic paradigm and illustrates the
facts behind the selected approach. The fourth section introduces the systematic methods
of building a DT. Then, Section 5 depicts a use case using an educational and research
assembly line. The Section 6 provides a discussion and the authors’ view on the concept.
Finally, Section 7 concludes the paper and provides the possible future work.

2. Digital Twins: Literature and Commercial Solutions Review

In order to understand the techniques and methods of developing and building
digital twins, a review must be conducted. Thankfully, several surveys and systematic
reviews have been provided by the scientific community. In addition to scientific outcomes,
the commercially available digital twins represent invaluable references for this research.
Moreover, the available standards, such as the ISO-23347, include knowledge regarding the
development of such systems. Therefore, this section aims at highlighting the methods and
techniques that are reported in the literature regarding the creation of digital twins.

2.1. Literature Review on Designing and Developing Digital Twins

The usage of the term “Digital Twin” has been increasing rapidly in the academic
community with the manufacturing domain as the major contributor [4,7,13,14]. This leap
in the research of DTs is mainly related to the demand by the industrial sector and due to
the advances in the Internet and Communication Technologies (ICT) domain [15,16]. In
other words, the high computational capabilities, the highly interconnected devices, and
the efficient data analysis techniques permit the development and deployment of such
intelligent applications.
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Therefore, several approaches have been introduced for building DTs. This is clear in
the well-presented article by Chiara et al. [17]. As the paper discusses the application of DT
in manufacturing, the authors conducted an adequate analysis on the DT for determining
the direction of the current research for developing DTs. Among several aspects, the paper
focuses on the used software, the nature of the user interface, the communication protocols
and the provided services. The majority of the compared DTs share similar features which
include data acquisition, 3D modeling, real-time monitoring, and analysis for optimization.
This means the development of a DT must commonly satisfy these features which are
aligned with the generic definition of DTs. Some examples on that, Zhang et al. [18]
present a dynamic scheduling application based on digital twin agents for scheduling and
optimizing workshop tasks. Fang et al. in [19] present research on scheduling job shop
tasks using digital twins.

Resman et al. in[20] present an approach for developing an architecture model for
planning manufacturing processes. In fact, the aforementioned examples employ Al-
based techniques for building digital twin tools that allow optimization and scheduling of
processes and tasks. This is considered to be one of the most important utilizations of a
digital twin.

Looking further for more academic research on building DTs, different methods,
techniques, and strategies have been utilized for developing and deploying activities.
As an example, Klemenetina et al. in [21] identify four major building blocks for a DT.
These blocks include the Physical Entity platform, Data Management platform, Service
Platform and Virtual Entity platform. Further, Tekinerdogan and Verdouw in [22] propose
a pattern-based digital twin architecture, where each pattern consists of structure to define
the components, and the dynamic to define the interactions. Using semantics technology,
Li et al. presented an approach for monitoring robot interactions using a semantic-based
digital twin [23]. Mattila et al. in [24] presented an approach for building a digital twin
using the ROS, Gazebo and Twinbase frameworks. Moreover, as the digital twin topic
has attracted many researchers in recent years, several attempts were seen to organize the
development of DTs. As an example, Hendrik et al. proposed a taxonomy for building
digital twins in [25]. This taxonomy helps the developers to pinpoint their efforts based on
the requirements of the digital twin. Another published research suggests a six-layered
architecture for developing digital twins [26]. Additionally, Resman et al. presented a
five-step approach for developing a data-driven digital twin [27].

These different approaches and techniques are driven by the usage of the digital
twin itself. As an example, the term Cognitive Digital Twins (CDT) involves the digital
twins with human-like capabilities such as perception and reasoning. In fact, the term
“cognitive twin” is relatively new with simultaneous works reported in [28,29]. Abburu et
al. [30] presents a conceptual definition and initial implementation in the COGNITWIN
software toolbox aiming at cognitive capabilities for optimal operations and maintenance of
process equipment and assets. Likewise, Lu et al. [31] presented an approach enriched with
augmented semantic capabilities for identifying the dynamics of virtual model evolution,
promoting the understanding of interrelationships between virtual models and enhancing
the decision-making based on DT in the frame of H2020 project FACTLOG. Recently,
Rozanec et al. [32,33] drew attention to the strategy for knowledge graph modeling to
construct actionable cognitive twins focused on capturing specific knowledge related to
production planning and demand forecasting in a manufacturing plant, whereas Li et
al. [34] put the attention on a unified ontology modeling approach based on GOPPRR
(graph, object, point, property, role, relationship) for co-simulation.

Looking at the number of published papers regarding digital twins, it is evident that
DTs are an important technology for both research and commercial use. With the majority
of the presented research work tending to address different industries and systems, they
still agree on the basics of a digital twin. Mainly, a digital twin is a computer application
where it will require data management and proper interfaces. The main difference appears
in the usage and employment of the digital twin. As an example, if a digital twin is used
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to optimize operations, then it will require an optimization solver, and if a digital twin is
designed to simulate the behavior of the physical system, then it will require a modeling
feature. However, the majority of the reviewed articles present an ad hoc solution for
a specific problem which provides important insights into the specific application. This
limitation is key for the objectives of this research.

2.2. Commercial Solutions for Building Digital Twins

The commercial solutions are critically important in such a study as these solutions are
featured as realistic, build-to-fit the customer needs, easy to use, and reliable products [6].
In addition, the commercial solutions hint the researchers towards the direction and the
trends of the future in terms of research and innovation activities. Therefore, this section
highlights some features of commercially available products. Some of these products
are marketed as digital twins. While some are marketed as IoT platforms, simulators,
suits, studios or even programming languages [35]. Regardless of the naming, all the
studied tools can be listed under the generic definition of a digital twin as long as the main
concept of having a representation of a physical system that consumes data and generates
information stands. In this matter, Table 1 presents some well-known use cases of using the

Digital Twin concept in a commercial manner.

Table 1. Commercially available solutions for building DTs.

Vendor

Brief Description

General Electric [36]

General Electric (GE) targets the concept of DT based on the application area. According to [37], Dr. Colin Parris
presents the interest of GE in three main areas: assets, network and process. For each area, GE provides a set of
applications in order to form and build the digital twin. As an example, for the Assets Digital Twin, GE employs the
Assets Performance Management and for the Network digital twin, the applications named ADMS and GIS

are employed.

IBM Digital Twin
Exchange [38]

IBM provides an open marketplace for asset owners and end users to exchange assets and build digital twins based on
shared data. In this regard, the platform is open for anyone to introduce models and data to purchase or use.

PTC Digital Twin [39]

Like IBM, PTC provides the customer with a marketplace that contains more than 130 tools. These tools can be utilized
for building DTs. In addition, PTC provides guidance and development kits for building new tools that specifically suit
their customers. Regarding the application domain, PTC considers DT to be beneficial in five key sectors. These sectors
include: Corporate/CXO, Product Engineering, Sales and Marketing, Manufacturing Operations, and Customer and
Technician Services [40].

Microsoft Azure
Digital Twin [41]

Azure is a cloud-based platform from Microsoft. It is marketed as an IoT cloud platform for data acquisitions,
modeling and estimation. According to the [42,43], the Azure DT allows the customer to build a virtual model based
on the IoT data. Afterwards, these models are connected with each other to form the DT.

Ansys Twin
Builder [44]

Ansys is a corporation specializing in developing simulation tools for various industries and business sectors.
According to [45,46], Ansys Twin Builder exploits predefined modules for building DTs. In addition, it allows
integration with third-party applications such as Azure for data collection and modeling purposes.

SAP SE [47]

The solution provided by SAP mainly addresses the resources, products and assets. This solution is marketed as a
network of digital twins as described in the white paper [48]. It can provide simulation and real-time estimation of
products during the lifecycle. In addition, it provides a modifiable interface for flexible interaction with the end user.

Oracle [49]

Oracle’s DT is based on an IoT platform that permits data and information interconnectivity. According to Oracle, the
implementation of a DT includes three main pillars. These pillars include Virtual Twins where devices are emulated,
Predictive Twins where the data is analyzed, and Twin Projections where whole systems are simulated based on the
analysis that is created by the Predictive Twins.

Bosch GMBH [50]

Bosch is specialized in developing a building Digital Twin that consumes IoT data from sensors that are scattered in
buildings using Bosch devices. According to Bosch, the Digital Twin is built using the Microsoft Azure IoT platform,
and it employs the semantic technology for knowledge reasoning.

Emerson [51]

The Digital Twin provided by Emerson holds features such as an automation system, vendor independence, selective
fidelity, open architecture, and cloud ready [52]. In fact, the DT is utilized in safety, training, Knowledge transfer,
environmental, regularity, and optimization applications.

ABB [53]

ABB provides several solutions that form digital twins based on the end user needs. In this regard, ABB supports the
customers with DTs for the design, system integration, diagnosis, and prediction activities and applications. For
example, the virtual commissioning DT for discrete manufacturing, virtual drive tuning DT, and the predictive
maintenance DT for vessels.
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Table 1. Cont.

Vendor Brief Description
Even though they are known to be a programming language and/or a tool for mathematicians and engineering,
MATLAB/ MATLAB and Simulink are capable of providing virtual representation on a physical system for the purpose of testing.

Simulink [54]

This is evident in [55] as there are two main methods reported for building a digital twin. The first method employs a
data-driven approach exploiting the deep learning tools in MATLAB. The second method involves a Simulink block
network. The latter is known as a physics-based approach.

COMSOL
Multiphysics ® [56]

Like MATLAB, COMSOL Multiphysics is a multi-disciplinary simulation platform. This platform utilizes
mathematical models of the physical systems for the simulation process. The models are flexibly added as an add-on
where the user decides what is needed for the application and domain. In addition, the platform provides a very useful
interface including visualization of the components based on the simulation parameters.

NVIDIA Omniverse™
Enterprise [57]

Omniverse is a state-of-the-art platform that allows developers and designers to build and simulate systems with a
high level of realism [58]. The platform is based on Pixar’s Universal Scene Description and it uses the NVIDIA RTX™
technology. The Omniverse platform includes five key elements: Nucleus is the database and collaboration engine,
Connect is the data connections plugins engine, Kit is the Software Development Kit (SDK), Simulation is a set of
realistic models that allows the user to select or create, and finally, RTX Renderer creates the high realistic simulations
for users and developers.

Visual
Components [59]

Visual Components offers 3D manufacturing simulation tools for the manufacturing domain. These tools offer several
functionalities such as factory layout configuration, process modeling, statistical analysis, shopfloor connectivity, and
robotics simulation among other features. In fact, Visual Component also provides compatible adapters that can work
with the omniverse of NVIDIA.

Tecnomatix® by
Siemens [60]

Tecnomatix is an industry-driven digital twin for manufacturing applications by Siemens. The solution provides
features such as virtual commissioning, human-centered design and planning, plant simulation, robotics programming,
statistical analysis, planning and processes optimization, assembly simulation, and shopfloor and layout configuration.
This digital twin can be customized and scaled thanks to its development environment.

The search for commercial DTs can be considered a challenging task as information is
kept from the public. In addition, several vendors and companies market their existing
solutions as digital twins which requires extra investigation. However, there are four main
groups or categories that appeared to form in terms of commercially available solutions
regarding the methods for building and using a digital twin. The first group is the cloud-
based platforms, which are also titled IoT platforms. For instance, this group includes
Amazon, Google, Microsoft and Oracle cloud systems. This category is based mostly on
the data-driven approach where the user uploads data or connects IoT devices that publish
the data to the platform. Then, a set of predefined or accustomed functions and operations
are introduced in order to model, analyze, and process the data. In addition, this category
provides easy-to-use Al solutions for customers. Finally, the end user maps the results with
web services for utilization purposes. Overall, this category is highly flexible and generic
for end users to utilize in several domains. Hence, several solutions are built using these
categories such as ICONICS's building digital twin [61] and DOOSAN's sustainable energy
production digital twin [62].

The second group includes vendor-specific digital twins. This category consists of the
companies that provide industrial systems, devices, controllers, and hardware that requires
tools to simulate the operations. As an example, ABB’s RobotStudio, Siemens’s TIA Portal,
Omron’s ACE Software, and the majority of robotics and PLCs vendors. This category is
very accurate and detailed in terms of simulating the systems. In addition, it provides the
needed visualization for the end user to allow the best interaction. Nonetheless, the DTs
in this group may suffer from being very limited only to the vendor’s own equipment. In
other words, a digital twin in this group will hardly include a model of equipment from
another vendor. As an example, the libraries of the TIA portal by Siemens only include
Siemens PLC devices or the libraries of RobotStudio by ABB include only ABB robots
and controllers. To overcome this limitation, the users may use standards and protocols
for communicating between digital twins from different vendors. This practice might
be complicated and will increase the time for preparing a functional digital twin of the
production system. Thus, it is advisable to reduce multi-vendor setup in the factories.

The third category is the application-specific Digital Twins. This category is focused
on a certain application or domain. For instance, SolidWorks, SAP, ICONICS, Visual
Components and Tecnomatix by Siemens. The DTs in this category are dedicated to
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solving definite problems in a specific domain. As an example, the Visual Components
Digital Twin concept includes several simulation applications that can solve different
problems in manufacturing such as layout configuration, process modeling and virtual
commissioning [63]. Looking at Siemens’s Tecnomatix, the digital twin includes very
sophisticated models that allows statistical analysis, optimization of processes and virtual
commissioning. Adding to that, this digital twin includes a development environment for
end users which increases the flexibility and interoperability. In fact, and as this category
of digital twins is built to fit specific applications, industrial digital twins can be found
mostly in this category. Finally, the fourth group is the generic graphics and simulation
group. This group includes solutions such as Blender [64] and Autodesk’s Maya [65]. These
solutions are mainly used in film making and game making to develop highly realistic
scenes and visual effects using its built-in physics engines and modeling tools. This group
is not usually exploited in industrial applications as it lacks connectivity to the real world.
Nonetheless, it can create a decent simulation of systems, especially in mechanical and civil
engineering. Furthermore, and as an advancement, NVIDIA took these concepts to the
industrial sector with its digital twin platform Omniverse. As reported in [66], BMW and
NVIDIA collaborated to build a highly realistic and accurate digital twin of an automotive
factory with the inclusion of human workers. This puts NVIDIA’s Omniverse platform as
one of the most sophisticated solutions that can be used to develop digital twins.

Overall, there are several business models that are implemented in marketing and
operating these digital twins. Most importantly, and it was very noticeable in the com-
mercially available solution, these digital twins use and follow industry standards which
allows interoperability and exchangeability of tools and applications. This feature gives
the developers room to develop their own applications and thus, exploit these solutions to
its maximum.

2.3. Review on Digital Twins Standards

There is no doubt that the concept of digital twins is highly linked with various
technologies and standards as illustrated in [67]. According to the authors, the digital twin
combines standards from topics such as Physics Entities, Virtual Entities, Data, Connection
and Services. Each topic contributes to the concept of digital twins as the use case needs.
For instance, if the digital twin connects to real-time data, then it will require following data
collection standards that allow such a service. Furthermore, the industry domain may also
contribute to or influence the digital twin solution. As an example, developing a digital
twin for the marine industry will require the solution to adhere to some standards and
concepts of marine life in general. Similarly, the case of manufacturing, mining, military,
etc.

This interrelation with other technologies and domains triggered the issue of ISO
23247 Automation systems and integration—Digital twin framework for manufacturing
standard [68]. This standard consist of four parts. The first part presents an overview and
terminology related to digital twins. The second part describes the reference architecture.
The third part presents the relation with the manufacturing elements. The fourth part
presents the information exchange concepts and methodologies. Figure 1 depicts the
reference model of the digital twin in the ISO 23247. As presented in the figure, the
reference model consists of four main entities. The first entity is the user entity which
includes all the needed components for interfacing with the digital twin and manufacturing
systems. The second entity is the digital twin entity which includes all applications, services,
operations, and management components. This is the core entity that builds the models
and the simulation acts.
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Figure 1. Digital twin framework based on the description in the ISO 23247 standard. [Source: Own
figure based on the International Organization for Standardization (ISO) illustration in [68]].

Then, the third entity is the data collection and control entity. This entity is the
module where manufacturing elements are connected to collect data from shopfloor devices.
Finally, the fourth entity is the observable manufacturing elements entity which includes
the physical components. For better understanding, the National Institute of Standards
and Technology published use case scenarios of implementing digital twins based on
the ISO 23247 [69]. In addition to that, the ISO published a dedicated standard for the
visualization elements in automation system under industrial data topic is titled as ISO/TR
24464:2000 Automation systems and integration—Industrial data—Visualization elements
of digital twins [70]. This standard focuses only on the visualization elements to be shared
between the physical and virtual replicas. ISO is also developing two standards related to
digital twin topics. The first one, the ISO/IEC AWI 30172 Digital Twin-Use cases, includes
description based on the use case [71] and the second one, the ISO/IEC AWI 30173 Digital
twin—Concepts and terminology, on generic concepts and terminology [72].

3. Generic Paradigm for Architecting Digital Twins

Following the review in the previous section, the development of a digital twin
depends on several factors including the domain where the DT will be utilized, the under-
standing of the physical system behavior, the availability of the data, the required level of
details in simulation, and the required human interfaces and manner of interactions. Thus,
this section presents a generic paradigm of architecting digital twins for manufacturing
processes. The main objective of this generic paradigm is to support developers and engi-
neers with adequate guidance for architecting the digital twin regardless of the application
or the technologies. In addition, this generic paradigm must be applicable and compatible
with different platforms, programming methods and techniques, operating systems, and
hardware devices. Consequently, developers will be able to reuse some concepts of the
generic paradigm fully or partially based on the application’s need.

Generally, the paradigm realizes the digital twin from three points of view. Firstly, the
digital twin is a computer application that is deployable on a centralized, decentralized or
distributed computing system that is able to interact with other entities and applications
using services and proper human interfaces. Secondly, the digital twin is a replica of the
physical part of a Cyber-physical System (CPS). Thirdly, the digital twin is a system with
one or more perspectives that allow simulating a physical system using virtual replicas.
Following these three points of view, the generic paradigm for developing digital twins is a
combination of three concepts: multi-layer , multi-level, and multi-perspective.

3.1. Multi-Layer Concept

Developing computer applications may implement well-defined approaches such as
Model-View-Control (MVN), Object-Oriented Architecture (OOA), or Multi-Agent System
(MAS) among others. These approaches help the developers in architecting the applications
based on the problem needs. As an example, the MVC approach helps the developers to
separate the application blocks or modules based on the functionality. Meanwhile, OOA is
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mainly used in hierarchical architecture where instances are dynamically created and linked
with a parent instance. The MAS approach is mainly used in distributed system architecture
where agents are permitted to communicate with each other as needed. Another approach
for building applications is the onion architecture [73,74]. The onion architecture was
developed by Jeffery Palermo [75] which is an implementation of the concept of the clean
architecture by Robert C. Martin [76,77]. The onion architecture is a systematic clean
method for architecting computer applications by using onion-like layers where the core
or the model of the application is in the center and the application interfaces, such as
Graphical User Interfaces (GUIs) and Application Programming Interfaces (APIs), at the
outside layer of the onion. Some layers can be planned in between the inner and the outer
layers if needed. Inspired by the onion architecture, the multi-layer concept envisions the
digital twin as a computer application with three major layers: model, signals, and interfaces.
Figure 2 depicts the multi-layer concept. The Model layer represents the core part of the
application which includes the logic and behavior of the application. The Signals layer
includes the data and information management and transformation. Finally, the Interfaces
layer includes the HMIs and APIs. These interfaces include the human-machine interface
and the machine-machine interface. The signals layer acts as a linking layer between the
interfaces and the core of the digital twin.

~Interfaces ™
//Signals\\ |
r/ _ \

[ K/md&x‘

\
\\ ///

~ 2

\\\ - S ’

. o

,//

Figure 2. Multi-layer concept following the onion architecture. [Source: Own figure].

3.2. Multi-Level Concept

Following the second consideration of the generic paradigm, a DT must mimic the
physical part of a CPS. In industrial applications, Industrial Cyber-physical Systems (ICPS)
can be projected on the ISA95 standard (ANSI/ISA-95.00.01-2000) [78] as depicted in
Figure 3. As highlighted in the figure, the cyber part is colored in blue and includes the
Enterprise Resource Planning (ERP) and Manufacturing Execution Systems (MES) levels.
Meanwhile, the physical part is presented in red and includes the production process at
level 0 and manipulation and sensing at level 1 of the factory shopfloor. The transition
between the cyber and physical parts or worlds occurs at the control and supervisory level
(Level 2) of the factory shopfloor. As shown in the figure, the data and information flow is
defined following the purpose and features of each level. In this regard, the ERP provides
the schedules to the MES level based on the incoming orders and the available resources.
At this level, the planning, scheduling and optimization of the production processes are
conducted. Then, the MES transfers these schedules into optimized plans and then issues
commands to the control and supervisory level to accomplish these plans. The control and
supervisory level makes actions accordingly at the manipulation level. These actions affect
the production process. As a consequence of that, the sensors in Level 1 detect the changes
and send the reactions to the control and supervisory level. The control level provides these
reactions as feedback to the MES level. Finally, the MES reports to the ERP the production
status.
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Figure 3. Projection of the CPS concept on the ISA95 levels. [Source: Own figure].

In the context of digital twins for industrial applications, the factory shopfloor levels
(Level 0-Level 2 ) represents the physical part that can be twined. As depicted in Figure 4,
and being inspired by the ISA95 standard, the Multi-level concept of this generic paradigm
includes three levels. Level 2 is the logic level where all the logic of the production system
is included. This level imitates the ISA95-Level 2 where the control and the supervisory
happens. Level 0 is the level where all the physics of the production system is included.
Similar to the ISA95-Level 0, this level aims at modeling the production process. Moreover,
in addressing multi digital twin situation, Level 0 is the location where the digital twins
can be linked in the physical space. Finally, Level 1 is the level where the transformation
between the logic and the physics occurs. This level represents the manipulation and
sensing technologies. Moreover, and as presented in the figure, during production, the
MES and the ERP are normally connected to the shopfloor resources. For the digital twin,
two main operational modes are presented. These operational modes are activated once
the digital twin is developed and deployed. The On-line mode when the DT is connected
in real-time to the shopfloor resources. In this mode, the digital twin acts as a monitoring
system for the physical twin where live streams of data (shown in gray arrows) feed the DT.
Meanwhile, the Off-line mode is used in simulating the shopfloor resources. In this mode,
the DT will be connected to the existing ERP and MES systemsfor testing and validation of
plans and operations.

Simulation (Off-line)

Control and Supervisory § Digital Twin Level 2

Manipulation and Sensing §! Digital Twin Level 1

Production Process Digital Twin Level 0

Monitoring (On-line)

Figure 4. Multi-level concept and the DT operational modes. [Source: Own figure].

By combining the concept of multi-layer and the multi-level, a digital twin will contain 9
blocks as depicted in Figure 5. For a generic design of a digital twin, the 9-block architecture
allows modeling and simulating any production system. As depicted in the figure, the Model
layer includes all the modeling, logic, behavior and physics simulation components. At
level 2, M2 includes the logic of the control and supervisory. The M1 block will contain the
models of the sensors and the actuator systems. The M0 will include the models and physics
of the process. Then, the Signals layer includes all the operations and transformations on
the data that will be shared between the Model and the Interfaces layers. This layer allows
the developers of the digital twin to include any needed operations of the data and the
information. In this regard, the data and the information can be either generated by
the Model layer and need to be prepared for the Interfaces, or visa-versa, received by the
interfaces and need to be delivered to the model layer.
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Figure 5. The 9-block concept. [Source: Own figure].

Following that, the S2 block will contain the transformation components of the control
and supervisory. Meanwhile, the SI will contain the information transformation compo-
nents for the actuation and sensing level, and SO will include the information transformation
components for the process level. Finally, the Interfaces layer is where the communication
occurs with human using HMlIs and with machines using APIs. The I2 is dedicated to
the interfaces regarding the control level. Similarly, the I1 is designed for interfaces of the
actuation and sensing level, and I0 for the interfaces of the process level. It is important to
mention that the interfaces allow access to inner data and information that is not possible to
access in the real system. As an example, in a production system, a motor can be controlled
by a drive. This drive includes power electronics that create the sinusoidal signals for the
motors. These signals often include the undesired harmonics. Thus, the drives use filters
to clean the signals from the unwanted harmonics. In real systems, it is very difficult to
study the effect of these harmonics on the other systems in the production systems due to a
lack of access. However, in digital twins, this can be replicated and the interfaces layer can
allow access to any inner values that the user of the digital twin is interested in.

3.3. Multi-Perspective Concept

Returning to the third point of view for a generic paradigm, a digital twin must
provide multiple perspectives to fulfill the different possible applications. In this regard,
the Multi-perspective concept considers a complete digital twin as concentric cylinders
as depicted in Figure 6a. As described before, the levels (in orange) are represented by
vertically stacked cylinders and the layers (in blue) are concentric cylinders. To understand
the multi-perspective concept, a look from the top of the digital twin paradigm shows
different sectors as presented in Figure 6b. Each sector (in green) focuses on a different
perspective of the digital twin. As an example, a digital twin can be used for cost estimation
and simulation. At the same time, it can be also used for simulating energy consumption or
resource utilization. Following the multi-perspective concept, as shown in Figure 6, three
perspectives will be needed to address the cost, energy consumption and the resources’
utilization use cases. In addition, such a concept allows scaling or extending digital twin
usage to address modern or newly developed technologies. As an example, the above-
described digital twin can have a new perspective regarding the cognition aspect. This
addition will allow the digital twin to be a cognitive digital twin.
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Figure 6. Multi-perspective concept. [Source: Own figure]. (a) Side view ; (b) Top view.

In summary, a generic digital twin will include several perspectives depending on

the application and the purpose of the digital twin. Mainly, each perspective includes
the 9-block architecture. Figure 7 depicts 3D visualization of the paradigm with different
color for each perspective. The main objective of such a paradigm is guaranteeing modular,
scalable, reusable, interoperable and composable digital twin architecture. These qualitative
attributes can be mapped to the architecture as follows:

L]

DT Level 2 =—— |5

Modularity: is the ability to build the DT using defined and interchangeable modules.
These modules contribute to the flexibility of the overall system. In the context of
the generic paradigm, the 9-block approach allows the developer to interchange the
blocks based on the need of the application.

Scalability: is the ability to grow the system in terms of resources and features. This
quality is presented in the possibility of adding several perspectives to the digital twin
in order to increase its capabilities.

Reusability: is the ability to reuse legacy or existing assets in building newer versions.
In this regard, the 9-block approach allows the user to reuse previously-developed
blocks in newer versions of the DT.

Interoperability: is the ability to work and to be compatible with other components
or systems regardless of the vendor or the developer. For the 9-block approach, the
use of standards and protocols permits such quality where different systems and
applications can communicate easily.

Composability: it is the ability to reassemble and reconstruct a system from other
systems and components. In the context of this research, the 9-block architecture
allows the development of a system of digital twins where the DT Level 0 includes the
physics that each DT uses. Then, by connecting each Level 0 using spatial computing
concepts, these DTs can form a system of digital twins.

DT Level 1 =——— |1 ﬂ. i

DT Level 0 —{ |p so | Mo I\ | ron —ﬂ

S

Interfaces  Signals Model

Figure 7. 3D visualization of the generic paradigm for architecting digital twins. [Source: Own figure].
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4. The Approach of Architecting the Digital Twin

After establishing the skeleton of the DT using the 9-block concept, developers can start
the process of architecting the DT. This process may include the selection of some aspects
such as the communication protocol, the shared data, the components and applications,
and the development techniques. In the domain of this research, and after defining the
9-block paradigm, architecture mainly refers to two parts. Firstly, the components that
construct the digital twin modules, and secondly, the data types and protocols on how
these components communicate with each other and with the external applications and
services via defined APIs. In this regard, a knowledge-based system can be used to reason
the architecture of the DT. As depicted in Figure 8, the reasoning process may require
three knowledge bases. Firstly, the Process description (green) supports the reasoner with the
production resources knowledge. As an example, this ontology may contain descriptions of
the production resources such as robots and machinery, product, data and possible events.
Secondly, the Twinning specifications (red) which include the rules for the reasoning engine,
the needed perspectives for the digital twin, and the possible interfaces.

Process
description

\ 4
Twinning Twinning p»| Digital twin
specifications Reasoner architecture
S —— .
L}

: Legacy :. ........

L knowledge |

Figure 8. The knowledge-base system for reasoning the digital twin architecture. [Source: Own figure].

Thirdly, the Legacy knowledge (yellow) which includes manufacturing vocabulary and
descriptions that are required to identify production resources such as robots or conveyor
descriptions. In fact, many ontology models are developed and populated for this purpose
such as the IOF-BFO developed by the Industrial Ontology Foundry [79-81], the Politecnico
di Milano-Production Systems Ontology (P-PSO) and the Manufacturing Systems Ontology
(MSO) [82], EU Vocabulary Ontology [83], and the Semantic Computing Research Group
(SeCo) ontology [84]. Once these ontology models are utilized, the reasoning engine or as
labeled in the figure Twinning reasoner will infer the architecture description as an ontology
(blue). Figure 9 presets a graph that describes the ontology model of such a knowledge-
based approach. This figure shows the relations between the factory and its production
resources in the physical world and the digital twins and their components in the digital
world. This graph follows the same colors scheme in Figure 8.

More precisely, and starting from the top, the Production_Control class represents the
MES and the ERP systems that control the production process. As an example, this class can
also include the concept of Al-based Digital Agents. This Production_Control class is linked to
the Production_Process class via manages object property, and to the Product class via monitors
object property. As the figure shows, a Digital_Twin simulates the production process or the
product. In addition, the Digital_Twin virtually replicates the Factory and it can have multi-
ple Perspective instances linked to it based on the DT specifications. The Factory is linked to
the Production_Process via the property conducts. Further, the Factory class is linked to the
Product via the property produces. As seen in the figure, the Product class and the related
object properties are highlighted as this research focuses on the production processes of
digital twins. The approach also considers that a factory comprises multiple instances of the
Production_Resource as shown in Figure 9. The Production_Resource can be a robot, machinery
or human worker that provides service or conducts an act in the production process. Addi-
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tionally, the Production_Resource is linked to the Level class where the resource is located in
terms of manufacturing hierarchy which is needed for the 9-block paradigm. Likewise, a
digital twin comprises multiple Digital_Twin_Resources. This Digital_Twin_Resource class
is linked to the Production_Resource via virtually_replicates object property. In addition, the
Digital_Twin_Resource may contain several Digital_Twin_Component. Each instance of the
class Digital_Twin_Component is linked to the Model, Signal and Interface classes via located_at
object property. On the other side, a Production_Resource may consume or generates Data.
Additionally, it can trigger or expect an Event. Finally, this approach uses the IEC61499
standard for building digital twin components. In this regard, the Function_Block class
is linked with Data and Event via is_input_to and is_output_of objects properties and is
represented as function blocks. As mentioned before, the Legacy knowledge (colored in
yellow) defines manufacturing vocabulary. This ontology is added to the graph partially

for illustration purposes.
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Figure 9. Digital Twin Architecture Ontology Model (DTAOM). [Source: Own figure].

5. Use Case Example
5.1. FASTory Use Case

To demonstrate the proposed approach, a production line with a discrete manufactur-
ing use case is used. The production line is known as the FASTory assembly line where
modular and sequential loop-like workstation configuration is used to mimic the pro-
duction of electronic devices as depicted in Figure 10. The production system includes
10 identical workstations (labeled as WS2-WS6 and WS8-WS12) that are equipped with
conveyors and different robots to perform the assembly processes. The assembly process
mimics assembling mobile phones where robots draw different parts of the phone with
different colors and different models to emulate the variation of the product. Workstation 1
and workstation 7 are used for pallets and material handling.

The research in [1] illustrates the physical system and the development of a simulator
to help in developing applications for the production system. Furthermore, this use case
was exploited in several research activities such as developing a generic MES system in [85],
proposing a knowledge-based manufacturing system in [86], studying the industrial data
lifecycle management in [87], and implementing the ISO-22400 KPIs in a virtual production
systems in [88] among others. To reduce the complexity of demonstrating the approach
in this paper, a single workstation will be used where the assembly process happens. As
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shown in the Figure 10, any drawing workstation, i.e., WS2, consists of two conveyors.
The main conveyor is for passing the pallet to the work cell in order to draw the phone
parts. Meanwhile, the by-pass conveyor allows the pallets to move past the workstation in
case the robot is in a busy state. This configuration guarantees zero blockages due to pallet
congestion. Five proximity sensors are attached to the conveyors to measure the presents
of the pallet in the workstation. In addition, an RFID reader is located at the beginning of
each workstation to identify each arriving pallet.
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Figure 10. FASTory assembly line layout. [Source: Snapshot from the FASTory Simulator [1]].

Figure 11 depicts a graph description of the workstation process and resources. Each
workstation is controlled by two Remote Terminal Units (RTUs) [89]. These RTUs provide
connectivity to the MES and ERP systems using web services. Then, the Robot RTU controls
the robot controller, which manipulates the robotic arm. The gripper is attached to the
robotic arm, and it grasps the pen that has certain color to draw on the paper. This paper
represents the product and is attached to a pallet. The pallet is transferred by the main
conveyor if the robot is in an idle, stop or down state, and by the by-pass conveyor if the
robot is in the busy state. These conveyors are moved by separate motors that are driven by
separate drives. In addition, proximity sensors and an RFID are located at certain locations
along the conveyor belts. Finally, these drives, sensors and the RFID are controlled and
read by the Conveyor RTU.
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Figure 11. FASTory production resources description. [Source: Own figure].

5.2. Function Block-Based Digital Twin Architecture

For the FASTory use case, and following the graph in Figure 11, three main production
resources can be listed including the robot, the main conveyor and the by-pass conveyor.
Additionally, the proximity sensors, the RFID reader and the gripper can be added as
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production elements. Figure 12 depicts the populated model of the process description
for the FASTory use case. The figure shows that the model includes four processes where
three processes are performed by the robot and one process is performed by the transporta-
tion system.
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Figure 12. FASTory production description for drawing process. [Source: Own figure which is a

snapshot from Protege Ontology Editor].

For the Data, six instances have been included in the use case as each zone includes the
status of the proximity sensor that is related to. The pallet_id data instance is related to the
RFID reader and it holds the pallet identifier code. For the events, four events have been
added. These events include draw_ended, draw_started, pen_changed, which are triggered by
the robot and pallet_transferred which is triggered by the conveyors.

Afterwards, the digital twin specifications can be introduced. For this use case, two per-
spectives can be created. The first one is the power consumption perspective. The second
perspective can be resource utilization. Figure 13 depicts an example of a populated ontol-
ogy for the digital twin specifications. As seen in the figure, each instance of the perspective
class owns three instances of the model, three instances of the signals and three instances
of the interface. These instances will be linked later with the digital twin components after
the twinning operation. The third knowledge source is legacy knowledge. This knowledge
includes all descriptions and definitions of the production resources. As an example for this
use case, Figure 14 depicts a snippet of the ontology that describes the legacy knowledge of
FASTory workstations as presented in Figure 11.
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Figure 14. Snippet of the legacy ontology for the FASTory use case. [Source: Own figure which is a
snapshot from Protege Ontology Editor].

RTU

Once these ontology models (seen in Figures 12-14) are populated, a set of rules are
needed for the reasoning. These SWRL (Semantic Web Rule Language) rules are part of the
Digital Twin Architecture ontology model (in blue in Figure 8). In this regard, Equation (1) is
a rule that creates a Digital_Twin_Resource instance for each Production_Resource. Then, a
datatype type is added to the Digital_Twin_Resource instances which highlight the virtual
feature using the rule in Equation (2). Equation (3) can be used for linking the virtual and
physical resources.

Production_Resource(?x) = Digital_Twin_Resource(?x) 1)
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Digital_Twin_Resource(?x) = type(?x, "virtual — resource”) 2)

Production_Resource(?x) A\ )

Digital_Twin_Resource(?x) == virtually_replicated(?x,?x)

Afterwards, an instance of Function_Block can be created for each instance of the
Digital_Twin_Resource using the rule in Equation (4) . Additionally, the same rule links
the function block instance with the digital twin resource instance using is object property.
Equation (5) depicts the rule for adding an alias to the function block as a data property.
Then rules in Equations (6) and (7) add the events to the function blocks.

Digital_Twin_Resource(?x)A

4
swrl : makeOWLThing(?y,?x) = Function_Block(?y) Nis(?x,?y) @)

Function_Block(?x)A
Production_Resource(?y) A ®)

name(?y,?z) = alias(?x,?z)

Function_Block(?x) A
Production_Resource(?y) A (6)
expects(?y,?z) = has(?x,?z)

Function_Block(?x)A
Production_Resource(?y) A 7)
triggers(?y,?z) = has(?x,?z)

Once the digital twin resources are created, the digital twin components can be created
and linked. This can be seen in the rules in Equations (8)—(10).

Production_Element(?x) == Digital_Twin_Component(?x) ()]
Digital_Twin_Component(2x) = type(?x, virtual — element”) 9)

Production_Element(?x)A\

10
Digital_Twin_Component(?x) = is_twinned_as(?x,?x) (10

Afterwards, the digital twin components are represented as function blocks. Equation (11)
creates the function block, while Equation (12) adds the alias to the created instance of
the function blocks. Then, Equations (13) and (14) link the data input and outputs of the
function block

Digital_Twin_Component(?x) A

11
swrl : makeOWLThing(?y,?x) = Function_Block(?y) N is(?x,?y) an

Function_Block(?x)A\
Production_Element(?y) A (12)

name(?y,?z) = alias(?x,?z)

Function_Block(?x)A
Production_Element(?y) A (13)

generates(?y,?z) = has(?x,?%z)

Function_Block(?x) A
Production_Element(?y) A (14)

consumes(?y,?z) = has(?x,?z)
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The created instances of the function block represent the digital twin components and
the digital twin resources. To compose the function blocks, the rule in Equation (15) is used
to combine the digital twin components and resources using the function blocks.

Digital_Twin_Resource(?x1)A
Digital_Twin_component(?x2)A
A 15)

is_a(?x1,?x3)A

is_a(?x2,?x4) = composes(?x4,?x3)

contains(?x1,?x2

Lastly, the function components will be sorted to classify them using the 9-block
concept. Initially, as presented in Figure 13, two perspectives are created for this digital
twin. Each perspective has three layers and three levels. For the levels, the function
blocks that belong to each level follow the associations of the production resources and
production elements. This knowledge comes from the description of these instances which
are represented in the legacy knowledge. Equation (16) depicts the rule for making this
linkage.

Digital_Twin_Resource(?x1)A
Production_Resource(?x1)A
Digital_Twin_component(?x2) A
Production_Element(?x2)A\
Function_Block(?x3) A (16)
Function_Block(?x4) A
is_a(?x1,?x3)A
is_a(?x2,?2x4) A
belongs_to(?x1,?x5)A
belongs_to(?x2,?x6) = part_of(?x1,?x5) A part_of (?x2,7x6)

In regards to the layers, each instance included in the perspective will be linked to the
three layers. This is achieved via the data property needs. The rules in Equations (17) and (18)
present the reasoning of this connection.

Digital_Twin_Resource(?x1)A
Function_Block(?x2) A
is_a(?x1,?x2)A
Prespective(?x3) A
needs(?x3,?x1)A
Model (?x4)A (17)
Signal (?2x5) A
Interface(?x6)A
has(?x3, 2x4) A
has(?x3,?x5) A
has(?x3,?2x6) == part_of (?x2,?x4) A part_of (?x2,?x5) A part_of(?x2,?x6)
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Digital_Twin_Component(?x1)A
Function_Block(?x2)A\
is_a(?x1,?x2)A
Prespective(?x3) A
needs(?x3,?x1)A
Model (?x4)A (18)
Signal (?2x5) A
Inter face(?x6)A
has(?x3, ?2x4) A
has(?x3,?x5)A
has(?x3,2x6) == part_of (?x2,?x4) A part_of (?x2,?x5) A part_of (?x2,?7x6)

After the reasoning step, the architecture of the digital twin is persisted in Digital
Twin Architecture ontology. This architecture includes the digital twin resources and the
digital twin components as function blocks. Thus, the developer then needs to create the
inferences function blocks in an FB editor. In this implementation, the development of the
ontology and the reasoning has been performed using the Protege ontology editor [90]
and Olingvo ontology editor [91]. As Figure 15 depicts, two main production resources
have been identified, the robot, and transportation system which consists of the main
conveyor and the by-pass conveyor. Following the reasoning flow, each one of these
production resources will be represented in the digital twin world using a digital twin
resource. These two resources combine several digital twin components which are reasoned
via the aforementioned rules.

transportation robot

lREQUEST PALLET_TRANSFERED REQUEST Draw_ENDED

NEW_PALLET DRAW_STARTED

Digital_Twin_Resource PEN_CHANGED
COMMANDS STATUS Digital_Twin_Resource

COMMANDS STATUS

PEN I

Figure 15. Two main production resources of the FASTory use case as digital twin resources. [Source:
Own figure which is a snapshot from locally developed FB editor].

To simplify the presentation and satisfy the article’s length, only the transportation
system is selected. Looking in more detail at the transportation resource, a total of 16 digital
twin components form the transportation digital twin resource as shown in Figure 16.

The M2 block contains the RTU which controls the conveyor’s tasks.Then, block M1
contains the drives, motors and sensors that are related to the conveyor system. Finally,
block MO0 contains the pulleys, the belts and the pallet.

At this point, the model layer has been populated, and the next stage is to look at the
interface layer. As described in Section 3, the interface layer will depend on the digital twin
perspectives. In this example, the digital twin has two perspectives, power consumption
and resources utilization. As an example, from the power consumption perspective, the
interface can include an HMI as a graph that shows the power in Watt units and APIs that
use HTTP REST for publishing the consumption value. Figure 17 depicts the example for
the needed function blocks for the interface and the signals.
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PALLET_TRANSFERED

Figure 16. The composition of the transportation digital twin resource in the model layer. [Source:
Own figure which is a snapshot from locally developed FB editor].

ANGULAR VELOCITY
TORQUE

ANGULAR_VELOCITY
TORQUE

Figure 17. The signal and interface layers for the transportation digital resource in the FASTory use
case. [Source: Own figure].
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6. Discussion

The demonstrated approach in the previous section permits high flexibility for the
developers to choose the desired components (i.e., function blocks) for the digital twin. The
use case showed that the model layer is the core for building the digital twin. This layer
depends mostly on the physical system descriptions including processes and equipment.
Once the model layer is drafted, the interface layer can be developed to satisfy the objectives
of the digital twin. This layer depends entirely on the perspectives of the digital twin and
the features of the digital twin. Then, the crucially needed signal layer can be developed
to connect the model layer with the interface layer. The three model levels were needed
in building the digital twin for the transportation resource. However, only level 1 was
needed in the signals and interfaces layers due to the fact that the shared information is at
level 1. In this regard, the paradigm, which was presented in Section 3, can be implemented
differently to satisfy the developers’ needs. As an example, rather than having three levels
for the interface, two levels can be introduced where one can be for the HMI and the other
for the Machine-Machine Interface (i.e., APIs). Furthermore, the signals layer can be only
one level where all conversions and calculations can be introduced. These variations are
open to the developers to decide what is best for their use case.

For the qualitative attributes that are listed in Section 3, the FASTory implementation
proved the expected outcomes. As an example, the Modularity attribute can be demon-
strated by interchanging one of the function blocks, such as the controller or the drive, to
a new different one. For the Scalability, the demonstrated use case showed the possibility
of having two conveyors by replicating the associated components. The Reusability was
evident in the use of the drive and the motor function blocks, where these two function
blocks are from legacy implementation and are still possible to be reused. The Interoper-
ability can be also guaranteed as the approach allows the user to use self-made function
blocks or commercially available ones. In the demonstrated example, the system will work
fine if the RTU is changed with a PLC or other type of controller from a different vendor.
Lastly, the Composability is a feature of the IEC61499 standard which is included in this
implementation. As an example, the transportation function block is composed of several
function blocks.

The presented approach is still in its first versions and very well open for modifications
and improvements. Thus, looking at the standard ISO 23247 and trying to find synergies
with the presented approach is very well accepted. In this regard, both solutions dedicated
separate modules for interfaces (user entity) and models (digital twin entity) which is
important to guide the user in architecting such a complicated system. Both approaches
addressed the information exchange as well. However, ISO 23247 did not dedicate a module
for such an operation and left it open to the developers. While the presented approach
considered these operations in the signal layer. The standard split the interfacing with the
outside world into two entities (user and data) which might be necessary for more generic
targeted domains. Overall, the presented approach appeared to be more specific for the
manufacturing domain while the ISO 23247 standard targets a wider range of applications.

7. Conclusions and Future Work

Due to the versatility in exploiting them, digital twins b.ecame more essential in
industrial applications. Adding to that, the benefits of saving energy, cost and time, and
providing detailed insights about the behavior of systems prove to be very valuable. Thus,
having a framework or paradigm will help the developers in creating such completed
systems. In this regard, the conducted research provided guidelines or a paradigm for
the developers to architect digital twins. The presented approach included multi-layer,
multi-level and multi-perspective concepts for building a digital twin for manufacturing
processes. Inspired by the ISA95 standard, the multi-level concept allows the user to
allocate each component based on the level in the manufacturing pyramid. While the
multi-layer concept is inspired by the onion architecture and helps the programmers and
developers to draft the needed components based on the functionality. Finally, the multi-
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perspective concept allows the user to distinctly build the digital twin views or use cases.
This combination of the concepts permits the creation of a modular, scalable, reusable,
interoperable and composable digital twin as demonstrated in the paper. Then, to help
illustrate the approach, an ontology-based implementation was presented. It was clearly
seen that developing a digital twin requires substantial knowledge of the physical system
that needs to be twined, the technical aspects and features of the development environment
and the domain where the digital twin will be exploited. After the demonstration, a
comparison with the ISO 23247 standard was drafted to find synergies between the two
approaches. Hence, it was observed clearly that digital twins require three main aspects;
modeling, interfacing and information exchange. These three main aspects were found in
both approaches but with different implementations and conceptualizations. Overall, the
differences between the approach can be seen in the targeted outcomes as the standard
focuses on a wider range of applications while the presented approach in this paper targets
manufacturing processes specifically. In fact, this comparison opens the doors for future
work which may include addressing digital twinning for products and spatial computing.
Moreover, future research may include extending the ontology concepts in this research to
be compatible with the IOF vocabulary.
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Specifications Table

Subject

Specific subject area
Type of data

How data were acquired

Data format
Parameters for data collection

Description of data collection

Data source location

Data accessibility

Related research article

Industrial Engineering, Manufacturing Engineering

Discrete manufacturing data includes the events of simulated assembly process
CSV, JSON

The data has been collected using a digital twin known as the FASTory
Simulator [1]. This simulator mimics an actual assembly system located in
Tampere university. The simulator was controlled by an inhouse developed
orchestrator for the purpose of data collection using web services.

Raw and filtered

The collected data contains 106,154 events during a simulated assembly
process [2]. The collection process lasted for 12 h distributed on 3 days. For
the data collection, an orchestrator has been set for managing 3 pallets at the
same time with continues utilization.

The data was collected using an orchestrator which acted as event logger for
this experiment. The orchestrator uses REST-formatted HTTP notifications for
generating the events. The orchestrator needed to subscribe to all notifications
in order to collect the data. Besides, the orchestrator managed the assembly of
1017 simulated product. [3]

FASTory Simulator [3]

Future Automation Systems and Technologies Laboratory (FAST-Lab)

Tampere University

Tampere, Finland

Dataset: https://doi.org/10.23729/7e299722-c246-4695-990f-dbe5a7839ad2 [2]
Software (simulator and orchestrator): https://doi.org/10.5281/zenodo.4541008
(3]

R.E. Borja, M. Wael M., A. Mussawar, L. Sergii, Z. Jiayi, H. Robert, M.L. Jose L.,
Comparing ontologies and databases: a critical review of lifecycle engineering
models in manufacturing, Knowledge and Information Systems, In Press.

Value of the Data

 The collected data include more than 100 K events generated during a simulated assembly
process of electronic devices using the FASTory Simulator. The data can be important for the
purposes of studying different techniques and methods for balancing and optimizing discrete

processes.

« The data can be utilized by researchers and developer of manufacturing systems that are spe-
cialized in optimizing manufacturing processes. The data can also be important for compa-
nies who develop Manufacturing Execution Systems (MES) and Enterprise Resources Planning

(ERP) systems [4].

- The FASTory Digital Twin data can be exploited in modelling discrete manufacturing pro-
cesses or testing and validating optimization solutions for balancing the utilization of the
manufacturing resources. In addition, the data can be used for training machine learning
models that targets replicating an industrial discrete manufacturing process.

1. Data Description

11. Data generation using the FASTory digital twin

The FASTory line is an education and research assembly line located at the FAST-Lab in Tam-
pere University Tampere, Finland. The assembly line was utilized for assembling mobile phones
during the early 2000s. Afterwards, the line was relocated to the university and retrofitted
with web-based Remote Terminal Units (RTUs) to control the conveyors and the robots along-
side handling other sensors and actuators as Fig. 1 shows on the right. In addition, the line
is transformed to mimic the assembly process by drawing main components of mobile phones
(frame, screen, and keyboard) with 3 different models and 3 possible colours for each part. These
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Fig. 1. On the left, the FASTory line product and on the right, the FASTory line [1].

Fig. 2. The location of zones in a workstation numbered from 1 to 5.

variations generate a total of 729 different product. As show in Fig. 1 on the left, the pallets have
been modified to hold the papers which represents the main component in the assembly. Once
the paper is placed on a pallet, the drawing processes of the three parts are executed. Then the
paper is extracted from the pallet. In this regard, the paper with the drawn phone represent a
fully assembled product.

The FASTory line consists of 10 identical workstations (numbered from 2 to 6 and 8 to 12)
for executing the drawing processes, one workstation (numbered as 1) for loading and unloading
the papers and one workstation (numbered as 7) for loading and unloading pallets. Each work-
station is equipped with RFID for recognizing the incoming pallets. In addition, each workstation
(2-6 and 8-12) include a main conveyor and bypass conveyor. The main conveyor is used to lo-
cate the pallet in the position for drawing the mobile parts. Meanwhile, the bypass conveyor
is used to skip the workstation without disturbing the ongoing process. For workstation 1 and
7, only main conveyor is used. Both main and bypass conveyors are divided into zones. These
zones are numbered from 1 to 5 as Fig. 2 depicts. Each zone is equipped with a proximity sen-
sor to detect the presence of the pallet and with a pneumatic actuator to hold the pallet in the
zone. The functionality of these zones include:

« Zone 1 for identifying the incoming pallet;

« Zone 2 for holding 1 pallet in the workstation while the robot is executing a drawing process.
This zone works as a buffer for queueing the pallet;

 Zone 3 is dedicated for executing the drawing process;
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"$schema": "http://json-schema.org/draft-07/schema#",
"title™: "event"™,
"type": "object”,
"properties”: {
"timeStamp™: {"type": "integer"},
"event": {
"type": "object",
"properties™: {
"id": {"type": "string"},
"senderId™: {"type": "string"},
"payload": {
"type": "object",
"properties": {
"palletId": {"type": "string"},
"recipe": {"type": "string"},
"color": {("type": "string"},
}I
"required™: ["palletId"]
}
e
"required": ["id", "senderId", "payload" ]
}
Y,
"required": ["timeStamp","event"]

}

Fig. 3. JSON schema of the events.

Zone 4 is used to bypass the workstation and allows holding the pallet to avoid any colli-
sion in the conjunction of the main and the bypass conveyors. This zone does not exist in
workstation 1 and workstation 7;

Zone 5 represents the exit of the workstation. This zone is overlapping with the next work-
station’s zone 1.

As mentioned above, the FASTory line is controlled by web based RTUs that use the HTTP

protocol. In fact, each conveyor and robot is controlled by an RTU. In total, 23 RTUs (12 convey-
ors and 11 robots) are used for controlling purposes. These RTUs accept HTTP services to execute
operations like drawing, paper handling and pallets handling. In addition, the RTUs employ pub-
lish/subscribe mechanism for notifying third party applications about the occurring events. The
schema of these events is depicted in Fig. 3. As shown in the figure, each event contains a time
stamp representing the issuing time, event id identifying the event type and sender id identi-
fying the equipment that generated the event. Afterwards, each event includes a payload that
consists of the event-specific information based on the event id. Based on the event’s descrip-
tion, the following are the possible events that can be generated by the FASTory line:

Z1_Changed: this event is triggered once a pallet arrives or leaves the zone. If the pallet
arrives to the zone, the payload will contain the pallet id. If the pallet leaves the zone, the
payload will contain “—1” as pallet id;

Z2_Changed: similar to Z1_Changed but for zone 2, see Figs. 4 and 5;

Z3_Changed: similar to Z1_Changed but for zone 3;

Z4_Changed: similar to Z1_Changed but for zone 4;

Z5_Changed: similar to Z1_Changed but for zone 5;

DRAW_START_EXECUTION: this event is triggered once the process of drawing is started. The
payload includes the pallet id where the drawing is conducted and the recipe of the drawing,
see Fig. 7. the recipe represents the part and model of the phone;

DRAW_END_EXECUTION: this event is triggered once the process of drawing is ended. The
payload includes the pallet id where the drawing has been conducted, the recipe of the draw-
ing and the colour of drawing, see Fig. 6;

PAPER_LOADED: is triggered once the pallet receives a new paper. The payload includes the
pallet id, see Fig. 9;
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"timeStamp":1501751782579,
"event": {
"id":"Z2_Changed",
"senderId":"SIM CNV11",
"payload": {
"palletId":"1501749696163"
}

Fig. 4. Example of zone changed event once the pallet leaves the zone.

"timeStamp":1501751789604,
"event": {
"id":"Z2 Changed",
"senderId":"SIM CNV12",
"payload": {
"palletId":"-1"
}

Fig. 5. Example of zone changed event when the pallet arrives to the zone.

"timeStamp":1501751790656,
"event": {
nidw:" DRAW_END EXECUTION",
"senderId":"SIM ROB4",
"payload": {
"palletId":"1501749696165",
llrecipell H lllﬂ ’
"color":"BLUE"

Fig. 6. Example of draw end execution event.

- PAPER_UNLOADED: is triggered once the paper is unloaded form the pallet. The payload in-
cludes the pallet id, see Fig. 8;

- PEN_CHANGED: this event is triggered once the robot changes the colour of the pen. This
event is not included in the data set due to the fixed colour for each workstation.
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Table 1
Description of the fields of the filtered and rearranged data.
Field name Data type Possible values
timeStamp Integer Integer represents the time according to universal time. Which is calculated
since 1 January 1970 00:00:00 in milliseconds
eventld String Z1_Changed, Z2_Changed, Z3_Changed, Z4_Changed, Z5_Changed,

PAPER_LOADED, PAPER_UNLOADED, DRAW_START_EXECUTION,
DRAW_END_EXECUTION

senderld String SIM_CNV1, SIM_CNV2, SIM_CNV3, SIM_CNV4, SIM_CNV5, SIM_CNVG,
SIM_CNV?7, SIM_CNVS, SIM_CNV9, SIM_CNV10, SIM_CNV11, SIM_CNV12,
SIM_ROB1, SIM_ROB2, SIM_ROB3, SIM_ROB4, SIM_ROB5, SIM_ROB6,
SIM_ROBS, SIM_ROB9, SIM_ROB10, SIM_ROB11, SIM_ROB12

palletld String String of integer with 15 digits.
recipe String 1,2,3,4,5,6,7,8,9 (1,2,3 for frame, 4,5,6 for screen, 7,8,9 for keyboard)
colour String red, green, blue

{

"timeStamp":1501751786648,
"event" : {
"id" :"DRAW START EXECUTION",
"senderId":"SIM ROB4",
"payload": {
"palletId":"1501749696165",
"recipe" . "l"

}
}
}
Fig. 7. Example of draw start execution event.
{
"timeStamp":1501751142646,
"event": {
"ad " PAPER_UNLOADED" ’
"senderId":"SIM_ROB1",
"payload": {
"palletId":"1501749696165"
}
}
}

Fig. 8. Example of paper unloaded event.

1.2. Raw and filtered data

Besides sharing the raw data as JSON files, a filtering process has been conducted to rearrange
the data as CSV. This data includes the similar content as described above but in computer-
friendly format. Table 1 presents the description of the filtered data. It is important to mentioned
in the CSV formatted data, the field recipe and colour are empty for the events that do not
include a colour or a recipe.
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"timeStamp":1501751149235,
"event": {
nidv:" PAPER_LOADED",
"senderId":"SIM ROB1",
"payload": {
"palletId":"1501749696165"

Fig. 9. Example of paper loaded event.

FASTory Simulator

wss WS9 WS10 wsi1 WS12 LEGEND

O/@ OFF/ON Presence Sensor
£5/A OFF/ON Stopper
o o o O, 01/ OFF/ON RFID Reader
r} ~ ~ :} -~
ws7 [/ O\ wst
QO O ¢

] ] =] =] (=] * I
= 2 0 O E & O O g 2 0 O g 2 9 O 9 LI« e ] g
\ x x x x x x x 3 x E x x " lj
= «iﬂ".
< < < < <
WS6 WS5 Ws4 WS3 Ws2
Twst [wse  [wss [wss  [wss  [wss | ws | wss [ wss | ws:o | wsi: | ws:2 | Contro
e | ot | e | ot | e | s | | s | vt | s | ot | s
fntee 1-2 142 =5 12 150 12 12 155 12 15 12
S 2-3 223 23 2-3 2-3 2-3 223 2-3 2-:3 2-3 2-3
152 3-5 355 35 355 3-5 355 3-5 3-5 3-5 355 3-5
2=3 1—4 1—4 1=4 1—4 1—4 Load 1—4 1—4 14 1—4 1—4
3=5 45 4-5 45 45 45 Store 45 45 45 45 45
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<EE | LEE | EEE | EEE | <EEE EE | EEE | <EEE | DEE | <EEE

Copyright (c) 201€ Tampers Univarsity of Technology

au Rignte Recerved

Fig. 10. FASTory digital twin [3,5].

2. Experimental Design, Materials and Methods

During the eScop research project [6], the FASTory Simulator! has been developed to help the
project developers to test the various project applications remotely [7,8]. This allowed the de-
velopers to continuously develop and test the applications without producing any disruption or
harm. For this paper, the collected data has been gathered using the FASTory simulator. This

1 Accessible using: http://130.230.141.228:3000/.
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simulator is a digital twin that mimics and simulates the services, data, timing and events.
Fig. 10 depicts the interface of the simulator.

The process of gathering the data involved developing an orchestrator that subscribes to all
events in the simulator and then start production process of large number of orders aiming at
collecting as much data as possible. In this regard, the orchestrator starts by creating a product
and then map it to the pallet. Afterwards, the orchestrator moves the pallet to load the paper,
draw the 3 main part and then unload the paper. This process is repeated to finish all waiting
products. For the purpose of collecting data, maximum 4 pallets where introduced at the same
time during the long production process to avoid any misbehaviour or collisions.
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