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In this modern era, sequential recommendations are increasingly prevalent. Users
now expect systems to remember past interactions rather than treating each recom-
mendation round as a separate event. Likewise, more and more applications allow
users to gather in groups for various activities, such as dining out or movie nights,
leading to an increase in the use of group recommendation systems. However, these
systems face challenges in processing complex data such as historical user feedback
and complex characteristics of the group members. To address these challenges,
the SQUIRREL framework is created for implementing Sequential Recommenda-
tions with Reinforcement Learning. This framework employs reinforcement learning
methodologies to determine the optimal group recommendation algorithm according
to the present conditions of the group members. During each round of recommen-
dations, it assesses member satisfaction and item relevance to choose the algorithm
that generates the highest reward. While recommending a set of items for a group
it is often seen that some members are neglected over others. This makes the rec-
ommended list biased to some users’ preferences. This work identifies this bias issue
and incorporates two new fairness aware reward functions in the original SQUIR-
REL using the m-proportionality measure. This approach guarantees fairness in
recommendations by striving to incorporate a minimum of m items in the group
recommendation list that align with the preferences of each member. By incorporat-
ing these new functions, the SQUIRREL framework demonstrated its adaptability
to changes for additional variables. Evaluation results on the MovieLens dataset
illustrate the effectiveness of these new reward functions.

Keywords: Sequential recommendations, Group recommendations, Fairness in rec-
ommendation systems.
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1 Introduction
In the current digital environment, recommendation systems are essential tools that
assist users in finding what they need from a wide range of possibilities. These sys-
tems utilize a variety of techniques to forecast human preferences. Their main aim
is to make user experiences more personal by suggesting things that match their
tastes. Recommendation systems are found in many areas, such as online stores,
streaming platforms, social networks, and content websites. By analyzing users’ be-
havior recommendation systems can offer custom suggestions, leading to increased
user satisfaction and more successful businesses. To provide efficient suggestions,
the system should consider not just the user’s present preferences but also their
previous experiences with the system. This means considering not just the present
session but also past interactions and how the user responded to them, such as
which items they chose or liked. The system ought to examine a series of previ-
ous interactions or suggestion rounds instead of concentrating only on the present
session. This approach represents a newer method in recommendation systems, as
most systems typically only look at a user’s available ratings without considering
their past feedback on recommended items. This concept is often termed as se-
quential group recommendation, as it involves considering multiple rounds of user
recommendations over time [1]. Recommender systems are always evolving, using
new technology to provide even better recommendations in real time.

A growing number of people are now interested in group recommendations in
addition to sequential ones. Unlike individual recommendations, the focus here is
on balancing the preferences of multiple individuals. For instance, imagine a couple
of friends planning a movie night aiming to and looking for a best-suited movie for
the group. The challenge lies in suggesting a movie that appeals to everyone in the
group. Group suggestions are more complex since they must address the interests
of all group members, not just one. The method for group recommendations uses
a single recommendation system that is used by each group member on their own
to get their lists. The group recommendation system then applies an aggregation
method to these lists to create a list of suggestions for the entire group[2]. The
combination of sequential and group recommendations introduces new challenges
and complexities, giving rise to a novel research area known as sequential group
recommendations. In this approach, recommendations are made by analyzing the
group’s past interactions over multiple rounds, leading to a more comprehensive user
experience. For instance, consider a group of friends planning a weekend getaway.
The recommender system could analyze each friend’s travel preferences and past
experiences to suggest destinations and activities that fulfill the group’s collective
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interests and ensure an enjoyable trip for everyone.
Group recommendations can be approached in various ways, but determining

the most suitable aggregation method for a specific test scenario is not always
straightforward. The Sequential Group Recommendations via Reinforcement Learn-
ing (SQUIRREL) framework was created in order to address this issue. This frame-
work has similar components to any other reinforcement learning based system: the
state, actions, and reward. The state depicts the group’s current position, the actions
include all of the various group recommendation strategies (or aggregation methods),
and the reward specifies the system’s primary goal. The system assessed the group’s
condition throughout each suggestion round, considering factors like individual sat-
isfaction levels of group members, and then made a decision on which action to take.
In other words, It chose an appropriate group recommendation approach to apply.
This resulted in reinforcement learning being a natural choice for sequential group
recommendation systems like SQUIRREL. Subsequently, a group recommendation
list was generated based on this decision. Then that list was suggested for the group
with the accumulated reward. Afterward, the states were updated to indicate the
changes that happened for choosing a particular action. The changes include the
overall level of satisfaction of the members for the latest round of recommendations.

Recommending a selection of the best products according to the users’ interests is
the system’s primary goal. However, recommendation systems sometimes struggle to
find the most suitable items to recommend. Generally, aggregation methods average
the users’ individual ratings for an item and assign it to the group. The items are
then sorted according to their scores, and the top-k items are recommended. As
a result, it can be seen oftentimes that the choices of some of the members are
dominated and some of them are neglected by the system. This is due to a number
of factors. The ”cold start” problem is one such difficulty where the system does
not have enough information about a user or set of users to anticipate with enough
accuracy. A further contributing element may be the system’s ignorance of group
dynamics. A group can be formed by different kinds of people with similar and
dissimilar interests. This creates biases in the recommended item set for the group,
resulting in dissatisfaction for the group. As a result, it is really important to make
such a system that can balance the needs of every group member to increase the
overall level of satisfaction for the group. Furthermore, the system’s configuration
which includes thresholds and hyperparameters can have a significant influence on
the caliber of the recommendations.

This work extends the SQUIRREL framework for sequential group recommen-
dation to ensure fairness. In the original framework, the states are defined as the
current satisfaction level of the users, and 6 different aggregation methods are used
as actions. Besides, two reward functions are used for the feedback of the selected
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action. Here, two new fairness aware reward function is introduced based on the
definition of proportionality. Any member of the group must have a minimum num-
ber of items on the final group recommendation list in order to meet the definition
of proportionality. The list may be referred to be m-proportional if each member
has at least m items in it. This value of m-proportionality and its combination with
satisfaction is used as two new reward functions. This new reward function aims to
tackle the biases that the system can generate. Finally, the performance of these
new rewards is evaluated using two different metrics called groupSatisfaction and
groupDisagreement. Also, the quality of the recommended items is measured using
Normalized Discounted Cumulative Gain (NDCG) values.

The following sums up this work’s total contribution:

• The necessity for fairness metrics in the sequential group recommendation area
is addressed in this study.

• It uses the SQUIRREL framework for sequential group recommendation sys-
tems and extends it further to incorporate fairness.

• Two new fairness aware rewards are introduced based on the concept of pro-
portionality and its combination with the users’ satisfaction.

• Their performance is evaluated using two different metrics called groupSatis-
faction and groupDisagreement. Additionally, Normalized Discounted Cumu-
lative Gain (NDCG) ratings are used to evaluate the efficacy of the recom-
mended items.

The 20M MovieLens dataset is used in all of the studies.
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2 Related Works

2.1 Recommendation Systems for Groups

A group recommendation system is a type of recommendation system that aims to
suggest items that will be well-received by the majority of a group of people. Unlike
traditional recommender systems that focus on personalizing suggestions, group
recommendation systems consider the diverse preferences within a group and strive
to identify items that align with a shared consensus. In a variety of contexts, it is
becoming increasingly pertinent to recommend items to groups of people rather than
to individuals, including work-related brainstorming sessions and social activities like
family movie nights or friend group outings. However, group recommendation poses
unique challenges, particularly due to the fluctuating nature of group compositions
and the varying preferences of individuals within each group [3]. As a result, the
field of group recommendation has been subjected to thorough scholarly exploration
that advances our understanding and methodologies in this area[4].

Through the comprehensive research, two principal methodologies have emerged
within the domain of group recommendations [5]. In the first approach, [6], [7] a
virtual user is created by aggregating the ratings provided by each group member.
This virtual user is then treated as a single entity, enabling the use of standard
recommendation methods designed for individual users. The second method, which
is quite popular for group recommendations [8], [9] [10], includes using a single-
user recommendation system. Then apply this system to each person in the group
separately. The different lists of suggestions are then combined to create a single,
complete group recommendation list. In my study, I chose the second way since it
gives flexibility [11] and opens new opportunities for improving the efficacy of the
recommendation process for the group.

A group recommender system takes into account a number of factors in the
aggregation phase to improve the recommendation process. For example, the re-
search described in [12] suggests a model to recommend items for groups, that takes
into consideration the unique impact of every group member during aggregation.
The model emphasizes assigning greater weight to individuals with a higher level
of knowledge about the items being considered. Furthermore, using current devel-
opments in neural collaborative filtering and attention networks, [13] develops an
efficient aggregation technique depending on available data. Within the framework
of neural collaborative filtering (NCF), an attention mechanism is employed to alter
the group’s representation and to grasp the connections between groups and items.
This model enhances not only group recommendations but also individual user rec-



5

ommendations, with a particular emphasis on addressing the needs of cold-start
users who lack prior individual interactions. Likewise, [14] combines a Bipartite
Graph Embedding Model (BGEM) with an attention mechanism to determine how
each member affects the group’s overall decision-making process. To determine each
user’s social influence, the attention mechanism was employed, adapting it to dif-
ferent group contexts. To further integrate users’ comprehension of local and global
social network architecture, they unveiled a novel deep social influence learning
framework. With this paradigm, the evaluation of users’ social impacts is expected
to be significantly improved. In addition, [15] presents a preference-oriented social
network technique that uses group member interactions to determine the ultimate
group decision. This approach is noteworthy because it makes use of the dynamics
of social ties inside the group instead of total access to personal preferences.

Researchers have explored innovative approaches to enhance the aggregation
strategy and cater to the dynamic nature of decision-making within groups. One re-
search [16] identified an efficient aggregation technique by modeling the interactions
between group members as various voting processes. This was done by attentively
studying the interactions between group members. To understand the complex vot-
ing strategies used by group members, a stacking social self-attention network was
devised, which mimics the process of reaching a consensus. Concurrently, another
research [17] addressed the challenge of recommending to large groups by segmenting
them into subgroups based on individual interests. In order to aggregate collabora-
tive filtering suggestions, this strategy included first identifying probable candidate
media-user couples for each subgroup. In addition, a bimodal group recommender
[18] was developed, aiming to satisfy both the group’s overall satisfaction and the
satisfaction of each individual member. During the first stage, the recommender
prioritizes meeting the needs of the whole group; in the second stage, it filters away
unnecessary things in order to fulfill individuals preferences.

According to [19], every group member receives a utility score that indicates how
relevant the suggested products are to their own preferences. The algorithm then
makes an effort to produce an optimal group suggestion list by distributing these util-
ity ratings across the group members. Similarly, a utility definition for users based
on the similarity between individual and group suggestions is introduced by [20]. In
their process, sets of N-level Pareto optimum items are taken into account when the
group recommendation list is being created. [21] proposes the idea of rank-sensitive
balancing in the aggregation process, highlighting the need for the first proposal to
optimally balance the interests of each group member. This principle extends to
subsequent recommendations, ensuring a continual balance in the group’s interests
with each additional item. Also, [17] present the dynamic group aggregation system
(DGAS) as an alternative to traditional aggregation methods. While traditional



6

approaches assign equal weight to each group member, DGAS introduces subgroup
weights that consider subgroup contributions and interests, addressing the limita-
tions associated with existing techniques. This innovative approach aims to better
reflect individual contributions within the group dynamic.

2.2 Sequential Recommendations

Sequential recommendations involve suggesting items in a step-by-step fashion, con-
sidering the chronological order of user interactions or preferences. This methodol-
ogy is commonly employed in situations where user tastes change over time, as seen
in recommending movies, books, or products. Streaming services such as Netflix are
a common example, where recommendations are tailored based on a user’s viewing
history as well as previous preferences. The objective is to anticipate what the user
may find appealing next by analyzing their previous selections and the patterns that
emerge in their behavior over time.

Typically Session-based recommendations, Session-aware recommendations, and
Last-N interactions-based recommendations are the three primary categories of se-
quential recommendation systems, dependent on the amount of prior interactions
they take into account [22]. A user’s past N actions are the only ones considered
in the Last-N approach [23]–[25]. This is due to the large amount of redundant or
unhelpful past data that the system keeps track of for every user. This can over-
whelm the system, so it focuses on the most recent actions instead of all the available
data. Session-based recommandations approach, on the other hand, are limited to
the activities a user takes during their current session and do not take into account
any previous interactions. Instead of looking at everything a user has done before,
these recommendations specifically pay attention to what the user is doing during
their ongoing session. This type of recommendation are commonly used in areas
like news and advertising platforms [26], [27]. In contrast, Session-aware recommen-
dation systems has details about the most recent interaction with the user as well
as their overall history. With the potential to offer more precise and tailored rec-
ommendations, these recommendation systems can improve the user’s experience.
This improvement is achieved by considering not only the most recent interaction
but also taking into account the user’s previous actions. Some common applications
of these recommendation systems include e-commerce and app recommendations
[28]–[30]. A neural network based music recommendation system is introduced in
[31]. This system is aware of the users sessions while recommending musics. The
neural network architecture used in this application allows the users’ preferences
to be represented as a series of embeddings. As the system is aware of individual
session, it generates one embedding per session. The algorithm determines the best
music for a user based on their recent interactions and session-level data (such as the
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time of day and device activity). In order to assure fairness, [32] proposes a multi-
round recommender system that makes use of Variational Autoencoders (VAEs) and
introduces randomness into their routine [33]. However, [34]–[36] penalizes ratings
given to things based on their past popularity in order to lessen bias and promote
diversity.

A paradigm for exploring collaborative knowledge by examining relationships in
a bipartite graph is used in the system outlined in [37]. The connections between the
nodes in this graph, which depict users and objects as nodes, indicate interactions.
Instead of only considering directly connected nodes, the approach also looks at
2-hop neighbors, termed high-order collaborative relations. The system attempts
to better capture the dynamics of both user and object behaviors by integrating
historical sequences for both users and items. The study presented in [38] presents
the GLS-GRL system, which records user-item interactions using two item-item co-
occurrence graphs. While one graph concentrates on the present, the other includes
all historical data. The GLS-GRL system generates representations for users that
take into account their short- and long-term preferences through the application
of graph representation learning. Integrated user profiles are created by combining
these representations. To improve group representations used in suggestions, the
system also uses a user-interactive attention mechanism that takes into account
relationships among group members.

This research is build on top of the innovative SQUIRREL model [1]. It is
a framework that applies the idea of reinforcement learning to sequential group
suggestions. This model incorporates sequential group recommendation techniques
initially introduced in [39], [40]. By considering the group as a single unit and
dynamically determining a weight based on member satisfaction, the Sequential
Dynamic Adaptation Aggregation (SDAA) approach functions. This weight is then
used to combine two scores: the item’s average preference rating for all group mem-
bers and the item’s preference rating for the user who indicated the least amount of
pleasure during the last round of suggestions. In contrast, the Sequential Individual
Adaptation Aggregation (SIAA) technique examines each group member separately
in order to adopt a tailored approach. In every iteration, it computes an individual
weight for each user, taking into account the degree of disagreement stated in the
previous round of recommendations as well as their overall satisfaction level. The
Avg+ method differs from other methods by considering the entire dataset instead
of analyzing each item individually. To capitalize on higher satisfaction levels, it
enhances the classical average technique by incorporating more than the specified k
items. In the group recommendation list, the algorithm gradually adds items that
have the lowest ratings for disagreement in relation to the remainder of the list. In
general, the aforementioned research works primarily revolves around recommenda-
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tion systems designed for individual users.
The practical studies conducted by[41] and [42], explores different ways of com-

bining recommendations for TV episodes and music tracks. These studies were
conducted by targeting groups of users in specific situations. In their research,
methods like Least Misery, Average Strategy, and Average Without Misery Strat-
egy were employed to select sequences of episodes for group viewing. Additionally,
the ’Balancing’ approach is employed to propose a sequence of songs that consis-
tently maintain a balance in the user’s happiness. It is nonetheless noteworthy that
the SQUIRREL model is the first to select an aggregation method from a collection
of ways for each round of group recommendations using a machine learning approach
known as reinforcement learning.

2.3 Fairness in Group Recommendations

To create an individual preference list of items for each member of the group, we
employ a conventional single-user recommendation method when attempting to pro-
pose items for a group of users. Later, we aggregate these individual lists into one
list for the group. Different aggregation methods can be used to combine multiple
lists into one list. These aggregation methods can increase dissatisfaction among
the members of that group. As a result, it’s critical to pay attention to maintaining
fairness while recommending items to a set of consumers. Fairness is a difficult idea
that has been interpreted in a variety of ways. However, there is a general consensus
that fairness means treating people equally and without prejudice. Fairness in rec-
ommender systems refers to the idea that suggestions shouldn’t be skewed toward or
away from any certain set of individuals [43]. This implies that rather than taking
into account the user’s ethnicity, gender, age, or any other protected factor, sugges-
tions should be made based on their unique preferences and requirements. Many
studies have been carried out recently to include the concept of fairness in group
recommendations. However, no formal definition of this concept has been presented
so far. Different researchers have presented several new concepts for implementing
fairness in group recommendation systems.

In [44], the authors discuss fairness in the context of a problem where they aim to
find a ranking that closely matches given sets while adhering to a fairness condition.
The emphasis lies in item rankings, where each item is linked to a protected attribute
that separates the dataset into many categories. They suggest a fairness criterion
to guarantee parity between these groups, focusing on the top-k segment of the
rankings, or top-k parity. In simpler terms, they are exploring how to make rankings
fair by considering the characteristics of the top-ranked items and ensuring fairness
across different groups in the dataset. Besides, in [45], fairness is evaluated by
looking at how satisfied each person in a group is with the recommended items. The
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degree to which each person finds the recommended items relevant determines the
level of satisfaction, or usefulness. They determine the average level of satisfaction
with a group of items in order to determine the usefulness of that set for a user.
Averaging the satisfaction scores of all group members yields the overall satisfaction
for a group’s recommendation list, also known as social welfare. Then, fairness is
evaluated by contrasting the various group members’ satisfaction scores. In simple
terms, the goal is to create a recommendation list that minimizes dissatisfaction
among group members, making it as fair as possible.

In contrast to earlier methods, [20] take into account an item’s position in the
recomendation list rather than emphasizing the degree to which group members are
happy with the recommendations. They use the idea of Pareto optimality, where
an item is optimal if no other item ranks higher than it, meaning it’s not dominated
by any other item. For example, there should be no item j before the item i in
the recommandation list. Thus we will say i as Pareto optimal. N-level Pareto
optimal extends this concept to identify the N best items for recommendation, en-
suring fairness by including each user’s top choices. Additionally, [21] introduces the
concept of rank-sensitive balance to help in combining individual preferences. The
first recommendation aims to balance all members’ interests, and this balancing act
continues with each subsequent item in the list. In simpler terms, these approaches
aim to create fair group recommendations by considering the ranking positions of
items and ensuring each member’s top choices are included.

A method for evaluating fairness makes use of voting and game theory. Conflicts
of interest between members of different random groups are handled in [46] by using
non-cooperative game theory [47]. This method helps resolve disagreements among
members in different groups by using a specific type of game theory. [48] assumed
that the recommender system has a good understanding of how users typically rate
items. Using voting theory, the system suggests a ”winning” item to the group based
on this probabilistic knowledge of user preferences. In short, this recommendation
system uses what it knows about how users usually rate things to suggest a preferred
item for the group.A innovative technique of group recommendation is proposed in
[49], wherein each member of the group is able to express their ideas on the decisions
made by the rest of the group. This enables users to receive new suggestions that
align with what others in the group have proposed and also allows them to explain
the reasons behind their own alternative suggestions. [8] introduces a different way to
ensure fairness in group recommendations. They propose a consensus function that
considers the group’s opinion using the average method and also takes into account
the differences in opinions among users. This divergence of views is expressed as
the variance disagreement function, which computes the mathematical variance in
the relevance ratings provided by group members for the item, or as the average
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difference in how users assess an item.
Recently, in [50], two fairness definitions were introduced. According to the first

principle, known as fairness proportionality, a user deems a recommended list to be
fair if they find at least a particular number of items appealing. Let’s say a group
recommendation list has k number of items in it. In order to be proportional, this list
must have a m number of items from each user’s individual recommendation list. The
second definition is envy-freeness, when the recommendation list includes a minimum
number of items from a user that don’t make the other user feel envious, then they
see the list as fair. This research draws inspiration from these fairness definitions and
uses a similar approach, incorporating users’ satisfaction and disagreement scores.
Additionally, in this work, proportionality fairness measures are directly used as a
reward function in the SQUIRREL model.

2.4 Recommendations through Reinforcement Learning

In recent years, there’s been a shift in how we approach recommendation problems.
Instead of viewing it as a simple task, it’s now seen as a step-by-step decision-
making problem where each decision is based on the outcomes of previous ones.This
is kind of like a game where the best moves depend on the current situation. One
can represent this using Markov decision process (MDP). The exciting part is that
we can use reinforcement learning (RL) techniques, especially deep reinforcement
learning (DRL), to tackle recommendation challenges that involve massive amounts
of actions and states. This has given rise to what we call RL-based recommender
systems (RLRSs), which essentially use the power of DRL to make smarter and
more effective recommendations[51].

An initial contribution to this field was made by [52]. The last N sites the user
had viewed served as the system’s environment when they developed a recommender
system for the web. The suggested page’s ranking and the amount of time the user
spent on it were combined to create the reward system, and the actions consisted
of recommending pages. A Deep Q-Networks (DQN)-based reinforcement learning
framework for personalized online news recommendation is presented in [53].In order
to deliver more diversified and effective suggestions in the online news realm, this
technique seeks to provide a thorough understanding of user preferences and news
dynamics. There are two primary stages to the framework’s structure: offline and
online. During the offline process, the model undergoes training, while in the online
phase, the agent generates recommendations and records user feedback. Following
a certain period, the model then moves back into the offline phase, where it may be
modified in response to the input that was recorded. The system effectively captures
dynamic news features and user preferences to enhance long-term rewards. Besides
click/no-click feedback, the authors also take into account user return patterns to



11

perceive user behavior. Also, they incorporate an exploration strategy to promote
diversity in the recommendation.

In the study by [54], reinforcement learning methodologies are utilized to en-
hance the recommendation model’s long-term accuracy. This system demonstrates
a significant improvement compared to previous methods. The work particularly ad-
dresses two key aspects of recommendation systems: the cold-start and warm-start
scenarios. Using the recommender system as the environment and users as agents,
this method takes advantage of their interactions. The model’s flexibility makes it
useful in cases when there is not enough data, such as when there is little content
information. In the work presented in [55], a pioneering recommender system is
proposed, using Reinforcement Learning (RL) to continuously refine its methods
through interactions with users. As a Markov Decision Process (MDP), the authors
understand these interactions. Before deploying the model online, they make it eas-
ier to pretrain and evaluate its parameters offline. Then they introduce an online
interactive user-agent environment simulation system. In the course of user-agent
interactions, the research highlights the importance of recommendations that are
provided list-wise. In order to smoothly include these list-wise recommendations
into the recommendation architecture, it presents a novel method called LIRD. This
study tackles the shortcomings of current recommender systems, which frequently
give precedence to instantaneous satisfaction over lasting benefit. By employing
RL, the study aims to identify recommendation methods that optimize long-term
advantages.

To monitor the evolution of user preferences, [56] proposes an innovative movie
recommender system incorporating deep learning, reinforcement learning, and prior-
itized experience replay. The utilization of reinforcement learning involves employ-
ing agents to grasp user preferences and movie characteristics. The model is able to
produce suggestions based on changing choices because it incorporates prioritized
experience replay, which helps it to capture changing user interests. By simplifying
the intricate process of capturing relationships and patterns between viewers and
films, the deep learning technique used produces recommendations that are more
precise and unique. Identifying and adjusting to users’ changing preferences over
time is a problem that this method offers a fresh and useful answer to.

The research presented in [57] introduces a user-centric framework for sequential
music recommendation.The main focus was on a scenario where users have access to
content from various channels. In this context, a personalized recommender system
was implemented on the user side, determining the most suitable channel based on
users’ listening patterns. Explicit and implicit user feedback is integrated by this
technology into a Markov Decision Problem (MDP). This improvement stemmed
from the integration of reinforcement learning techniques, facilitating the system’s
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decision-making process for the next channel to play. Explicit input was derived from
users’ preferred music channels, while implicit feedback was gathered through their
requests for new songs. In [58], an MDP-based recommender is used for a commercial
system, and they suggest representing the current state of the environment with
an ordered list of choices made by each user. Based on this user behavior, their
algorithm seeks to foresee and suggest new items. They point out that theirs is one
of the few commercially available recommender systems, which is noteworthy. It also
represents the first disclosure of experimental research results from a real commercial
location, showcasing the business-useful application of their MDP-based technique.

All of the research shown so far have used reinforcement learning to solve the
recommendation issue, although they generally focus on a single recommendation
domain. On the other hand, the SQUIRREL framework [1] aims to be versatile
across various domains and has the capability to blend different aggregation tech-
niques. This flexibility is designed to address the inherent limitations present in
existing recommendation solutions. Essentially, this approach strives to offer a
more adaptable and comprehensive solution to the diverse area of recommendation
problems.
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3 SQUIRREL Model for Sequential Group
Recommendation
Recommender systems are crucial in modern digital platforms, helping users find
various items such as products, movies, and music. They have undergone no-
table advancements, progressing from traditional collaborative filtering and content-
based methods to state-of-the-art methods like reinforcement learning. Reinforce-
ment learning (RL) represents a machine learning framework where an agent learns
decision-making skills through engagement with an environment. The agent per-
ceives the present state of the environment, executes actions, and gains feedback
through rewards. The objective is for the agent to acquire a strategy that optimizes
the total reward accumulated over time. Every reinforcement learning framework
has the following components.

• Agent: The decision-maker, or learner, interacts with it’s environment.

• Environment: An external system that interacts with the agent, providing
feedback.

• Actions: Choices or moves available to the agent within a given state.

• Rewards: Feedback indicating the quality of the agent’s actions from the
environment.

• Policy: The strategy or behavior guiding the agent’s action selection.

This structure of reinforcement learning can be effectively used in the domain
of sequential recommendation problems. Both involve making decisions across a
series of steps. In reinforcement learning, actions are chosen sequentially to opti-
mize long-term rewards, whereas in the sequential recommendation, items or actions
are suggested in a sequence to enhance user satisfaction or engagement. There is a
feedback loop for both instances which helps to refine decision-making or recommen-
dation strategies over time. In other words, we can say that both techniques have
a similar nature to optimize their goal in a dynamic environment. In reinforcement
learning, the environment could change by the action of an agent or external fac-
tors. On the other hand, in sequential recommendations, changes are due to users’
preferences or the availability of the items. With these similarities in consideration,
RL is a natural choice for any sequential recommendation problem. Consequently,
a framework known as SeQUentIal Group Recommendations via ReinforcEment
Learning (SQUIRREL) [1] was created.
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3.1 The SQUIRREL Framework

To understand the SQUIRREL framework properly, we need to understand how
Reinforcement Learning works in Group Recommendation systems. Assume that U
represents a collection of users and I represents a set of items to recommend. With
G ⊆ U , these users can create a group G. Every member u of a group has their
own ordered list of preferred items. Generally, this kind of list is created using the
single recommendation technique. We can denote such lists for a user u in a specific
recommendation round j as Bj

u. The member lists are then combined to create a
single list of recomended items GLj

G for the group as a whole. To create a single,
distinct list, the agent in RL choose a course of action based on the group’s present
situation. Based on the action chosen by the agent, it receives a positive or negative
reward which helps the agent to make a perfect policy for future recommendation
rounds. This configuration is similar to a Markov Decision Process (MDP). Any
MDP can be represented using the following tuple (S, A, P, R):

• S is a limited collection of states. It represents the condition of an environment
at different times.

• A represents a limited collection of actions. These are the available options
for an agent to perform on the environment.

• Pa(s, s’) denotes the transition probabilities between states. This reflects the
probability of transitioning from one environmental state to another environ-
mental state after completing a certain activity.

• Ra(s, s’) indicates the benefit obtained upon transitioning from environmen-
tal state s to s’. Based on the status of the environment at the time, the
reward function’s result represents the quality of a selected action. It assists
in figuring out the agent’s best course of action.

Similar to this, an agent interacts with environment E in the SQUIRREL model
in order to maximize the overall reward accrued following each recommendation
round. SQUIRREL model uses users utility scores as state, different aggregation
techniques as action, and group utility scores as rewards. As a result, this model
creates a µ number of recommendation lists GR = (GL1

G, GL2
G, ...,GLµ

G) for a group
in different rounds of recommendation.

A SQUIRREL model recommendation round’s structure is shown in Figure 3.1.
Each group member’s individual list, represented as Bj

u, is sent to the group at the
beginning of each round j using a single-user recommender system. After that, the
SQUIRREL model processes these lists. The model assesses the current environ-
mental state, primarily focusing on the group’s satisfaction level Sj. Based on this
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Figure 3.1 The SQUIRREL Model

observation, the model chooses a suitable action αj and combine all the individual
recommendation lists of the group members. Following this action, the user’s overall
satisfaction and the computed reward Rj+1 are updated, resulting in a transition
to the following state Sj+1. The resulting group suggestion list GLj

G is the last
thing the model gives the group. To ease the understanding, Table 3.1 provides
explanations for all the symbols and notations used in the SQUIRREL model.

Notation Definition Notation Definition
U Set of users GR Sequence of group recommen-

dations
I Set of items GLj

G Group recommendation list at
round j

u User SQUIRREL Model
G Group µ Number of rounds in the se-

quence
d Item S State of the environment
j Round A Set of actions
Bj

u Recommendation list for user
u at round j

Pa(s, s
′) Probability of transitioning

from state s to state s′

Bj
u,k Top k recommendations for

user u at round j
Ra(s, s

′) Reward from transitioning
from s to s′ under action a

pj(u, d) User u’s relevance score π Policy of the model
for item d at round j

Table 3.1 Notation and Definitions used in the SQUIRREL [1] model
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3.1.1 Definition of state in SQUIRREL Framework

The definition of the environment’s state is a vital component of the SQUIRREL
model. This state reflects the current situation of each group member. It’s important
to have a state that specifically addresses the needs of each member to ensure the
model can make optimal decisions without overlooking anyone. Focusing solely on
the group as a whole might obscure individual requirements, causing the decision-
making process to possibly make mistakes.

Within the SQUIRREL framework, two user utility functions have been used to
define the states. One is their satisfaction with a recommended item and another
is their disagreement with the other users of the group. These two utility scores
give an idea to the agent to understand the situation of the individual user of the
group. To calculate user satisfaction this model uses their list of preferences Bj

u in
a recommendation round j generated from the single recommender system. Then,
it compares the best items let’s say top k items of that list to the recommended list
for the entire group.

Assume Bj
u,k is a list containing the top k items with the highest scores in Bj

u,
and GLj

G is the group recommendation list likewise containing k items. In order to
determine a user’s level of satisfaction with the items in the group suggestion list,
we will compare them directly to the items in Bj

u,k, which, for the user, are the best
choices. In terms of group recommendations, this contrast is typically referred to as
the individual loss.

sat(u,GLj
G) =

∑
d∈GLj

G
pj(u, d)∑

d∈Bj
u,k

pj(u, d)
(3.1)

Here, pj(u, d) is the score of an item d in a list. The total of the scores for the
top k items in the group suggestion list is determined by the numerator of equation
3.1. Conversely, the denominator provides the total of the ratings for the first k
items in each individual list. After each round of recommendations, this new set
of normalized satisfaction scores for every user is treated as the new state of the
environment.

3.1.2 Actions in SQUIRREL Framework

The actions serve as the key drivers within the model. The agent evaluates the
environment’s state and its past reward history, then chooses an action to apply.
These actions make changes in the state of the environment, which subsequently
leads to the computation of a reward. Since actions are the sole means of introducing
change in the environment, they are the foundation of the group recommendation
process by nature. As stated earlier, each group member receives a unique list
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generated by a single recommender system, which is regarded as a personalized tool
in the model. As a result, in order to merge these various lists into a single group
recommendation list, the group recommendation process employs many strategies,
each of which stands for a particular action. Six distinct aggregation functions are
employed in the SQUIRREL model as actions to merge the several lists into a single,
condensed list of items for the group.

• Average: This technique is aggregating based on the conventional average
methodology, in which the average of all the expected scores that each group
member has assigned to a particular item determines the group’s anticipated
score for that item. In this case, each group member’s anticipated score for
an item is equally important.

• RP80 [8]: Group disagreement scores and group relevance are the two com-
ponents that this technique combines. For item d, group relevance is avg(d,
G), which is the average predicted score for every member of group G pro-
duced by a single recommendation system. For item d, the average pairwise
disagreement between the anticipated scores provided by the group members
is the group disagreement, denoted as dis(d, G). It measures how well group
members agree on the item using relevance ratings. Within group G, the
ultimate score for item d is determined as follows:

RP80(d,G) = (1− w)× avg(d,G) + w × (1− dis(d,G)) (3.2)

Here, w acts as a tuning parameter that modifies the relative importance of
disagreement and group relevance.

• PAR [45]: Using an iterative selection process, this method creates a group
recommendation list by finding things that best balance the ratings for Social
Welfare (SW) and Fairness (F). Social Welfare reflects the average satisfaction
of all group members with a particular item, a metric similar to the satisfac-
tion measure of the model. Fairness, denoted as F(d,G), is calculated as the
variance in satisfaction scores among group members. The overall score of an
item for the group is determined by the following equation

PAR(d,G) = λ× SW(d, G) + (1− λ)× F(d, G) (3.3)

Here, λ is a parameter that regulates the weightage between Social Welfare
and Fairness

• Sequential Dynamic Adaptation Aggregation (SDAA) [40]: Weight wj

is dynamically calculated at round j in the SDAA technique. The difference
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in satisfaction scores between the most and least happy group members from
the previous recommendation round determines this weight. To calculate wj

for SDAA, one must first take the highest satisfaction score of group members
at round j−1 and subtract the minimum satisfaction score of group members
at round j−1. With the help of this weight, the projected score of the least
pleased member is balanced with the average expected score of an item for
all group members, which is represented as avgG(d,G, j). Round j yields the
following final score for item d for group G:

SDAA(G, d, j) = (1− wj
SDAA)× avgG(G,d,j) + wj

SDAA × leastG(d,G,j) (3.4)

• SIAA [40]: This technique takes into account both the customer satisfac-
tion and disagreement scores. A user’s disagreement score, u, also known as
userDis, calculates the discrepancy between their level of satisfaction and the
highest-scoring member. SIAA conducts individual analyses of every group
member. It determines a weight for each member by taking into account their
total satisfaction and disagreement from the previous round of recommenda-
tions. Using a parameter b, this weight, represented as wj

SIAA(u), balances
user disagreement and overall satisfaction scores.GRj−1 denotes the sugges-
tions from all earlier iterations in the jth round of recommendations. This
weight is immediately assigned to each item’s anticipated score when the sin-
gle suggestion procedure is finished. The average of each group member’s
weighted score for an item then becomes the final prediction score for that
item. The equation for wj

SIAA(u) is as follows:

wj
SIAA(u) = (1− b)× (1− satO(u,GRj−1)) + b× userDis(u,GLj−1

G ) (3.5)

In this case, user disagreement ratings and total satisfaction are balanced using
b as the weight.

• AVG+ [40]: Two stages make up the Avg+ aggregation technique. The av-
erage aggregation is used first. The second phase involves iteratively adding
items to the group recommendation list that reduce the group disagreement
score (groupDis). Group disagreement may be defined as the variation in satis-
faction ratings between the group’s most and least happy members. Following
this, GLj

G is modified in the second phase:

GLj
G = GLj

G ∪ {d|min∀d∈AvgListjG
(groupDis(GLj

G ∪ d)) ∨ d /∈ GLj
G} (3.6)
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In this case, the list of the top k items following the first round of aggregation
is represented by AvgListjG. The probability of changing from state s to state
s’ in round j by taking action and is defined by Pa(s, s

′) = Pr(sj+1 = s′sj =

s, aj = a).

Lastly, the reward earned while changing from state s to state s’ is represented
by Ra(s, s

′). This reward signifies the effectiveness of the recommendations made
by the model. By evaluating the reward received from taking an action, the model
determines whether the action is suitable or not. The definition of the reward can be
customized according to the objectives of the model. Generally speaking, we want
the model to recommend items that are pertinent to the whole group. In Section 4,
the rewards used in the SQUIRREL model are explained in more detail.
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4 Reward functions in SQUIRREL Framework
The reward obtained from an action, considering the environment’s state, serves as
the sole criterion for the model to assess the appropriateness of its actions. This
reward can be highly adaptable in its definition, depending on the objectives of the
model. Typically, we aim for the model to suggest items that recommend the best
possible items for the entire group. Determining group utility scores which express
how well the recommendations work for the entire group is essential to achieving
this. The SQUIRREL model establishes diverse reward functions that take into
account all group members collectively, rather than focusing on individual members
separately.

4.1 Satisfaction and Disagreement Rewards

In SQUIRREL the primary approach to defining a reward function is through the
group satisfaction score. Here, group satisfaction is represented by extending the
idea of individual user satisfaction level. The system’s ability to fairly balance each
member of the group’s unique preferences is shown by this score. A high group
satisfaction score implies that the system finds items that are important to most
group members, whereas a low score shows that the system is not doing a good job
of identifying relevant items.

A Group G’s satisfaction score for a group recommendation list GLj
G is deter-

mined by averaging the satisfaction scores of each member of the group.

groupSat(GLj
G) =

∑
u∈G sat(u,GLj

G)

|G|
(4.1)

After that, it is possible to compute group G’s overall satisfaction across a rec-
ommendation sequence GR made up of µ numbers of group recommendations. The
average happiness score for GR among the group’s users is what this total group
satisfaction is defined as in the following equation.

groupSatO(GR) =

∑
u∈G satO(u,GR)

|G|
(4.2)

This total group satisfaction measure is then employed to indicate the reward
received as a result of action a in the recommendation round j. The following
illustrates the reward function that is based on the satisfaction criteria.
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Rs(GRj) = groupSatO(GRj) (4.3)

Here GRj indicates all the recommendation rounds from the starting to jth round.
Considering the overall group satisfaction as a reward function can be a disad-

vantage due to the nature of its calculation metrics. Here, the SQUIRREL model
takes the individual users’ satisfaction scores in each round and takes their aver-
age to aggregate them for a group recommendation list. This average metrics can
cause problems. Let’s say for a group of users, all of them have higher satisfaction
scores except one or two. The overall group satisfaction will still be high enough
and those poorly satisfied users may be ignored. This indicates that reward only
based on satisfaction is not enough to take care of every member of the group. As
a result, another reward function considering the disagreement of the users is added
in the SQUIRREL model. The difference between an individual’s satisfaction score
and the highest satisfaction score achieved by all other group members is known
as the disagreement score of that user. This approach helps us identify whether a
group member is consistently receiving preferential treatment (shown by extremely
low user disagreement ratings) or being neglected (shown by extremely high user
disagreement ratings).

userDis(u,GLj
G) = max∀ul∈Gsat(ul, GLj

G)− sat(u,GLj
G) (4.4)

By looking at the lowest and greatest satisfaction levels inside the group at each
recommendation round, we may expand on this idea to get a group score.

groupDis(GLG
j ) = maxu∈Gsat(u,GLj

G)−minu∈Gsat(u,GLj
G) (4.5)

Thus, it is possible to calculate the total disagreement of the group G over a
recommendation sequence GR that consists of µ group recommendations.

groupDisO(GLG
j ) = maxu∈GsatO(u,GLj

G)−minu∈GsatO(u,GLj
G) (4.6)

To take the best of both the rewards mentioned above, the SQUIRREL model
created another reward based on those two. This strategy comprises two compo-
nents: groupSatO and groupDisO, representing the preference level of group mem-
bers towards an item and the extent of agreement or disagreement among group
members, respectively. The aim is to achieve a suitable balance between these
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components.

Rsd(GRj) = 2× groupSatO(GRj)× (1− groupDisO(GRj))

groupSatO(GRj) + (1− groupDisO(GRj))
(4.7)

The ideas of harmonic mean are applied to groupSatO and groupDisO in this
instance. This harmonic mean is commonly referred to as the F-score. We use
1-groupDisO to represent the group agreement, accounting for the input functions
needed for the F-score.

4.2 Fairness Reward

Two different reward functions are used in the original SQUIRREL model: Rs, which
depends just on the group’s overall satisfaction, and Rsd, which takes disagreement
into account as well. However, the reward function is quite flexible and may be
tailored to meet the particular goals of the framework. As a result, this work has
introduced a new reward function based on Fairness. The reason behind choosing
fairness as a reward is it plays a vital role in recommendation systems to ensure that
everyone is treated fairly. Without fairness, some people may be treated unfairly,
leading to unequal access to opportunities or resources. Fairness helps prevent unfair
treatment or bias based on factors like race, gender, or age. By ensuring fairness,
recommendation systems can build trust and satisfaction among users. Fairness also
helps maintain the credibility and ethical standards of the recommendation system,
reflecting societal values of equality and fairness. Overall, fairness is essential for
creating inclusive and diverse recommendation systems that benefit everyone.

In order to guarantee equity while creating a group recommendation list GLj
G

that meets the needs of every group member, this new reward adopts a fairness
criterion known as proportionality [59]. This concept is inspired by the idea of fairly
dividing resources among individuals. Proportionality aims to consider each group
member’s preferences by counting their preferred items in the group recommendation
list. A user is deemed to like an item if it ranks within the top ∆% of their individ-
ual recommendation list Bj

u. A group recommendation list is called m-proportional
when it contains at least m preferred items for every user. When m = 1, it is
termed single-proportional, while for m > 1, it is referred to as multi-proportional.
The m-proportional approach fosters mutual acceptance of the recommended items
among group members. When a list contains at least m items that a user strongly
prefers, they are likely to be more accepting of other items in the list, recognizing
that other group members may prefer those items. Thus, m-proportionality pro-
motes acceptance and mutual understanding within the group. The definition of
m-proportionality can be expressed as follows.
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• [m-PROPORTIONALITY] For a given group G and its group recommen-
dation list GLj

G, m-proportionality is calculated as:

Rmprop(G,GLj
G) =

|Gp|
|G|

(4.8)

Specifically, Gp denotes the subset of users in G for whom GLj
G is m-proportional.

Another reward function, Rsmprp, is introduced in this work which combines the
overall group satisfaction with m-proportionality. Mathematically, it is expressed
as:

Rsmprop(G,GLj
G) = 2

groupSatO(G,GLj
G) ∗Rmprop(G,GLj

G)

groupSatO(G,GLj
G) + Rmprop(G,GLj

G)
(4.9)

This function aims to balance the satisfaction of the group and the fairness using
the overall satisfaction score and m-proportionality. The objective is to ensure that
each member receives some of their preferred items while maintaining the group’s
overall satisfaction level.
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5 Evaluation of SQUIRREL with new Fairness
Measures

5.1 Experimental Setup

This section will elaborate in detail on the different settings used during the ex-
periment with the SQUIRREL model. Also, the performance of the new reward
function will be analyzed and compared with the existing rewards.

5.1.1 Dataset

The first step of any machine learning application is to gather data that is perfectly
aligned with the scope of the problem we are trying to solve. While working and
experimenting with the SQUIRREL model, there was no suitable dataset available
according to the need of the model[1]. The authors were looking for a dataset
that focused on interactions between groups and systems. This dataset needed to
contain scenarios where entire groups collectively rated an item. Instead of finding
a dataset with group interactions, they made their own groups using data from
the 20M MovieLens Dataset [60]. In this work the same dataset is used for the
experiment and the performance evaluation.

The MovieLens dataset is made of 20 million ratings for 27,300 movies. These
ratings are provided by 138,500 users spanning from January 1995 to March 2015.
In order to assess the model’s performance over multiple recommendation rounds,
it is important to simulate the passage of time. This involves gradually introducing
data to the recommender system instead of providing it with all the information
at once. To achieve this, the entire dataset is organized based on the chronological
order of ratings. Then, after each round of recommendations, add a new chunk to
the system by dividing the datasets into several chunks.

The dataset is initially split equally in half. The first section functions as the
system’s initial dataset and contains the oldest ratings, which were submitted be-
tween January 1994 and December 2003. This first dataset includes 6,382 movies
and 8,381,255 ratings from 73,519 individuals. The primary motivation for begin-
ning with such a large dataset is to prevent the cold start issue. This problem occurs
in recommender systems when a user has insufficient information, which makes it
difficult for the system to provide meaningful suggestions. But solving this issue
is outside the purview of this study. The timestamps of the remaining dataset are
used to break it into smaller chunks. It is split up into 22 chunks, each lasting
six months. Of these chunks, only the first 14 are used in the trials. The tests
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include dividing the dataset equally according to its size. The first part makes up
40% of the whole dataset, while the remaining 60% is split up into 14 smaller parts.
Nonetheless, sparsity—defined as the proportion of missing ratings to all poten-
tial ratings—is evident in the datasets. Because new users and relatively low-rated
things are added to the system with each chunk, the sparsity rises.

5.1.2 Group Formation

The main goal was to assess the model using realistic situations. Since the dataset
lacks specific information, such as who are friends or who have similar preferences,
an assumption was made that individuals with shared interests would rate items
similarly. To achieve the goal a simulation of two distinct real-life scenarios is
created. Firstly, when an existing group allows a new member to join the group,
their interests may not align with the group’s interests. For example, imagine a
newcomer joining a movie night group. Secondly, imagine a situation where a group
of people at random get together for a book club or other activity. Even though
each member has different tastes, they all need to participate in the same activity,
like reading a book together.

The model’s evaluation of these two kinds of groupings takes into account the
members’ different degrees of similarity. For the calculation of similarity scores
and the formation of groups, the original datasets from the splitting procedure are
used in the study. Values between -1 and 1 are calculated by using the Pearson
Correlation [61] similarity function. Positive numbers imply user similarity, whereas
negative ones reflect more dissimilarity between users.

s(ui, ul) =

∑
d∈X(r(ui, d)− r̄ui

)(r(ul, d)− r̄ul
)√∑

d∈X(r(ui, d)− r̄ui
)2
√∑

d∈X(r(ul, d)− r̄ul
)2

(5.1)

Items rated by both users are included in the set X; they are indicated by the
notation r(u, d), where u denotes the user and d is the item. The average rating
for user u is denoted by r̄u. Here, two users are defined as similar if their similarity
score is 0.5 or higher, and dissimilar if it’s -0.5 or lower. During the experiment, the
following two types of group structures of 5 members are used to achieve realistic
situations.

• 4 similar users and 1 different user (4+1): In this group setting, the
group has four members who are similar to each other. On the other hand,
the lone member is different from all other members in the group.

• 5 different users(5 Diss): Each member of the group has shown different
interests to all other members.
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5.1.3 Single User Recommendations

During the evaluation process, in each round, the recommendation lists of each group
member are combined to create a recommendation list for the group. This is the
initial phase of the model, known as a single-user recommendation. It is treated as a
pre-calculated knowledge for the model, meaning that the group members’ personal
recommendation list indicates the true preferences of items for that user. The system
doesn’t have access to any additional information about the users beyond these lists.
Any existing system that can provide a user with a list of recommendations can be
used as a single-user recommendation system. Although systems that only create
one item can be employed, in these situations the aggregation procedure becomes
simple.

The individual recommendation lists of the users in the SQUIRREL model are
generated via a user-based Collaborative Filtering (CF) recommender system [62].
This system generates recommendations by identifying users who have similar pref-
erences and then making suggestions for items based on their likes and dislikes. With
the Pearson Correlation function, the similarity between the users is determined. A
user is deemed similar if they have rated at least five common items and their sim-
ilarity score is higher than a certain threshold. This threshold can be different due
to the nature of the dataset. For the 20M MovieLens dataset 0.8 has been chosen as
a threshold for the similarity. The reason behind this high threshold is the sparsity
present in the dataset. A Weighted Sum of others’ ratings is used to determine a
user’s preference for an item [63]. According to their similarity scores, the ratings
of users who are similar to one another are taken into account when computing a
preference score.

p(u, d) = r̄u +

∑
u′∈(Pu∩U(d)) s(u, u

′)(r(u′, d)− r̄u′)∑
u′∈(Pu∩U(d)) |s(u, u′)|

(5.2)

A user may have several users’ who are similar to them based on their similarity
ratings. But for every user, Pu indicates the top 100 most similar users, and U(d)

is the sum of all the users who have rated item d.

5.2 Result Analysis

5.2.1 Preface

During the experiment, in every recommendation round, the group got a list of ten
recommended items. The group is already familiar with the items recommended in
previous rounds, so those items are avoided recommending them again. As we know
the experiment considers two types of group settings, one with 4 similar members



27

and 1 dissimilar member, and another with 5 dissimilar members. There are 100
distinct groups produced for each group setting, each with five members chosen from
the MovieLens dataset. All these groups are split into 80 and 20 percent. Among
them, 80 of them are used to train the model and 20 for testing. During testing,
various aggregation functions are evaluated individually, including Average, Par,
Avg+, SIAA, SDAA, and, RP80.

The versatility of the model may be limited if it is trained only for one sort of
group, but it could be beneficial for specific applications. For instance, a system that
specializes in accommodating diverse preferences among dissimilar group members
could be advantageous for activities involving randomly assigned groups. However,
the aim for the model to be versatile enough for broader applications. In order to do
this, 10 groups from the test sets and 40 groups from the training sets were chosen
at random for each type of group. As a result, another set of training and testing
data is created. It is to be noted that a randomized sequence of groups is chosen
during the training phase to prevent the model from being biased to a specific group
type.

To implement the SQUIRREL RL model, python is used as a programming
language due to its strong community and library support for Machine Learning.
The learning policy is based on the Proximal Policy Optimization (PPO) approach
and the Tensorforce library. The value γ, which establishes the significance of future
rewards, is set to 0.99 in this case, whereas the chance of changing states under a
random action is set at 0.3. Since the dataset shows sparsity significantly in its
characteristics the optimal learning rate for the dataset needs to be determined
carefully. This parameter indicates how quickly the model adapts to the data. After
conducting extensive experiments, the best learning rate for the MovieLens dataset
is found to be 0.0022.

Additionally, each aggregation method requires some fine-tuning of specific pa-
rameters. For instance, in the RP80 aggregation method, the parameter w is set to
0.8 based on previous experiments demonstrated in [8] on the MovieLens dataset,
which is also utilized. This parameter plays a crucial role in balancing group rel-
evance and disagreement. Similarly[64], the Par approach combines social welfare
and fairness scores using a value of λ = 0.8. Using the same datasets as in previous
empirical study [40], we find that the ideal value for the parameter b in the SIAA
aggregation function, responsible for combining user satisfaction and disagreement,
is 0.2. Moreover, through experimentation, the number of items with the greatest
prediction score, denoted by k, is determined to be 50, yields the best results for
the Avg+ method. Besides, the parameters of the Rs and Rsd functions remain un-
changed as per the original SQUIREL model. In this work, for Rmprop and Rsmprop,
we opted for m = 2 and ∆ = 20%. These specific values for both m and ∆ have been
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determined to be the most effective based on the outcomes of a separate experiment.
The experimental results will be discussed in section 5.3.

It is worth mentioning that similar to other reinforcement learning models,
SQUIRREL undergoes a training phase where it learns from a substantial amount
of data. During this phase, the model grasps which actions, such as aggregation
methods, are most effective given the current situation. If any part of the model,
such as its environment or the actions changes, the model must undergo re-training
to adapt to these modifications.

5.2.2 Evaluation Criteria

In each round of recommendation, a list of 10 items is suggested by the model to the
group. Then, an assessment of the model’s performance is required. Also, unique
evaluation measures are needed for the evaluation which reflect the true potential
of the model. Evaluation metrics will help to understand how well this model has
achieved its objective in that particular round. Thus accumulation of those scores of
individual rounds will give us a true picture of the model in all the recommendation
rounds. As a result, two metrics have been used in the SQUIRREL model named
group satisfaction groupSatO(GR) and group satisfaction groupDisO(GR). After
each round, the average group satisfaction groupSatO(GR) and group disagreement
groupDisO(GR) are computed for each group in the test set. The computation of
the reward functions Rs and Rsd is aided by these measures. To further evaluate
the quality of the suggested items, the Normalized Discounted Cumulative Gain
(NDCG) is computed as a supplementary metric. NDCG helps us determine how
well the most desirable items for a user are ranked in the group recommendations.

NDCG(u,G, j) =
DCG(u,G, j)

IDCG(u,G)
, (5.3)

DCG(u,G, j) =
∑

d∈GLj
G

|d ∩ Bu
j |

log2(r(d,GLj
G) + 1)

, (5.4)

In this case, r(d,GLj
G) denotes the item d’s position in the group recommenda-

tion list GLj
G, and Ideal Discounted Cumulative Gain (IDCG) values are used to

potentially indicate the best items for a user ui.In other words, IDCG(u,G) repre-
sents the greatest feasible DCG value for the specified user and group G.
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5.2.3 Assessing the Satisfaction and Disagreement values

In every recommendation round SQUIRREL model observes the overall condition
of the group members. After that, it chooses an action from the list of acts to
produce a list of ten suggestions. Based on the items chosen in the current round
it receives some rewards and according to the feedback on that reward, it adjusts
its future choice of action. Here, four reward functions will be used to test the
model’s performance. Two of them are from the original model settings and the rest
are new reward functions based on the fairness criterion. This model is tested for
fifteen rounds, and its performance is evaluated using overall group satisfaction and
disagreement scores.

Figure 5.1 shows the group satisfaction and disagreement values for 4+1 group
settings. When analyzing the results for the 4+1 group settings across the four re-
ward functions, it is clearly seen that the Rs reward function consistently achieves the
highest group satisfaction scores (Figure 5.1(a)) in all the recommendation rounds.
Conversely, for the Rmprop function this model tends to have lower satisfaction scores
except in the initial round. This discrepancy arises because Rs aims to maximize
overall group satisfaction, while Rmprop focuses on recommending a fixed number
of preferred items per user. In the current setup of the model, satisfying every
group member becomes challenging, especially since at least one member often has
preferences that differ significantly from the rest. Besides, Rsd presents a moderate
level of satisfaction in all the rounds because its only criterion is to minimize group
disagreement. As a result, It could not be able to maximize the satisfaction level
of the users. Finally, an improved trend is visible after combining satisfaction with
m-proportionality, and Rsmprop generates a better performance by creating better
satisfaction scores than Rmprop. However, Rsmprop can not exceed the satisfaction
level of Rs, but it indicates that the recommended items are not biased by elimi-
nating the risk of neglecting certain users of the group and ensuring fairness. While
concentrating on the disagreement scores it is important to note that both Rs and
Rmprop result in a higher group disagreement score compared to Rsd and Rsmprop

(Figure 1(b)). Additionally, Rsmprop generates slightly lower disagreement scores
compared to Rsd. This outcome aligns with expectations since Rsmprop considers
both group satisfaction and m-proportionality, resulting in a more balanced set of
recommended items.

The results for the 5-Diss group settings are shown in Figures 5.2(a) and 5.2(b).
From the figures, it can be seen that all the reward functions perform similarly for
group satisfaction. Similar to the 4+1 group settings, Rs consistently outperforms
other functions in all the recommendation rounds by prioritizing group satisfaction.
However, once again while preserving each user’s choice in the group recommen-
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(a)

(b)

Figure 5.1 Group Satisfaction and Disagreement for SQUIRREL − Rs, Rsd, Rmprop,
Rsmprop in 4+1 groups.
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(a)

(b)

Figure 5.2 Group Satisfaction and Disagreement for SQUIRREL − Rs, Rsd, Rmprop,
Rsmprop in 5-Diss groups.
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dation list, Rsmprop retains a higher satisfaction score. On the other hand, this
group settings result in a somewhat lower satisfaction score for Rmprop. As all the
users of the group are dissimilar to each other, thus it is hard to maintain a good
satisfaction score for every user. In disagreement scores, Rsd and Rmprop perform
better in reducing disagreement, with Rsd having slightly higher values in most of
the iterations. Naturally, Rmprop’s main goal is to always recommend the best items
to each consumer, ultimately minimizing any disagreement among users. In the
5-Diss group settings, with all users having distinct preferences, leads to Rsmprop

yielding the highest group disagreement score. This condition complicates the task
of reducing disagreement while simultaneously enhancing satisfaction by suggesting
a minimum of two preferred items for each user.

5.2.4 Quality of Recommendations

In addition to the group satisfaction and disagreement metrics, we utilize the Nor-
malized Discounted Cumulative Gain (NDCG) to evaluate how well our reward
systems work. This NDCG value measures how well the recommended items match
the group’s preferences by comparing them to each user’s individual preferences.
Table 5.1 presents the NDCG scores for all SQUIRREL rewards, including those
incorporating the new fairness reward functions. These scores represent the average
performance over 15 rounds of recommendations.

Table 5.1 NDCG values for the SQUIRREL models in all test scenarios.

Rs Rsd Rmprop Rsmprop

4+1 0.052 0.054 0.066 0.067
5-Diss 0.060 0.054 0.076 0.064

This analysis reveals that the newly introduced fairness-based SQUIRREL mod-
els, namely Rmprop and Rsmprop, outperform the others, demonstrating their capacity
to find more pertinent items for the groups. Figure 5.3 illustrates the NDCG scores
for these new rewards, showing a higher performance in the initial recommenda-
tion rounds with some variation in the subsequent rounds. This variation can be
attributed to the changing dataset sparsity as new chunks are added and the exclu-
sion of top items from consideration after each round, contributing to the decline in
performance.
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(a)

(b)

Figure 5.3 NDCG Values per recommendation round for SQUIRREL−Rmprop, Rsmprop

in the 4+1 and 5-Diss test scenario.
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5.3 Explanation of Fairness Rewards attributes

During the experiments with the new fairness rewards Rmprop and Rsmprop, it was
crucial to decide the best value for m and ∆. Depending on the group configuration
and the number of items in the group recommendation lists for each round, these
attributes may have varying values. In this work, we select 10 items for the final
recommendation list and 5 members for each group. To determine the ideal values of
∆ and m we calculated the value of group satisfaction and disagreement for different
values of m and ∆ for both the group settings, (4+1) and (5Diss). Here, the ∆ value
varies from 15% to 25% and m takes values of 1,2 and 3. Figures 5.4 and 5.5 show
the group Satisfaction and Disagreement of SQUIRREL − Rmprop in 4+1 group
settings for different values of m and ∆. Here we can see that, when the number of
m rises, group satisfaction falls for all values of ∆. When m=1 and 2, we observe
higher values in group satisfaction (Figure 5.4 (a,b,c)). However, for m = 1, it shows
a slightly better satisfaction score compared to m = 2. In contrast, when m = 3,
a sudden drop in satisfaction is observed. The main reason can be found in the
definition of the attributes and the current group settings of the SQUIRREL model.
In our fairness rewards, m represents the minimum quantity of items from the top
∆% of the users’ individual lists, that must need to be on the list of recommendations
for the group. The model deals with a 5-member group and generates 10 items for
them, then it is easy to accommodate at least 1 to 2 items for every group member
through all the values of ∆. However, it became challenging to recommend 3 items
for each user while generating 10 items for a 5 members group. A similar pattern is
observed for the group disagreement as well (Figure 5.5 (a,b,c)). We can see that,
the disagreement values are less m=1 and 2. Also, it is very high when m = 3.

The effect of ∆ is also observed in the group satisfaction and disagreement.
When ∆ = 15% it was easy to recommend one item for all. However, we can see
a slight improvement in group satisfaction value when we increase the value of ∆
to 20% and 25%. In contrast, we can see relatively small disagreement scores when
∆ = 15% and 20%. However, ∆ = 25% shows slightly more disagreement scores
compared to other values of ∆. This is because, in the SQUIRREL model, we don’t
recommend the items that are already recommended in any previous rounds. As a
result, it became difficult to keep a lower disagreement score, although it is expected
as ∆ is increased. After carefully observing all the scenarios mentioned above, it
was decided that m = 2 and ∆ = 20% are the most suitable values in our current
experimental scenario.
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(a)

(b)

(c)

Figure 5.4 Group Satisfaction of SQUIRREL − Rmprop in 4+1 group settings for
different values of m and ∆.
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(a)

(b)

(c)

Figure 5.5 Group Disagreement of SQUIRREL − Rmprop in 4+1 group settings for
different values of m and ∆.
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6 Conclusions
This study has focused on fairness, one of the major research problems in the field
of recommendation systems for groups. It addresses the need for fairness crite-
ria in sequential recommendation systems and proposes new fairness measures.
To effectively evaluate the new fairness measures it expands on a reinforcement
learning framework for sequential group recommendations called SQUIRREL. The
SQUIRREL approach focuses only on compiling group members’ recommendation
lists into a single list, treating the single-user recommendation system as precalcu-
lated knowledge. This aggregation is achieved through various aggregation methods.
Each group member’s satisfaction level determines the model’s state, and there are
two different reward functions. It chooses the best group recommendation strat-
egy dynamically depending on the group’s condition at the time. However, the
configuration of the SQUIRREL model is flexible, allowing for the application of
additional ranking methods, the definition of different states, and the consideration
of various reward functions. In this work, the state definitions and actions of the
original SQUIRREL model remain intact. Two new fairness-based reward func-
tions called M-proportionality (Rmprop) and the combination of Satisfaction and M-
proportionality ( Rsmprop) are used to implement fairness-based recommendations.

This work creates a new dataset that precisely matches the issue specification,
derived from the 20M MovieLens dataset. Furthermore, every possible aggregating
technique is used as an action. As a reward function, two new fairness reward func-
tions along with the old ones are used. The model is trained using various group
formations, representing diverse real world scenarios for group recommendations.
During the training period, the model learns which aggregation method maximizes
the rewards for the current condition of the group. After that, different sets of data
are used to test the model. The group Satisfaction and group disagreement met-
rics are used to evaluate its performance. Here, we discovered that there is a nice
balance between group disagreement and satisfaction with the new fairness-based
measurements. In addition, the recommendation’s quality is evaluated by calculat-
ing the DFH and NDCG values for the newly configured SQUIRREL model. From
the results, it can be seen that SQUIRREL delivers high-quality recommendations
for fairness-based reward functions, as evidenced by its excellent NDCG and DFH
scores.

This study opens doors for several exciting future research directions that can
further enhance fairness in sequential group recommendations. The current work
focuses only on M-proportionality fairness measures. Future research could explore
incorporating fairness for other user attributes like age, location, or genre prefer-
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ences. This would require defining new fairness metrics and potentially modifying
the reward functions to consider these additional factors. This work establishes that
fairness and group satisfaction can be balanced. In the future, we could delve into
explaining the recommendations to users. This explanation should not only high-
light the chosen items but also transparently showcase how fairness considerations
influenced the selection.
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