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ABSTRACT

Determination of the mechanical properties of materials is largely based on
established test methods that aim to generate simple, and typically uniaxial, stress
state to the test specimen. If the test specimen behaves homogeneously, the
deformation caused by the loading can be measured reliably by common methods.
However, as the complexity of the tested material or the geometry of the test
specimen increases, the general discrete measuring methods do not necessarily give
a true picture of the behaviour of the specimen. This is particularly true for
heterogeneous and anisotropic materials whose mechanical response is strongly
dependent on the observation point, direction and scale. In these cases, reliable
measurements require a more comprehensive examination of deformations, which
is typically challenging with traditional discrete measuring methods.

Numerical analysis techniques (such as the finite element method) are
increasingly taken advantage of in the identification of material properties, especially
when non-uniform stress state is known to occur in the specimen during testing.
However, detailed data of the deformed specimen is required in the simulation of
the experiments. The measured data must be reliable, as the results of the models
are as good as the used raw data.

Digital image correlation (DIC) is an optical method for determining the
deformation field from the surface being studied. The objective of this thesis is to
improve the reliability and precision of the results produced by the selected
experimental test methods using DIC, especially when testing heterogeneous and
non-linear—behaving materials. The work is focused on compression tests and
methods for determining fracture mechanics properties of polymer coatings and
adhesives. The thesis is based on five original scientific publications in which the
selected test methods are used to characterise and identify properties of very
different materials, including soft hydrogel, fibrous polymer composites, thin
polymer coating and adhesive.

In the thesis, the developed method is presented for determining elastic material
constants for orthotropic polymer composite using the continuous deformation field
provided by DIC with high spatial resolution. DIC was also used to measure the
realistic deformation of the soft and transparent compressed hydrogel specimen,
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enabling more valid characterisation of the stress-strain relationship of the material.
The DIC experiments revealed hidden factors that affected the behaviour of the test
specimens in the compression tests. The precision of the test methods was thus
improved by the systematic use of DIC, since without the full-field measurements,
the factors are difficult to recognise and consider in the analysis of the results.
Generally, the analysis of the fracture mechanics tests is based on the monitoring
of the progressive crack growth in the test specimen, which is known to be a major
source of uncertainty in the methods. The determination of the crack length is
performed typically by visual means, which is challenging, if not impossible,
especially in mode II tests where the crack faces do not separate per definition. This
thesis presents the developed methods to quantitatively evaluate the crack
propagation for the investigated fracture mechanics tests based on the deformation
tields provided by the DIC. The presented methodology significantly reduces the
uncertainty resulting from the subjective interpretation performed by the operator.

Major effort is made to evaluate fracture testing with cyclic loading, i.e. fatigue.
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TIVISTELMA

Materiaalien —mekaanisten ominaisuuksien mairittiminen perustuu pitkalti
vakiintuneisiin testimenetelmiin, joissa koekappaleeseen pyritidn kohdistamaan
tunnettu yksinkertainen jannitystila. Koekappaleen kiyttdytyessi homogeenisesti
kuormituksen aitheuttama muodonmuutos voidaan mitata luotettavasti perinteisilld
menetelmilld. Testattavan materiaalin sekd koekappaleen muodon tai rakenteen
kompleksisuuden kasvaessa yleisesti kdytetyt mittausmenetelmit perustuen
yksittdisiin tarkastelupisteisiin, eivit kuitenkaan valttimattd anna todellista kuvaa
koekappaleen kiyttiytymisestd. Tamid patee erityisesti heterogeenisille ja
anisotrooppisille materiaaleille, joiden ominaisuudet riippuvat voimakkaasti
tarkastelukohdasta, -suunnasta sekd -mittakaavasta. Niissd tapauksissa mittausten
luotettavuutta voidaan parantaa muodonmuutosten kattavammalla tarkastelulla,
mika perinteisilld diskreeteilld mittausmenetelmilld on tyypillisesti haastavaa.

Materiaaliominaisuuksien — midrityksessd  hyddynnetddn yhd  yleisemmin
numeerisia laskentamenetelmid (kuten elementtimenetelmid) joiden avulla on
mahdollista huomioida muun muassa monimutkaisempien kuormitustilanteiden
aiheuttamat vaikutukset koekappaleen kiyttiytymisessi. Toimivien mallien
ratkaisemiseen  tarvitaan  kuitenkin  yksityiskohtaista mitattua lihtGtietoa
koekappaleen muodonmuutoksista. Mitatun tiedon tulee olla luotettavaa, silld
tunnetusti malleilla saatavat tulokset ovat korkeintaan yhtid hyvid kuin kiytetyt
lihtotiedot.

Digitaalinen kuvakorrelaatio (digital image correlation, DIC) on optinen
menetelmi, jolla voidaan miarittdd muodonmuutoskentti tutkittavan kappaleen
pinnasta. Tdssd viitoskirjassa kisitellidn DIC:n mahdollistamia menetelmii, joiden
avulla pyritdidn parantamaan valittujen kokeellisten testimenetelmien tuottamien
tulosten soveltuvuutta ja luotettavuutta erityisesti heterogeenisia ja epilineaarisesti
muotoaan  muuttavia ~ materiaaleja  testattaessa.  TyOssd  keskityttiin
puristustestaukseen sekd testimenetelmiin polymeeristen pinnoitteiden ja liimojen
murtumismekaanisten ominaisuuksien maarittimiseksi. Ty perustuu viiteen
tieteelliseen — artikkeliin, joissa tarkasteltuja  testimenetelmid hyodynnettiin

madrittimadn hyvin erilaisten materiaalien ominaisuuksia — vaihdellen pehmeisti
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hydrogeelisti kuitulujitettuihin komposiitteihin seka ohuisiin, pinnoitteina ja liimoina
kaytettaviin polymeerimateriaaleihin.

Tyon tuloksina esitetidin menetelmid ortotrooppisen polymeerikomposiitin
elastisten materiaalivakioiden mairittimiseen, jossa hyodynnetidn digitaalisella
kuvakorrelaatiolla  tuotettua korkean paikkaresoluution omaavaa jatkuvaa
venymikenttid. DIC:n avulla voitiin my6s tunnistaa hydrogeelin testauksesta
tekijoitd, jotka vaikuttavat koekappaleiden ideaalista poikkeavaan kiyttiytymiseen
puristustesteissd. Ilman toteutettuja full-field-mittauksia ndmi tekijit jadvit helposti
piileviksi lisiten niin ollen menetelmin epatarkkuutta.

Murtumismekaanisten testien analysointi perustuu testikappaleessa etenevin
siron suoraan tal episuoraan seurantaan, joka testimenetelmien alkuperaisissa
toteutustavoissa suoritetaan tyypillisesti visuaalisesti. Erityisen hankalaa, ellei jopa
mahdotonta sirén sijainnin maaritys perinteisilla mittausmenetelmilld toteutettuna
on testeissd, joissa sar0 ei avaudu vaan etenee leikkautumalla (moodi II -siro).
Viitoskirjassa kehitettiin tarkastelluille testimenetelmille soveltuvat menetelmit
saron kasvun seuraamiselle perustuen DIC:n tuottamaan muodonmuutoskenttiin.
Kehitetyt menetelmit vihentivat merkittivisti operaattorin subjektiivisesta
tulkinnasta aiheutuvaa epatarkkuutta testien toteutuksessa. Erityisesti tarkasteltiin

syklistd, visyttivaa kuormitusta liimatulla koekappaleella.
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1 INTRODUCTION

Materials create the basis for all technologies. The leaps in technological
developments are closely related to the progress in material development. The pace
in the development is fast — new applications continuously call for better and better

functioning materials. New requirements are continuously set, and these

>
requirements can be fulfilled by the development of new materials. Another solution
to the requirements is to utilise current materials more efficiently by creating
composites, or hybrids, by combining several materials into single system, which
performs better than its individual constituents. In addition to the creation of novel
technological solutions, the increased awareness of the importance of energy
efficiency and the retaining of natural resources loudly call for more efficient
methods to replace the already established products and technologies.

The solid development of novel materials also creates the continuous need for
various procedures of materials testing. The novel material systems to fulfil the
requirements are far more complex than the preceding solutions. For example,
different composite materials can offer novel property combinations that are
impossible to achieve by (known) monolithic materials. In these composites,
behaviour at the macroscale can seem homogeneous but, in reality, the performance
is based on the intrinsic heterogeneity at the micro- and nanoscale. On the other
hand, hybrid structures, which combine dissimilar materials at the macroscale into a
single operating structure (i.e. macrocomposites), can be extremely efficient working
solutions. However, property mismatches and component interfaces create new
problems, which are often uncharacteristic to more conventional material solutions.
All the above-mentioned can be summed up by claiming there is an increased zutrinsic
need for more detailed and tailored material testing, due to the development of the
novel and challenging material solutions.

Simultaneously, with the development of new materials, significant progress in
analysis methods is going on in terms of how the material data obtained from the
experiments is utilised. Numerical analysis methods have already replaced the
conventional and established analytic procedures in many areas, enabling more valid
and detailed interpretation of the test outcomes. The ideology of multiscale
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modelling can vastly improve efficiency in the development of new materials or
products [1]. Also, research and development tasks are more and more commonly
performed in a virtual way using different kinds of digital twin solutions [2].
However, for the above-mentioned methods to offer the desired outcomes, they
require significant amounts of accurate and reliable experimental data. Thus, it can
be concluded that development in the analysis and utilisation techniques of the test
outcomes creates the extrinsic need to acquire more detailed experimental testing data.

The testing for material properties relies, generally, on established procedures and
often on standardised methods. Naturally, newly developed experimental techniques
continuously evolve, and the basis of this evolution is to improve the reliability,
accuracy and efficiency of the testing routines. However, the establishing process
takes time. Due to the high speed of the development and the increased scarcity of
the novel material solutions, it is evident that the development of the specific testing
routines easily lags behind the actual material development. This leads to a situation
where the previous test protocols may still be largely used to characterise novel
materials or test specimens which were actually not developed to offer the data
sought for. For example, an established analytic solution may have originally been
derived, for simplicity, to account for a homogeneous two-dimensional problem.
However, the same technique can still be routinely used to characterise a novel
specimen that can inadvertently encounter significant three-dimensional effects. As
a result, remarkable errors in results may appear.

In a simple event, the mechanical testing of materials is straightforward — such as
when testing homogenous isotropic materials in uniaxial loading conditions.
Conventionally, the measurement of the test response in standard specimens has
been performed by discrete means, such as by using extensometers or foil strain
gauges to study the deformation of the specimen at previously selected locations.
However, with the increased complexity of the tested specimen or in the loading
condition of interest, the complexity of the test responses also increases. The
defining of the accurate test response with discrete measurements thus becomes
more challenging, and this increases the uncertainty of the test outcomes.

In the past two decades, so-called full-field methods to study the glbal
deformation responses of the studied objects have been under intensive research.
Of the methods, digital image correlation (DIC) [3] in particular has already
established its extensive use in a great variety of different applications, including
material testing [4], particle movement measurements [5], component-scale testing
[6] and fracture mechanics [7], among many others. The possibility of measuring the

global deformation of a studied object creates enormous potential to improve the
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performance of existing (mechanical) test methods, as summarised as the
background of this thesis (Figure 1). The reliability of the established test methods
can be improved using the full-field measurement techniques by carefully studying
the global behaviour of the specimen or the test fixture. But even more fascinating
is that the full-field data enables the development of totally new analysis approaches.
These new approaches offer vastly more detailed and accurate material data that is
increasingly sought after and that has been impossible to obtain with conventional
methods [8]. This potential of DIC will be studied in depth in this thesis.

Progress in material development increases the Progress in analysis techniques increases the extrinsic
[ intrinsic need for more detailed test data ] { need for more detailed test data
Complex materials cause complex test responses Generalised use of methods using computer aided
+ Composites (heterogeneity, anisotropy) design and analysis techniques
* Hybrids (property mismatches, interfaces) + * From2-Dto 3-D
* Highly nonlinear materials *  Multiscale modelling ideology
+ 3-D specimen geometry +  Virtual R&D

Established test protocols may be inefficient, inaccurate or improper for modern use ]

13

Progress in the development of experimental methads - from discrete to full-field measurements

* Much more detailed information about the specimen response available

4

[ Vast possibilities to improve the performance of an experiment to obtain the desired outcomes for design and characterisation ]

Figure 1. Summary of the motivation aspects, the background, of the thesis.
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2 AIMS OF RESEARCH AND HYPOTHESES

In this thesis, the exploitation of 3-D digital image correlation (DIC) is investigated
in selected compression and fracture mechanics tests with different polymer-based
materials in the specimens. The focus in the work is about how to efficiently utilise
the current established subset-based local DIC techniques to get the desired and
even new output from the experiments. This focus is expected to result in more
detailed data of the specimens’ materials and thus extend the scope and improve the
precision of the selected test methods. Thus, the aim is to present how DIC
measurements can be used in a practical way to further improve the established
testing procedures and to offer more precise understanding of the test responses,
especially when heterogeneous or nonlinear-behaving materials are investigated with
the methods.

The studies of the hypothesis are reflected in two fundamental research questions
of this thesis:

* How can the effect of the operator- and specimen-dependent
unknown factors in compression and fracture mechanics testing
with complex polymer-based test specimens using DIC be

minimised?

* How can the high spatial resolution provided with DIC help to
improve the mechanical and fracture mechanics test methods for

notably anisotropic and heterogeneous materials?

The thesis and its published work are built on four hypotheses:

1. DIC can be used to validate the test response in the unconfined compression

of wet hydrogel materials. (Pub I)

2. A set of elastic constants can be solved by enhanced use of small specimen

size and DIC for fibrous composite materials. (Pub II)
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3. 'The reliability of the notched coating adhesion test method can be improved
by using DIC, even when highly non-linear coating is used. (Pub III)

4. DIC can be used to quantify the local strain state and crack propagation in
mode II-dominated quasi-static and fatigue experiments, even for joint
specimens with thin bond lines. (Pubs IV and V)

Here, the measured deformation response of an experiment is the base information
from which the material properties are eventually determined. One of the main aims
in the utilisation of the DIC in the selected material test methods was to minimise
the bias to the test results caused by the operator, specimen or testing jig. This was
done by systemically examining the 3-D deformation of the specimens to reveal
anomalies in the assumed test responses. This enabled us to recognise factors
affecting the test results that were difficult, or impossible, to identify without the
information provided by DIC. In the traditional process, the specimen deformation
is measured either by greatly averaging and contact-requiring (e.g. crosshead traverse
or extensometer) or pointwise methods (e.g. strain gauges). In this thesis, new
analysis techniques of the investigated test methods were developed that aimed at
more applicable and precise characterisation. This was done by first identifying the
lacking features that the current techniques possess, and then tackling the recognised
problems by developing new analysis approaches based on the measured full-field
responses.

This thesis is a compilation dissertation based on five original scientific
publications. The structure of the thesis consists of a condensed background theory
about DIC (Chapter 3), focusing on its use in material testing with heterogeneous
specimens. The experimental methods, and the technique about how the DIC was
utilised for acquiring the data, is presented in Chapter 4. The above research
questions, in terms of publications I-V, respectively, are discussed in Chapter 5 and
the conclusions to the hypotheses will be presented in Chapter 6.
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3 BACKGROUND THEORY

3.1 Mechanical and fracture testing of composites, and hybrid
materials and structures

Generally speaking, composite is understood as a material system, in which two or
more materials are combined during the fabrication process into a single synergistic
unit. Composites can be categorised in multiple ways, such as by their constituents’
1) material classes, 2) dimensions or 3) sizes. Hybrid materials are commonly defined
as materials incorporating organic and inorganic components (often at the nano- or
microscale). Hybrid structures, on the other hand, are defined in this thesis as
macrocomposites, in which different materials are combined into a single working
unit. Thus, by following these definitions a composite or hybrid material is a
continuum, whereas a hybrid structure is comprised of finite blocks of different
materials adhered together permanently. In materials, length scales play an evident
and important role.

Composites and hybrids offer enhanced performance and flexibility of design
over single-constituent materials. However, the increased complexity related to
materials complicates the determination of materials’ properties and induces
challenges in their testing procedures. Certain special features, discussed below, are
characteristic of composites and hybrids and have to be considered in testing.

Anisotropy

While excluding the composites with zero-dimensional particulates, composite
materials often show anisotropic behaviour. Thus, many of the material properties
are dependent on the direction, due to which multiple tests are required to find out
the required information for characterising the material behaviour [9]. For example,
where the elastic behaviour of isotropic materials (e.g. randomly oriented
polycrystalline metals or glass) can be defined by two independent elastic constants,
for transversely isotropic material (e.g. unidirectional composite lamina) five
independent constants are required. For the orthotropic material model (e.g. wood),

the amount of independent elastic constants is already nine. The linear-elastic
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compliance matrices clearly present the simplest symmetries of material models, as

depicted in Figure 2.
1 v v 121 val
= 5 % 0 0 0 & —= -am g e W
-+ 3 71% 0o 0 0 = A # 0 0 0
S(iso) - % - % E 0 0 0 S{m'fhoj = [ F.%‘ - % Fs 0 0 0
0 0 0 = 0 0 0 0 O &= @ 0
00 0 0 H oo 0 0 0 0 & 0
0 0 0 0 0 v 0 0 g 4 & g

Figure 2. The compliance matrices for a) isotropic and b) orthotropic linear elastic materials.

Due to the lack of symmetry and a finally complete anisotropy, many of the test
methods developed for isotropic materials are not feasible for composites. In some
cases, the test specimen type can be modified for better suitability with anisotropic
materials. For example, in the tensile test, the common dogbone specimen cannot
be used with unidirectional composite laminates due to the material’s relative
weakness under (local) shear during tensile loading. For laminates, straight-test
coupons can be successfully tested using long adhered end tabs [10]. However,
numerous important properties require specific test methods developed specifically
for composite materials and new, improved methods are indeed continuously
studied.

Heterogeneity

Whereas single-constituent materials are homogeneous, composites and hybrids
are strongly heterogeneous by nature. In fibre- or particle-reinforced composite
materials, a uniform distribution of the constituents is normally targeted. However,
due to the challenges in manufacturing, the actual distribution can be imperfect and
practically unknown. The random-alike distribution increases the experimental
scatter of the material response and complicates the analysis of the test results.

The combining of different material components into a solid unit inevitably
creates internal interfaces and strong property mismatches. Basically, the interfaces
in composites create the basis for all the functionality of composites yet increase the
complexity in the performance of the materials. The interfaces also make the
characterisation methods more challenging. Often, solid adhesion at interfaces, such
as between the fibre and matrix, is sought for. Several characterisation methods have
been developed to specifically study these features. Essentially, products containing
coatings or joints implemented by adhesives can also be considered as hybrids. In
such products, especially, a high value of fracture toughness at the interfaces is vital
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and various test methods exist to evaluate the fracturing. The heterogeneity also
increases the complexity among the failure types of composite and hybrid materials.
For instance, in composite laminates, the failure mode can range from the bulk
materials’ normal failure to the interlaminar shear or the interfacial adhesion failures.
Actually, the great fracture toughness of many composites base on the phenomena
which occur at interfaces of the constituents. Test methods to characterize the
fracture at the interfaces in detail are thus highly valuable. All in all, the use of
appropriate testing methods and detailed interpretation of the test responses are
essential in order to achieve the desired outcomes from the performed experiments
— reliable statistics or properly normalised material constants, for example.

Length dependency

The length scale of the components in heterogeneous materials can range from
the nano to the macro level. All the levels of scales have their specific characterisation
procedures with their intrinsic challenges. Even though it is essential to understand
the mechanical behaviour in the case of each scale, the mechanical testing of
composite materials is still mostly performed at the meso or macro scale and, thus,
the homogenised properties for the continuum are often determined. However, it is
important to acknowledge that the responses of the mechanical tests are usually
dictated by the phenomena occurring at a smaller scale in materials. How to select
the proper level of homogenisation and how to ensure that the tests are performed
using a representative sample of the tested material are essential questions in the

testing and analysis of composite and hybrid materials.

3.1.1  Compression tests

In practical applications, materials are normally subjected to complicated loading
conditions in which compression plays a significant role. The established
compression tests are performed to evaluate the material response under (presumed)
uniaxial compression load. In addition to identifying constitutive parameters,
compression testing is used regularly in the quality assurance of construction
materials, in particular. The elastic constants used to define materials’ stress-strain
response are generally evaluated with tensile tests. However, the evaluation of
compressive properties is especially essential for fibre-reinforced composites
because their mechanical properties are known to differ under tension and
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compression. For example, Meng et al. reported an average compressive to tensile
moduli ratio of 0.9 for unidirectional carbon fibre laminates. The ratio of
compressive-to-tensile strengths is even lower, around 0.6-0.7 [11].

Several different standard tests exist for compression, which differ mostly in
terms of the technique used to transfer the load to the specimen. Unconfined
compression tests are the simplest, where the flat-ended cylindrical or rectangular
specimen is loaded using two parallel compression plates. For measuring in-plane
compression for sheet- or plate-type samples, the unconfined compression tests are
not feasible and specific testing jigs are used that prevent the buckling of the
specimen.

In principle, compression tests are simple to carry out but, at the same time, they
are prone to test artefacts related to jigs and specimen. The generally assumed
uniaxial loading in the specimen is actually difficult to achieve — for example, in the
unconfined compression method, contact friction can easily play a strong role. The
recorded traverse of the moving crosshead is still a commonly used method for
measuring the specimen response in compression. This holds especially when testing
materials whose nature restrains the use of foil strain gauges, such as soft elastomers,
foams or hydrogels. However, the traverse includes all the compliances caused by
the testing apparatus and the used jigs, the effects of which are often unknown.
Compression tests include some 3-D effects, although their role is often excluded in
the conventional analysis of results. The measuring of the exact specimen
deformation during testing is challenging because the detailed 3-D deformation data
is difficult to obtain using conventional, discrete measurements. The measurement
of specimen deformation directly is an important requirement in the compression
testing of novel materials.

3.1.2 Fracture mechanics tests using layered specimens

Adhesively bonded joints are used increasingly in various metal or composite hybrid
structures, as they provide low structural weight, great damage tolerance and low
manufacturing cost. In the design of adhesively bonded joints, the ability to
characterise the crack onset and propagation in the structure is essential to ensure
the functionality of the joint. This holds true especially for structures where the
highest material performances are required, such as in the aerospace industry [12].
The methods to determine fracture parameters are generally based on linear
elastic fracture mechanics (LEFM). LEFM theory is applicable for brittle materials
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or when the region of plastic deformation (due to the stress singularity) can be
assumed to be small compared to other dimensions of the specimen. In practice, the
parameters that are used to characterise the fracture include, for example, stress
intensity factor (SIF), critical energy release rate (G,) and crack-tip opening
displacement (CTOD) [13].

G, is a generally used parameter to characterise the resistance against fracture for
adhesive joints. Specific test methods to determine G, are employed, such as double-
cantilever beam (DCB) [14] for mode I fracture and three-point end-notched flexure
(3-ENF) [15], four-point ENF [16] and end loaded split (ELS) [17] for mode II. The
methods utilise sandwiched layered specimens that consist of rigid substrate
components and a thin layer of the studied adhesive material. An artificial crack is
fabricated in the specimen, whose onset and-or propagation in the loaded specimen
is studied.

Detection of the initiation (onset) and propagation of the crack in fracture
mechanics tests is a well-known challenge. The traditional, and still commonly used,
method to determine the crack position is carried out by visually detecting it zz-sitn
or from the recorded images afterwards. For mode I (opening) fractures this can
normally be performed successfully but is still always a subjective method. On the
other hand, in cases where the fracture is dominated by mode II (shear), the visual
detection of the crack position can be extremely difficult, or even impossible [15].
The major source of error in the G, measurements thus lies in the crack length
measurements [18]. Alternative strategies have been used to measure the crack length
such as strain gauges, distributed optical fibre sensors and acoustic emission
techniques. However, the accurate linking of the crack length to the indirect
measurements is not straightforward. To overcome the challenges caused by the
accurate crack length measurements, various analytical specimen compliance-based
approaches have been developed to describe the specimen response with a
progressing crack. On the other hand, the direct measurement of the crack length is
strongly preferred when, for example, finite element analysis (FEA) is used to
simulate the experiment, which is an increasingly utilised technique to solve the

values of fracture parameters.

3.2 Digital image correlation

Digital image correlation is a non-contact optical method to acquire full-field

deformation data from a studied surface. The idea of utilising digitised optical images
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for fast computer-based deformation analysis in experimental mechanics was
introduced in the early 1980s by Peters and Ranson [19]. Later, Sutton’s team [20],
[21] developed the process further and created the basis for the current DIC
methods. During the past 30 years, the pace of progress has been fast, both in terms
of hardware, especially cameras and the computational capacity of computers, and
the fundamental DIC algorithms. A bibliometric study (retrieved using Web of
Science™) presented in Figure 3 shows that the use of DIC in scientific publications
began to increase rapidly after the mid-2000s and has increased ever since.
Nowadays, DIC is already a mature method that has proven its usefulness in
different applications in the field of experimental mechanics. This can also be seen
in Figure 4, which depicts the diversity of the publication categories for the DIC-
related publications.

1000

500

Figure 3. Number of publications per year related to Digital Image Correlation (Source: Web of
Science™)

6000

Figure 4. The categories for the Digital Image Correlation containing publications, 1994-2022).
(Source: Web of Science™)
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Simplified, DIC is based on tracking local motion on discretised surfaces
containing a random surface pattern. During the DIC process, the full-field surface
displacements are calculated by numerically correlating the deformed surface pattern
against the reference pattern (‘motion’). 2-D displacement vectors perpendicular to
the optical axis of the camera can be measured with one camera system.
Simultaneous use of two (or more) cameras enables the determination of surface
deformations in 3-D. This method is generally known as the stereo DIC which
enables more robust correlation algorithms. Stereo DIC should also always be used
when the studied object has non-planar surfaces or out-of-plane deformation is likely
to exist during measurement. After the displacement field has been defined, the
surface strains can be obtained from the derivative of the determined displacement
tield. The basic workflow of the DIC measurement process is shown in Figure 5.

Imaging . . Image Image Displacement —
L setup J {Cailbratlon} [acquisétion} [matching} [ fialde } [Stramflelds}

Figure 5. Workflow of the DIC process in general.

Different approaches to DIC exist that can be divided into so-called local and
global methods [22]. In the local methods, the acquired images are processed using
a battery of smaller regions of the image (called subsets) that include unique features
to be distinguishable and whose instantaneous relative locations are computed
separately. In local methods the displacement field is thus generally incompatible.
However, the implementation of the calculations can be carried out in parallel
enabling very fast analysis. The global methods, such as the four-node FE-based
DIC [23] and the extended DIC (X-DIC) [24], are generally based on finite element
approaches. In these methods, the full region of interest is discretised into elements
connected by nodes. By tracing the elements simultaneously, the displacement
continuity is guaranteed between neighbouring elements. The global DIC methods
have the potential to improve abilities to ensure the accurate matching of smaller
details and heterogeneous structures [25]. Also, global techniques can offer more
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seamless linking with numerical simulation methods. On the other hand, the
convergence of the global methods is slow, and they are computationally significantly
more costly.

Recently, new methods to combine the advantages of local and global DIC have
been introduced such as the Augmented Lagrangian DIC [26]. However, up to now,
the subset-based local DIC is used in most commercial software codes largely due
to its high efficiency, and is it still the dominant method in the field of experimental

mechanics.

3.2.1  Correlation procedure

The first essential step of the 3-D DIC measurement is the calibration of the camera
setup. The purpose of the calibration is to orient and scale the images of the cameras
to the physical world positions. A number of different calibration methods [27] exist,
but the technique based on the landmark principle is generally implemented in
current DIC software [28]. Here, several images of a calibration grid plate are taken
by altering its orientation between the views. With the images, the intrinsic and
extrinsic calibration parameters of the cameras are defined. The intrinsic calibration
parameters include, for example, the focal length, the distortion coefficients, and the
centre point of the individual cameras. The extrinsic parameters then define the
translation and rotations between the used cameras, which are required for the
triangulation procedure enabling studies in 3-D.

In the local DIC methods, a portion of the investigated area in the acquired
image, that contains a unique pattern for the pixel intensity in greyscale, is known as
a subset. The shape of the subset is typically square, but oblong or round subsets can
also be used. In the DIC process, multiple, typically overlapping, subsets are
positioned on a grid in the processed image. The distance between two adjacent
subsets (in pixels) in the calculation process is called the step size. The basic principle
of the DIC is to search for the accurate position of each subset from image to image
by the utilised correlation criterion. The searching is carried out by minimising (or
maximising) the correlation function that includes the information of the pixel
intensities from both the reference and the deformed images. The outcome of the
correlation function is thus a measure how accurately the details in the processed
subsets correlate with the reference image. The ultimate target of the correlation
process is to detect the closest match between the reference and deformed subsets
to determine the temporal position of moved subsets in the processed images.
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The changes in the illumination affect the recorded greyscale intensities of the
speckle pattern that, without compensation, produce fundamental error for the
results of the correlation process. Several different correlation criteria exist, such as
sum-squared difference (SSD), normalised cross-correlation (NCC), zero-
normalised cross-correlation (ZNCC), and zero-mean normalised sum of squared
difference (ZNSSD). ZNSSD can efficiently compensate the typical, unavoidable
changes in the brightness and contrast during an experiment and is nowadays one of
the most regularly exploited criterion in the DIC software packages.

As the studied surface deforms, the subset shape also changes from the original
(e.g., square). The shape change of the subset in the correlation process is
accommodated with mathematical shape functions. The simplest shape function is
the zero-order rotation-free rigid translation. The first-order affine shape functions
allow translations, rotation, linear stretching and shearing, and are routinely used in
DIC analysis. Higher order shape functions allow non-linear deformation of subsets
which is particularly beneficial to curved surfaces. In addition, they can also adapt
better to strain gradients occurring inside a subset, which is more likely to occur
when the used subset size is large. However, the more complex the shape function,
the more computationally expensive they are.

The raw results of stereo DIC process are 3-D points that practically define the
locations of each subset’s centre in the deformed images. The density of the point
grid is defined by the step size in the performed analysis. The displacement vectors
are then determined by subtracting the deformed 3-D point cloud from the reference
points, as presented schematically in Figure 6. Finally, strains can be calculated by
the derivation of the displacement data, which is often the targeted quantity of
interest in the DIC measurements. The comprehensive description of the

fundamentals of the full DIC process is explained extensively in the current literature

[3], [27].
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Figure 6. The schematic principle of the DIC.

3.2.2 Requirements for the images and their acquisition

DIC is based on the numerical processing of acquired digital images. Naturally, the
most general method for acquiring images is to utilise optical imaging equipment
such as that presented in Figure 7. However, DIC is not limited to using optical
(white light) imaging and basically any series of images that can provide sufficient
contrast patterns can be used. For example, thermal imaging [29], electronic imaging
[30] and scanning probe microscopy [31] have been utilised for deformation
measurements with the method.

In optical imaging, cameras with a high-resolution charge-coupled device (CCD)
or complementary metal-oxide-semiconductor (CMOS) sensors and objectives with
minimal lens distortions are typically used. Shooting parameters must be optimised
to produce sharp and consistent images for the full imaged region. A high depth of
field is often required in the characterisation of 3-D surfaces, calling for the use of a
small aperture. At the same time, to minimise the motion blur caused by the moving
subject, a fast exposure time is required. In order to decrease the pixel noise of the
sensor due to a lack of sufficient lighting, the test setup normally includes powerful
extra lights. Good practices for carrying out typical DIC measurements have been
described in detail in the guidebook by the International Digital Image Correlation
Society (iDIC) [32].
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Figure 7. An example of a typical 3-D DIC test setup.

The complete imaging hardware eventually defines the smallest displacement
resolution that can be achieved in the experiments. The displacement resolution is
proportional to the image resolution (or the mm-to-pixel -ratio), and resolution of
1/30t of a pixel can be often achieved. The actual displacement tesolution can range
from nanometres (using atomic force or electron microscopy) to hundreds of metres
(using e.g. optical satellite images [33]). The temporal resolution of the method is
dictated plainly by the achievable image acquiring frequency. For example, the
extremely high measuring frequency (>100 000 Hz) that can be obtained with high-
speed cameras has enabled the realisation of novel fracture mechanics and vibration
measurements.

In the local DIC method, the acquired images are divided into subsets and, during
the correlation routine, each subset is processed independently. The requirement for
the method is that the subsets include a unique signature, which is guaranteed when
the surface has a high-contrast and non-repetitive pattern. A common rule-of-thumb
to achieve good results is that a subset should have at least three separate speckles.
The size of the subset can be varied when carrying out the correlation routine but
the surface pattern, naturally, is defined prior to testing. Also, the diameter of a single
speckle should always be more than three pixels to prevent fundamental error due
to aliasing caused by undersampling [34]. Thus, the speckle size must always be
considered carefully together with the targeted spatial resolution in the planning
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phase of the experiments. The fundamental requirement for the pattern is that it
must follow the underlying sample as the studied object deforms. In some cases, the
natural pattern of the studied surface can be sufficient for performing feasible DIC
analysis. Such examples include, for instance, the surfaces of rocks or wood, and the
grain boundaries or distributed filler particles at high magnifications in microscale
measurements. However, because the quality of the speckle pattern (i.e. size, contrast
and distribution) has a great influence on the resulting accuracy of the method [35],
normally an optimised random black-and-white pattern is applied to the surface prior
to testing. The most common methods for generating the pattern are spraying,
stamping and water transfer printing,

3.2.3 Uncertainties in DIC measurements

The accuracy and precision of the displacement measurements with DIC are
dependent on the number of factors. Some of the well-recognised factors playing a
role for the DIC results are presented in Figure 8. Basically, all the information that
the determined values of the analysis are composed of is based on the acquired
images. Thus, high contrast images with good resolution are always targeted, and
their quality has the most essential importance when considering the results. All
factors that can reduce the image quality should be minimised, such as vibrations
(both the thermal and the test setup vibrations) and uneven or varying illumination
(e.g. glares). The complete error chain for the determined results of a DIC
measurement is complex, and the total uncertainty always originates from several

sources. The comprehensive analysis of all the errors for stereo DIC is thus very

challenging.

* Tripod vibration * Speckle * Sensor: * Shape function

* Thermal vibration * Size * Resolution * Subset size

* [llumination * Distribution * Noise * Step size
reflections * Contrast * Dynamic range * Interpolation
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expansion) * Camera angle method
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Figure 8. List of parameters affecting the DIC results as a whole.
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In engineering applications, often the strain data is sought after instead of the
plain displacement information. The spatial resolution (or the density of the
measurement point grid) for the displacement is defined by the step size, and the
single extracted displacement value represents the displacement of the area dictated
by the used subset size. Strain is normally calculated from the determined
displacement data over larger area to reduce noise. The area from which the single

strain value is computed can be approximated by the size of the Virtual Strain Gauge

(VSG) by:
Lyse = (LWindow - 1) X Lstep + Loubset 3.1

Here, Lyyingow defines the number of (displacement) data points over which the
strain value is determined, and Lgtep and Lgypger describe the size of the step and
the subset (in pixels) in the correlation process. The minimum length of the VSG is
thus Lgtep® Lsypser When the strain is calculated using the adjacent points of the
determined displacement field. By increasing the Lyyinq0w parameter, the VSG size
increases (i.e. the locality of the information diminishes) but also the accuracy of
strain increases (through statistical averaging) since more data points are used to
calculate the quantity. If compared to the displacements, quantifying the accuracy of
the determined strain values is more complicated, or even impossible to carry out
unambiguously. As strain is derived mathematically from the measured
displacements, the measurement noise is strengthened during the process, resulting

in uncertainty in the calculated strain always being accentuated.

3.3 Use of DIC in material testing

What is especially characteristic of composites and various hybrids is their strong
length dependency in almost all material properties: the ultimate parameters in the
macroscale are basically derived from the mesoscale properties and finally from the
microscale. For a researcher, this dependency often creates a problem —
conventionally one must plan and select the utilised experimental measuring
technique strictly according to the aim of the study. A good example relates to the
conventional electrical resistance strain gauges used to measure strains. When
planning the test setup, one has to decide, in advance, the proper gauge length
(averaging length), the number and precise locations of the gauges and their
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orientations. However, the load distribution in a hybrid structure is challenging to
predict and the gauge installation can be challenging. Typically, (foil) strain gauges
are positioned there where the expected strain field has a low gradient (in any
direction). The gauge installation is also prone to effects from fixing the gauges
(manually) on the surface. In contrast to /oca/ discrete measuring methods, the above
problems can, in many cases, be avoided using full-field techniques to measure the
global behaviour, for example by using DIC. Full-field methods allow, affer the well
performed measurement, for the making of decisions and running multiple analysis
of parameters.

The purposes of the DIC measurements in material testing can be classified into
four categories, as described by Pan [27]. The characterisation can be defined as
examination of the deformation response of a studied target to external loading,
whereas identification aims to determine quantitative material properties by
combining the DIC-measured strain data to the known exerted mechanical loading.
In cross-validation, the correctness of the FEM analysis or analytic predictions can
be verified with the measured experimental fields. Finally, DIC-based measures can
also be used in controlled mechanical testing to adjust the measuring devices. In this
thesis, DIC is used mostly for characterisation (Publications I-V), but also for
identification (Publications I and II) and cross-validation (Publication IV) purposes.

3.3.1 Testing of specimens with non-continuous deformation

DIC is an especially advantageous technique for studying targets with
heterogeneous deformation, where the use of conventional single point measuring
devices (e.g. extensometers) would easily measure an overly averaged test response.
Also, a great number of devices (e.g. displacement sensors or strain gauges) would
be required to study the ‘heterogeneous’ behaviour, or the field of it. Good examples
of applications where DIC has been successfully exploited to study local deformation
response include adhesively bonded structures and various hybrid joints [12], [13],
[36]—[39]. In the studies, the failure mechanisms of the joints (i.e. measuring the local
peel and shear deformations) and locations of the strain concentration (hot spots)
have been determined, among others. For example, the results have been used in
optimising the performance of the adhesively bonded repair patches for composite
laminates [40]-[42].
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DIC has also been used in the characterisation of thin coatings, which are
generally challenging to examine. Both the mechanical properties and interfacial
toughness of coatings on rigid substate specimens have been determined [43]—[45].

The mechanical performance of materials fabricated by additive manufacturing
(AM) methods deviates in many cases from the behaviour of isotropic materials. The
structures are generally at least partly heterogeneous, since they are built of material
layers which typically orientate during manufacturing. As a result, in cases where the
conventional gauges can be insufficient to describe the complex mechanical
behaviour of the materials, DIC has proven its usefulness in the characterisation and
identification of AM structures [46]—[48].

Fibre-reinforced composite laminates are well-known owing to their anisotropic
behaviour. The bulk behaviour of common composite materials has been extensively
characterised using DIC. The method has been used, for instance, in identification
of elastic moduli and Poisson’s ratios [49]—[51] and also in the characterising of their
damaging mechanisms [52]—[54]. The possibility to measure local deformation data
is very useful for the interpretation of results in tests like open-hole fracture tests
[41] and compression-after-impact tests [55].

Like other full-field characterisation methods, DIC can accurately measure
deformation fields with strong gradients, which are challenging to study with discrete
physical measuring devices. The method has enabled, for example, experimental
mesoscale measurements to study the effect of reinforcement fabrics’ weave patterns
on the deformation response [4], [56], [57] On the other hand, DIC is still a fuzzy
measuring technique by definition because it averages the measured data over its
subsets. The deformation gradients or local fragmentation caused by the geometric
discontinuities, located for example at the materials’ interfaces or cracks, thus cause
challenges for the method [27], [58]—[61]. In local DIC, the size of the subset
essentially dictates the spatial resolution of the derived displacement field.
Decreasing the subset size improves the spatial resolution but simultaneously
increases the noise, thus decreasing the accuracy of the measurements [60]. When
the subset size approaches the order of the size of heterogeneities in the studied
specimen, or when the subsets cannot resolve the localised strain variations, it is
evident that the conventional DIC leads to increased local error. This occurs because
the regularly used shape functions for the subset deformation cannot characterise
the displacement discontinuity occurring inside a subset. Because of this, the very
vicinity of the interfaces, or other discontinuities, in the specimen are difficult to
study accurately. Also, the effect of the small-scale discontinuities on the analysis
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results is difficult to verify, so the resulting strain values in regions containing
interfaces can be unreliable.

In order to overcome the discontinuity limitation of the conventional local DIC
method hindering the detailed study of interfaces, modified methods have been
presented, including the point-wise method [62] and mesh adaptation techniques
such as the subset-splitting method [63]—[65]. The point-wise method utilises genetic
algorithms to process each pixel separately. It can be used to capture the detailed
displacement field in the vicinity of the cracks but is computationally very expensive.
The subset-splitting methods are based on ‘improving’ the shape function of the
subset when a discontinuity is detected by dividing the subset into two sections. The
methods are rather simple but require further progress to account for regions with
multiple cracks or other discontinuities instead of a distinct crack [66]. The global
DIC methods can adapt the deformation discontinuities better [25] showing
potential use in interface studies but are not included with the recent DIC software
packages which base on local method.

A straightforward technique to enable more accurate deformation measurements
in the vicinity of a discontinuity with conventional local DIC is to increase the spatial
resolution by decreasing the subset size. However, the size of the speckles of the
pattern eventually dictates the minimum usable subset size (because single subset
should include a minimum of 3-5 individual speckles). An exceptionally fine surface
pattern is thus required together with high magnifying imaging setup if the spatial
resolution is to be minimised. Feasible methods to fabricate speckle patterns for
micro DIC measurements has been introduced by Kammers [67]. For example,
detailed micro-scale measurements of polymer composites have been carried out to
study the material deformation at single fibre scale. The fine surface pattern was
accomplished by applying a nanoscale pattern with submicron alumina particles. The
actual measurements, using compression [58] and three-point bending [68] fixtures,
were monitored with a scanning electron microscope. It is obvious that the size of
the field of view of such measurements (as well as the actual specimen size) is very
limited. Studies focusing accurately on the locations near the interfaces require a
strongly focused, and thus size-limited, region of interest. Performing focused
measurements where a large field of view but still a high spatial resolution is needed
or the preferred location to be accurately focused does not remain stationary during
a test are thus challenging to carry out. Such tests include, for example, the detailed
characterisation of deformation along a thin adhesive bond line or the measuring of
a deformation field at the very vicinity of a propagating crack tip.
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3.3.2 Use of DIC in fracture mechanics tests

In fracture mechanics tests generally, the crack length and the displacement field
of the material around the crack tip is the essential information that is sought from
the experiments (in addition to the applied loading). The DIC experiments have been
used extensively to study the fracture parameters in various loading modes for bulk
material specimens. For example, many studies present how the stress intensity
factors have been determined using notched specimens where the displacement
tields can be measured accurately around the known crack tip region [69]—[72]. The
displacement field data can then, for example, be substituted in analytical relations
based on linear elastic fracture mechanics that relate the displacement components
to the determined fracture parameters. DIC thus has enabled measuring
experimentally fracture parameters that has been challenging to carry out by discrete
means due to stress singularity near the crack tip (i.e. very steep gradient).

The fracture mechanics tests of adhesives differ from measurements with bulk
materials, since the tests are performed generally using specimens with rigid
substrates and thin adhesive bond lines. The experiments normally target measuring
the critical value, which is followed by the crack propagation. The established
(standard) analysis methods are commonly used, which are often built on linking the
measured crack length to the applied loading. The conventional optical methods, to
characterise the crack in a specimen, are most typically based on the detection of
changes in the contrast in images, due to an onsetting or propagating local
discontinuity. To be able to distinguish between the studied regions in the images,
various binarisation techniques are used during the image analysis [73]. However, the
adhesive-adherend structure is generally very complicated where several local effects
occur, such as plasticisation and the non-uniform cracking of the adhesive or the
fibre bridging at the interphase, which impede the crack length determination.

DIC-based techniques have been used to overcome the problems in crack length
measurements. Many of the crack detection techniques used with DIC are based on
the evaluation of the derived strain fields, in which the progressing material
discontinuity creates local changes. Again, the (global) deformation response is being
measured. The generally used method is to study the opening after or ahead of the
crack tip (or the strain perpendicular to the crack surface). Another technique for
detecting the crack length is the evaluation of the local decrease in the resulting
‘sigma’ coefficient of the DIC analysis. The parameter represents the quality of the
pixel correlation against the reference image, which can be used to define the crack
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front [74]. This is based on the phenomenon where the formed local discontinuity
affects the performance of the subset shape function in the DIC analysis, which
cannot adapt the strongly heterogeneous deformation inside a subset. However, the
strongly heterogeneous deformation at the adherend-adhesive interface in the bi-
material specimens has an inevitable consequence on the ‘quality’ of the DIC results
at the adhesive layer. This naturally decreases the uncertainty of the local results and
challenges the unambiguous identification of the crack length measurement with the
techniques.

Due to the complex geometries of the fracture mechanics specimens used for
adhesive joints, the analytical models (calculation methods) can be too demanding
to be solved precisely [75]. In recent years, the combined use of DIC and FEA has
gained rising popularity for determining adhesive fracture parameters. Virtual crack
closure technique [76] (VCCT) together with the direct displacement fields provided
by DIC has been used to characterise fracture parameters for adhesive joints. For
example, Huo et al. [13] introduced technique to determine the energy release rates
of joints effectively, basically with no need of data for specimen geometry, loading
or boundary conditions. FEA utilising cohesive zone models (CZM) has been used
extensively to model the damage of a homogenised crack tip in adhesive joints. By
the defined traction-separation law, the CZM can simulate the non-linear effects (due
to nonlinear elastic, micro cracking, fibre bridging, etc.), which takes place generally
in structural adhesives in the large failure process zone (FPZ) [77]. The displacement
fields provided by DIC experiments have proven to be an excellent tool in the fitting
of representative cohesive laws that can be used in characterising the fracture
behaviour of materials [12], [78]—[80].

The accurate measurement of the local test responses, instead of the global
indirect measurements with derived linkage to the local behaviour, can thus give new
insight into the behaviour of the material responses. This has been efficiently utilised
in various fracture mechanics studies where the use of DIC is becoming more and

more common, and new analysis methods are evolving at a rapid pace.

3.3.3 Inverse analysis methods and DIC

Most studies on experimental mechanics and also the established standard tests
have been built on attempts to maintain the response of the tested specimen during
a test to be as homogeneous as possible. Naturally, the reason for this has been the
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availability of the closed-form solutions covering such responses. With the solutions,
one can quantify the unknown constitutive parameters that are used to model the
mechanical behaviour [81]. DIC has already become a mature measuring technique
and the full-field data it produces can verifiably greatly improve the accuracy and
reliability of the established test methods as the specimen response is known more
precisely. Currently, the implementation of the full-field method to various
experimental characterisation techniques utilising heterogeneously deforming
specimens is a hot topic.

Inverse analysis methods based on the use of measured deformation fields for
identifying constitutive parameters of heterogeneous and non-linear—behaving
materials in particular have been under active research. Here, the set of constitutive
parameters are used as input values for numerical models and by finding the result
that matches with the experimental deformation field, the sought parameters can be
fitted. Two main approaches have been used for solving the inverse problems: the
virtual fields method (VFM) and finite element model updating (FEMU). VEM
utilises the principle of virtual work to solve the problem [8], [81], [82]. Here the
global equilibrium of a structure is expressed using a set of equations from which
the constitutive parameters can be obtained when the continuous deformation field
of the specimen is known.

FEMU is the most straightforward technique for the inverse identification
approaches of constitutive model parameters. It is based on iteratively minimising
the gap between experimental and modelled nodal displacements [83], [84]. Basically
FEMU is an indirect two-step approach [85], [86]. In the first step, the displacement
field is determined experimentally. Then in the second step, the inverse procedure is
applied by minimizing the difference between the experimental and FEM-simulated
displacement fields and optimizing iteratively the unknown parameters. Recently,
new method has been introduced in which the need for computing the displacement
field (with DIC) prior to parameter identification has been eliminated. This one-step
approach is known as integrated DIC (IDIC) in which the constitutive model is
directly related to the experimentally obtained images (from the deformation process
of a material) and force measurement [85], [87]. The DIC routine is thus integrated
within the identification loop without a separate displacement field determination.
The one-step approach contains less systematic errors and has better tolerance
against image noise.

The maturing of the full-field measuring techniques has opened up new
possibilities to perform the mechanical experiments that so far have been developed

based on the use of point sensors. For example, Pierron and Grédiac [8] have
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recently named this fully novel philosophy of mechanical experiments the ‘Materials
testing 2.0’ paradigm, which utilises the recent progresses shown in the experimental
and computational mechanics. By designing and optimising the experimental test
configurations and specimen geometry, desired multi-axial stress states can be
obtained within a specimen. Utilising FEMU or VEM together with the
experimentally determined full-field displacement data with either local or global
DIC, or IDIC with the acquired experimental images, a large set of even complex
constitutive parameters can then be identified from a single well-designed
experiment. This can make the testing significantly more efficient and reduce the
need for performing several separate experiments, especially when identifying
constitutive parameters to describe parameters for cohesive zone models [88] or the
material behaviour of highly anisotropic and non-linear—behaving materials [84],

[89].
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4 EXPERIMENTAL METHODS AND MATERIALS

This chapter describes the central experimental methods within the scope of the
dissertation. The following subchapters also explain the specific targets for using
stereo DIC in different research cases.

4.1 Compression tests for hydrogels

Challenge: How can the validity of a simple unconfined compression test for wet
hydrogel specimens be confirmed?

Target for using DIC: To measure the deformation during compression in terms of shape and
quantitative response for transparent and wet hydrogel specimens.

The compression behaviour of gellan gum hydrogel was studied using displacement
controlled unconfined compression testing in Publication 1. The hydrogel was cast
into cylindrical specimens with a diameter of 12.2 mm and a height of 6.5 mm (Figure
9). The tests were performed with a test instrument (Electroforce BioDynamic 5100,
Bose) using 225 N and 22 N load sensors. A range of test parameters were studied
to account for the viscoelastic behaviour of the hydrogel material.

Hydrogels contain a large amount of water, typically in the range of 70-95% of
their mass. The wet hydrogel specimen against the smooth compression plates shows
very low friction. Basically, a low lateral friction is favourable in terms of achieving
the uniaxial stress state in the specimen. However, the specimen tends to slide away
from the initial position, making testing impossible. Due to this, wetted lint-free
cellulose papers were used between the hydrogel specimen and compression plates,
enabling the specimen location to stabilise for successful testing.
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Figure 9. Compressed cylindrical hydrogel specimen.

A stereo DIC setup using 5 Mpix E-lite cameras, 100 mm/F2.8 (Tokina) and a
pulsed LED-light was used to study the 3-D deformations. The recording rate
ranged from 1 Hz to 8 Hz, depending on the crosshead displacement rate. Naturally,
the hydrogel specimens are transparent and mostly water and the common
patterning methods of painting could not be used. Here, the random pattern was
accomplished by blowing fine carbon powder (Corax N550, Evonik) on the
specimen surface just before the specimens were compressed (Figure 10).

Figure 10. a) The test equipment with the 3D-DIC setup, b) A compressed hydrogel specimen with
the applied pattern (Publication I).

The DIC processing (Davis 8.4, LaVision) parameters are listed in Table 1.

Table 1. The processing parameters for DIC in hydrogel compression tests.
Correlation Matching Subset/step Scale factor ~ Subset Interpolation VSG
method criteria size [pix] [pix/mm] shape method size
function [mm]
Sum-of- ZNSSD* 55/15 125 2rdorder 6 order spline 0.68
differential

*Zero-normalised sum of squared differences

45



4.2 Compression testing for fibre reinforced polymer specimens

Challenge: How can the directional elastic properties from a small volume of
anisotropic materials be identified?

Target for using DIC: To determine accurate strain distribution fields for a small heterogeneons

prism specimen under compression.

Four different fibre reinforced epoxy laminates fabricated either with strip winding
(series here coded A, B, C) or resin infusion (series D) methods were studied in
Publication II. The laminates (thickness approximately 10 mm) were cut and ground
accurately into right-angled prism-shaped specimens (the number of specimens per
series, n = 3) having edge lengths of 8 mm to 12 mm.

The compression testing of the specimens was carried out with a servo-hydraulic
universal testing machine (Model 8800, Instron). A 50 kN load sensor was used with
manually aligned compression plates. The plates were lubricated with silicone oil to
minimise the lateral friction forces. The tests were carried out under displacement
control (0.5 mm/min) and were stopped at 60 MPa of engineering stress to avoid
the plastic deformation (or failure) of the specimen.

Stereo DIC (LaVision) was used to study the deformations of the surface of the
prism perpendicular to the loading direction. Prior to testing, a random pattern was
applied to the specimen using spraying with black and white alkyd paints. The DIC
setup (Figure 11) consisted of two 5 Mpix E-lite cameras with 100 mm F2.8
objectives (Tokina) and pulsed LED lights. The recording frequency was 2 Hz. Davis
8.4 (LaVision) software was used to derive the DIC results and the parameters for
the analysis are presented in Table 2.

a)

Studied surface of
the composite
specimen

Figure 11. a) A prism specimen under compression, b) the 3-D DIC test setup (modified from
Publication I1).
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Table 2. The processing parameters for DIC in Publication II.

Correlation Matching Subset/step Scale factor ~ Subset Interpolation VSG
method criteria size [pix] [pix/mm] shape method size

function [mm]
Relative-to- ZNSSD* 21/5 66 2 order 6t order spline 0.47
first

*Zero-normalised sum of squared differences

Each specimen was tested six times in random order, which means that three
different loading directions were used (with reference to the specimen), and the
specimen deformation was measured using DIC from the two other directions
(faces), as shown in Figure 12. Data obtained in this way enabled us to determine
the strain field at the studied surface of the prism and furthermore to derive the
compression modulus in the three orthogonal directions of the composite material
together with six Poisson’s ratios. Additionally, the strain field of the heterogeneous
materials could be studied precisely for understanding the length scale effects.
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Figure 12. The test sequence of a compressed prism specimen (Publication II).

4.3 Notched coating adhesion test

Challenge: How can the accuracy and efficiency of determining debond for strongly
nonlinear coatings be improved?

Target for using DIC: To guantitatively determine the progress of the coating debond from its
substrate.



The notched coating adhesion (NCA) test is a method for studying the fracture
toughness of a coating-substrate interface. The test is performed by a uniaxial tensile
load subjected to the test specimen. During the test, coating peels from its substrate.
The onset of the coating debond is required in terms of the corresponding specimen
strain. The critical strain at the debond onset can further be used to determine the
critical energy release rate (G,). Publication III presented a method based on the
stereo DIC to define and determine quantitively the debond progression. In addition
to the NCA specimens, DIC was also used to determine Poisson’s ratio for the
(separate) substrate and thin PAI coating.

In this thesis, the NCA test was used to study the interface between polyamide-
imide (PAI) coating (Torlon 4000TF, Solvay) and CuSn10Pb10 substrates. Substrate
coupons with the dimensions of 120 mm x 13 mm x 1.6 mm were coated with
PAI/dimethylsulfoxide (DMSO) solution using a bar coater (finally 75 um mean
coating thickness), as presented in Figure 13. After the heat treatment of the
specimens, a pre-crack transverse to the specimen’s longitudinal axis was prepared
using a razor blade loaded by a drop-weight impactor.

Studied surface of the NCA specimen

e
=
o

e
‘o
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Figure 13. The NCA test specimen dimensions (mm) in the studies of Publication Il.

The tensile tests for the NCA specimens were performed using a universal testing
machine (Model 5967, Instron) at a test rate of 5 mm/min. A clip-on extensometer
(Lo=50 mm) was used to measure the global (engineering) specimen strain. A stereo
DIC setup with 5 MP E-lite cameras, 50 mm/F2.8 (Nikon) and pulsed LED lights
(Figure 14) were used. The PAI coated surface of the specimen was patterned using
black and white spray paints. The average diameter of the speckles was 50—80 um
measured with an optical profilometer (InfiniteFocus G5, Bruker Alicona). The
imaging rate was 2 Hz. The processing parameters of the DIC analysis carried out
using Davis 8.4 (LaVision) software are presented in Table 3.
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Figure 14. The 3-D DIC setup used with the NCA tests in Publication III.

Table 3. The processing parameters for DIC in the NCA tests.

Correlation Matching Subset/step Scale factor ~ Subset Interpolation VSG
method criteria size [pix] [pix/mm] shape method size

function [mm]
Relative-to- ZNSSD* 33/11 38 Affine 6t order spline 1.45

first

*Zero-normalised sum of squared differences

4.4 Mixed-mode testing with single leg bending specimen

Challenge: How to experimentally determine normal and shear strains along the
adhesive (in bond line) of a bonded test specimen.

Target for using DIC: To determine the displacement field to provide data for deriving the
representative strains of the adbesive layer beyond spatial resolution of the DIC.

Single leg bending (SLB) specimens were fabricated for studying the mixed-mode
fracture behaviour of FM 300-2 (Solvay) epoxy film adhesive in Publication IV. The
test specimens presented in Figure 15 consisted of two adhesive plies applied
between two thick aluminium alloy (Alumec 89, Uddeholm) plates. A pre-crack was
created between the adhesive plies using a thin PTFE foil during manufacture. The
adhesive was cured in an oven (120 °C) under a vacuum bag, and finally the plates
were water-jet cut into test coupons with a thickness of 17 mm.
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The specimens were tested with either of two specimen orientations (here coded
test types A and B), which enabled us to achieve two different mixed-mode ratios
using the same test specimen geometry as depicted in Figure 15. The specimens were
tested using a modified 3-point bending jig enabling the horizontal orientation of the
specimen to be maintained for both test types. The tests were performed with a
universal testing machine (Model 5967, Instron) using the test rate of 2 mm/min.
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Figure 15. The region of interest (ROI) for DIC and the test types for the single leg bending specimen
with dimensions (mm) in Publication IV.

A stereo DIC setup consisting of two 5 MP E-lite cameras, 50 mm/F2.8 (Nikon)
and pulsed LED lights was used to study specimen deformation at the region of
interest (ROI) shown in Figure 15. Prior to testing, the imaged surface of the
specimen was painted with thin white (acryl) spray followed by the creation of the
random pattern using black paint and a foam roll.

The recorded images were processed into full-field displacement data using Davis
8.4 (LaVision) software with the parameters presented in Table 4.

Table 4. The processing parameters for DIC in single-leg bending tests in Publication IV.
Correlation Matching Subset/step Scale factor ~ Subset Interpolation VSG
method criteria size [pix] [pix/mm] shape method size

function [mm]
Relative-to- ZNSSD* 2517 25 Affine 6t order spline 1.56
first

*Zero-normalised sum of squared differences
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4.5 Fatigue testing using the end-notched flexure test

Challenge: How to determine the propagation of the crack in adhesive (in-bond
line) of mode II fatigue testing repeatably.

Target for DIC: To determine the accurate deformation field of the fatigne-tested specimen to
provide data for crack growth analysis.

End-notched flexure (ENF) test specimens were fabricated using aluminium alloy
(Alumec 89, Uddeholm) plates and two layers of epoxy film adhesive (FM300-2,
Solvay). The pre-crack was fabricated using thin PTFE film with a length of 66% of
the half support span. The specimen dimensions are presented in Figure 16.

The fatigue testing (Publication V) with the R-ratio of 0.1 was performed with a
servohydraulic universal testing machine (Model 8800, Instron) using sinusoidal
loading spectrum shown in Figure 17. The tests were carried out with three different
load amplitudes (50%, 60% and 70%) relative to the maximum load measured in a
quasistatic ENF test.

U ROI for DIC
0 £y-—-—--» Pre-crack

Figure 16. Dimensions of the ENF specimen (mm) and the region of interest (ROI) for DIC in
Publication V.
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Figure 17. a) The repeating unit of the cyclic loading spectrum. b) The 3-D DIC setup and the test
equipment for ENF specimens (Publication V).

The specimen deformation at the defined ROI shown in Figure 16 was studied by
synchronising the stereo DIC setup (5 MP E-lite cameras with 50 mm and F2.8
objectives and pulsed LED lights) with the testing machine taking an image pair at
every hold step at the maximum load (of the repeated spectrum). Prior to testing, a
black-and-white random pattern was applied to the ENF specimen using spray paint
and foam roller. Davis 10.1 (LaVision) software was used to process the images into
displacement fields using the parameters explained in Table 5.

Table 5. The processing parameters for DIC in ENF tests in Publication V.
Correlation Matching Subset/step Scale factor Subset Interpolation VSG
method criteria size [pix] [pix/mm] shape method size
function [mm]
Relative-to- ZNSSD* 3511 43 Affine 7t order spline 1.32
first

*Zero-normalised sum of squared differences
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5 RESULTS AND DISCUSSION

This chapter sums up the essential findings in Publications I to V and append the

solutions found in the challenges stated in the previous chapter.

5.1 Compression tests

5.1.1 Testing of hydrogel specimens

Gellan gum hydrogel specimens were studied using the unconfined compression test
method. Hydrogels possess a strongly nonlinear mechanical stress-strain response
due to which their response in compression is also complex. In the literature, the
crosshead displacement has been routinely used to determine the estimated (here:
engineering) strain of hydrogel specimens [90], [91]. However, measuring the
(engineering) strain solely using the stroke of the test device can be considered as a
coarse method for soft and highly deforming specimens. To formulate a
representative constitutive material model for the strongly nonlinear material
applicable to large strains, naturally, the engineering strain and stress measures
cannot be used. DIC was used in understanding the valid strain distribution and true
specimen cross-section area by studying the intrinsic (i.e. specimen barrelling, local
material anomalies) and extrinsic (i.e. uniformity of the specimen/plate contact,
specimen  sliding) factors affecting the deformation response of the tested
specimens.

During compression, the hydrogel specimens tend to move and slide between the
smooth compression plates. To prevent this, lint-free cellulose papers were used
between the specimen and the plates. On the other hand, the increased contact
friction increased the barrelling phenomenon due to the constrained Poisson effect
at the contact, as presented in Figure 18. Initial tests revealed that the condition and
the application of cellulose paper had a strong effect on the deformation (and stress
state respectively). If the same papers were used with several specimens, obviously
the friction was altered due to sticking gel, and the specimen deformation was no
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longer symmetrical, as depicted in Figure 18. Thus, if such papers are to be used to
increase the contact friction in a controlled manner, one has to take great care of
their consistent application to achieve deformation and respective symmetric
(calculatable) stress distribution.
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Figure 18. The measured barrelling effect in compressed specimens and the effect of the condition of
the papers used to control the contact friction (Publication 1).

Figure 19 depicts an example of the axial strain distribution of the compressed
hydrogel in which the barrelling deformation was observed to be similar on the upper
and lower contact surfaces (to the compression plates). Near the edges the strain
field is strongly inhomogeneous, whereas at the central region the strain was
considered valid for compressive behaviour. Figure 19 shows the comparison of the
axial strains extracted from different locations of the specimen (using = 1.5X1.5 mm?
artificial strain gauge). The axial strain extracted at the centre of the specimen surface
corresponded well with the engineering strain calculated using the crosshead
displacement, whereas significant difference was seen when studying regions closer
to specimen edges.
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Figure 19. a) The axial strain field in a compressed hydrogel specimen. b) Comparison of the device
stroke-based engineering strain and the extracted axial strain from the DIC measurements
using different locations at the specimen (unpublished data).

If it was ensured that the specimen deformed approximately symmetrically during
the test, the engineering strain determined from the crosshead displacement
consistently equalled the local strain at the specimen centre. The true (here, Hencky)

strain could then be calculated from the engineering strain using the equation:

Etrue = —11’1(1 - geng) G.1)

The experimental true stress at the centre of the specimen was determined by
dividing the measured force by the true cross-sectional area. The true area was
determined using the measured radius change in the centre of the compressed
specimen (Figure 18). The experimental true stress (i.e. assuming constant volume)
was then compared with the calculated true (here, Cauchy) stress (based on constant

volume):

Otrue = O_eng(l + geng) (5-2)

Figure 20 depicts the comparison of the stress-strain curves defined by different
means, where it is seen that the experimental true stress accurately follows the
calculated Cauchy stress. To conclude, if the plate-specimen friction remains
constant and no local material defects are present in the specimen observed to result
symmetrical specimen deformation, the simply calculated Cauchy stress and Hencky
strain (either from crosshead displacement or from DIC) can be used to estimate the
stress state in a valid way for the cylindrical hydrogel specimen. However, it is
important to note that Equations 5.1 and 5.2 do not account for boundary conditions

and the change in the stress-strain component in the radial direction. In order to
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match the absolute stress and strain over the specimen volume, boundary conditions
satisfying calculation would be needed with validation to DIC-based barrelling (due
to the non-rigid boundary).
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Figure 20. The comparison of different stress-strain definitions (modified from Publication I).

5.1.2 Atest method to determine elastic properties of composites under
compression

Compression tests were carried out with rectangular prism specimens cut from three
strip-wound curved composite laminations with the different weave pattern of the
reinforcement fabrics. The elastic constants of the composite material, including
three elastic moduli and Poisson’s ratios, were determined by loading the specimens
in several test orientations as explained in Section 4.2.

Figure 21 depicts the optical and DIC-based axial strain field images of the three
different composite materials. The optical images were taken before applying the
painted random pattern to the specimens from the same surfaces the strain fields
were later acquired from. The strain maps point out the very heterogeneous
deformation of the tested specimens and the need to decide upon the proper level
of homogenisation. The pseudo images show that the strain maps correspond with
the microstructure of the specimens at their surfaces. The high strain regions focus
accurately on the resin pockets between the reinforcement fibre bundles, whereas
the lowest strains occur over the fibre bundles. For example, along the lines seen in
Figure 21, the axial strain fluctuates between -0.002...-0.012 mm/mm, whereas the
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average is approximately 0.007 mm/mm (i.e. homogenisation over a frame area of
=10 X 10 mm?2). The strain maps can also reveal the surface or sub-surface flaws in
the materials, as presented in Figure 21. In addition, the evenness of the stress
distribution, affected by the flatness of the specimen and/or planarity of the
compression plates, can be evaluated from the deformation data (strain or
displacement). The above-mentioned factors can finally be used to evaluate whether
the recorded test response is representative and valid for further analysis of elastic
constants. If only contacting discrete strain measuring devices are used, such
evaluation is impossible to perform, and the uncertainty (and simultaneously scatter)

of the measured results increases.

Figure 21. Optical (left), pseudo image (middle) and axial strain (right) of the three compressed
composite specimens. The loading direction in the images is vertical (Publication I1).
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Although the actual material behaviour is fundamentally related to its
microstructure, the mechanical properties of materials are still commonly
approximated by defining the behaviour using macroscale engineering constants.
Here, instead of acknowledging the local heterogeneous fibre-matrix characteristics,
the composite material is treated as a homogenised continuum with a generalised
material model. For example, the mechanical behaviour of fibrous composites is
usually expressed by an orthotropic material model, in which material has three
mutually orthogonal symmetry planes, and the behaviour is characterised by nine
material constants (Ej, »;, and G, 1=1...3,j = 1...3).

To determine the elastic constants based on the performed compression tests,
representative mean strain values were first determined as the average of the desired
strain quantity over the whole specimen surface, excluding 1 mm edge borders. The
measured large area, for exporting the strain data, averages the local gradients caused
by the woven reinforcements. Thus, apparent strain for the composite specimen is
obtained and can be used to determine the homogenised material constants. When
the same test specimen was tested using six different test orientations, the three
orthogonal Young’s moduli and, basically, six Poisson’s ratios could be determined.
The elastic (compression) moduli were derived as the secant in the engineering stress
versus compressive strain curves over the strain range of 0.0005...0.0025 mm/mm.
The Poisson’s ratios were calculated as areal mean values from the DIC derived field
data over the strain range of 0.003...0.006 mm/mm. Figure 22 and Figure 23 depicts
examples of the test results. The determined constants of the tested composite
materials are presented in Table 6.
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Figure 22. Full-field map for axial strain (€2) of the tested composite material B at an engineering
stress level of 50 MPa (force per cross-sectional area), and the engineering stress-strain
curve (Publication II).
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Figure 23. Full-field map for Poisson’s ratio (va2) of the tested composite material C at an engineering
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stress level of 50 MPa (force per cross-sectional area), and its areal mean value as a

function of axial strain (Publication II).

Table 6. Determined engineering constants for the tested composite materials A, B and C in
Publication II.
E1[GPa] E2[GPa] Es[GPa] Vig Vo1 Vi3 V31 Va3 V3,
A 6.8 7.0 6.5 0.34 0.36 0.4 0.38 0.40 0.30
B 15.3 16.8 7.4 0.25 0.19 0.48 0.22 0.46 0.21
c 104 11.3 6.1 0.27 0.22 0.48 0.27 0.42 0.23

In orthotropic materials, the moduli and Poisson’s ratios are coupled, and the

following relationship is fulfilled:

where i and j can have values of 1, 2 and 3.

The validity of the orthotropic material behaviour for the tested materials was
evaluated by simply plotting the calculated ratios of the Poisson’s ratios and the
moduli as shown in Figure 24a. For isotropic material, having no orientation
dependency, all the calculated ratios (right side of Eq. 5.3) would equal 1.

Orthotropic material would result in equal calculated material constant ratios that

Yij Vit

E; Ej
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always lie on the diagonal line in the figure. Generally, the stronger the orthotropic
characteristics, the greater the calculated ratios would be.

The percentage of coupling difference from the theoretical orthogonal behaviour
can be calculated as:

vy
A;; =100 [1— 5.4
ij = X\ 1== G4
Ej
where 7and j denote the orthogonal directions 1, 2 and 3. Figure 24b shows that
for composite materials B and C, the value A2 is significant. The result suggests that
the orthotropic material model is not fully valid for the studied materials. This could
have originated from the microstructure of the tested materials where, contrary to
unidirectional reinforcement layers, the reinforcement fabrics have significant out-
of-plane crimp, inducing the anisotropy [92]. In addition, the winding of laminates
over a large cylindrical mandrel will lead to non-zero curvature of reinforcement
planes, causing minor deviance between the presumed ply orientation.
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Figure 24. a) Calculated modulus ratios to evaluate material characteristics against the orthotropic
behaviour. b) Difference between the theoretical (orthotropic) and measured coupling of
the Poisson’s ratios and moduli (Publication II).
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5.2 Fracture mechanics tests for layered specimens with polymer
films

5.2.1 Detection of the debond progression of coating in the NCA test

The NCA test method is based on detecting the critical strain (&) at the onset of the
coating debond using a manually pre-cracked coated specimen. As external work is
being done to load the specimen, energy is increasingly stored in the deformed
coating. As the available strain energy finally exceeds the specific value to cause the
crack to propagate, the critical energy release rate to cause the debonding
phenomenon (cERR or G) can then be calculated using the simplified uniaxial
solution [93]:

Ge = hE [(22) + &5 + g] (5.5)

where / is the thickness, E is the Young’s modulus, & is the residual strain and v is
the Poisson’s ratio of the coating.

The accurate detection of the coating debond onset is a challenging task. On the
other hand, the onset is the essential parameter the whole method is based on. In
addition to the original pure visual detection method, different techniques have been
used to study the coating debond, such as acoustic emission [94] and derivatives of
strain-time and strain-force curves [95]. However, an imperfect test specimen and
material nonlinearities cause unknown factors of scatter in the tests. The coating
debond phenomenon can often deviate from the ideal assumed response, which
impedes the interpretation of the obtained results.

The full-field deformation data of the NCA specimen was used in the thesis to
quantitatively determine the coating debond process. Using the derived DIC-based
axial strain, the instantaneous area of the debonded coating was determined
throughout the test, as presented in Figure 25. The strain threshold of < 0.005
mm/mm was used to define the local debonded coating and a MATLAB code was
written to determine the area of the region. The obtained area was then divided by
the specimen width, providing the normalised debond length of the coating in the
axial direction (of load). Finally, the debond length was linked to the instantaneous
global specimen strain measured with the clip-on extensometer. This arrangement
accurately described the debond progression of the coating layer during the test, as
depicted in Figure 26. The process flow for determining the critical strain is
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summarised in Figure 27. The critical strain thus represents the global axial strain
value in the test specimen, which induces the propagation of the coating debond.
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Figure 25. The progress of coating debond in an NCA test. The black region represents the area
where the coating has debonded, i.e. where the axial strain of coating is below 0.005
mm/mm (Publication I1I).

The initial ‘stick-slip’ phase was characteristic of the tested material system, where
the debond propagated a few millimetres by small random steps (during steady
loading). After the initiation phase, typically a sudden longer debond(s) was
observed. The clip-on extensometer data was also used to derive the strain derivate
of stress. The derivate curve in Figure 26 shows evident peaks, which can be linked
to the significant sudden progressions of the peeled coating. However, not all the
debond steps were strong enough to be detected using the load or extensometer-
based results. Thus, the observation suggests that the linking of the measured data
to the coating peeling without the full-field data can easily lead to false interpretation
of the debond progression in NCA tests.
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Figure 26. The measured DIC-based instantaneous debond length and the strain derivate of stress
(see the stress definition in Publication IIl) in an NCA test (modified from Publication I11).

The DIC-derived half-crack (or debond) length of 8 mm was used to characterise
the debond onset of the coating in Publication III. The 8 mm threshold then defined
the momentary critical strain value in the developed method. Here, the debond
initiation phase was fully developed and the debond showed the high-rate peeling
phase in the full test series. In other words, successful peeling was reached instead

of coating (tensile) failure or substrate failure.
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Figure 27. The process flow to derive the critical strain at the debond onset according to the thesis.

Significant variation in strain can occur locally even in a uniaxially loaded
macroscopically homogeneous specimen. This is observed for example in Figure 28,
which presents the waterfall strain plot provided by the DIC measurements. The
curves depict the development of the axial strain exported across the specimen width
at a distance of 5 mm from the pre-crack for an NCA specimen. The smoothness of
the curves can be largely explained by the averaging size of the VSG (1.45 mm). It is
seen that, locally, the strain deviates significantly from the average ‘global’ strain in
the substrate’s CuSn10Pb10 material. The local strain gradients are assumed to be
induced by the microstructure of the material and have a role in the observed
irregular coating debond process. The local variation in turn increases the scatter of
the determined critical strain readings at the debond and finally the determined
cERR values. However, the use of homogenised (global) strain can be considered a
conservative method to represent the critical strain value inducing the debond. The
homogenisation fades the local peak strains observed in the test specimen (by DIC),
where the debond is presumably initiated (due to the greater available strain energy).

The debond analysis of coating from substrate is naturally a 3-D problem, which
is not fully acknowledged with the simplified analytic solution (Equation 5.3). The
3-D effects, as well as the influence of plasticity and the unknown residual stresses
in the used material system, in terms of the test response, can be systematically
studied with FEA simulations using CZM and non-linear material models. The
characteristic parameters of the CZM (e.g. the total G, and the cohesive strength for

the used bilinear traction-separation law and element size) can be fitted so that the
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simulation produces similar crack propagation, as observed in the experiments. The
experimental crack propagation that is targeted with the simulation can be defined
using the DIC-based measured crack onset and growth rate and the shape of the
debond patterns (i.e. the angle shown in Figure 25). The fitted CZM can be used for
any application and product geometry as long as the manufacture process of coating
and substrate are similar, and the finite element mesh is comparable (in density).
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Figure 28. Waterfall plot of the developing axial strain measured across the specimen width at 5 mm
from the pre-crack in an NCA test. The dots in the uppermost curve present the spacing of
the strain data points. (unpublished data)

5.2.2 Measuring local deformation distributions in thin adhesive layer

Adhesive joints are the most efficient when designed to carry shear loading [96].
However, instead of the pure shear deformation, some peeling, or opening, of the
adhered surfaces typically occurs in real applications, especially at the edges of the
joints. In an adhesive joint where pure shear stress is having an effect, the failure
tends to happen by fracture mode II. In mixed-mode loading, on the other hand, the
failure is due to the interaction of modes I and II, which can have synergetic effects
compared to single-mode loading. In Publication IV, a new mixed-mode test
concept was developed based on the single leg bending test specimen. This concept
offers two different mixed-mode ratios by changing the loading direction of the
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specimen (Figure 29). Using the results, a mixed-mode failure criterion for the
adhesive could be determined.

Experimental determination of the opening and shear deformation at the
adhesive is conventionally based on discrete measurements by using, for example,
extensometers [97] and crack gauges [98] at the previously decided locations in the
test specimens. The extensometers can be used to accurately measure the crack tip
opening or shear displacement, but the result is purely local (point-to-point
displacement measured). No information is obtained in terms of how the thin
adhesive layer deforms outside the measurement point. Also, the detecting of both
the opening and the shear deformation of the adherends simultaneously using
physical devices is very challenging. In the experiments, where the crack propagates
in a test specimen, crack gauges can be used to detect the crack tip location based
on the breakage of the physical conductive strands due to increased localised
deformation in the specimen. However, again no information is obtained if the

breakage is due to the shear or opening deformation of the adhesive.

Figure 29. Mixed-mode fracture testing using the SLB specimen in type A loading configuration
(Publication 1V).

A method based on the DIC was developed to experimentally determine the
continuous deformation distributions along the thin adhesive line. Due to the large
region of interest relative to the low thickness of the adhesive layer, as depicted in
Figure 15, the spatial resolution of the used DIC setup was significantly too low for
the characterisation of the strains directly on the adhesive layer. In other words, the

virtual strain gauge size was greater than the thickness of the adhesive layer. To
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overcome this restriction and to allow the determination of the continuous opening
and shear strain distributions in the adhesive, the method was developed based on
the measured deformation field of the rigid (aluminium alloy) substrates.

The developed approach is based on the idea of determining the displacement
vectors of both adherends along the specimen length (x-direction) at three constant
distances measured from the adhesive midline. As the displacements are measured
purely from the adherend, the high strain gradient originated at the adhesive-
adherend interface does not interfere with the DIC analysis. Points Aq, B, and Cy
presented for the upper adherend in Figure 30 show the unloaded stage. As the
specimen is loaded, the bending causes the points to move to locations Ay, By and
C'n. Considering the Euler-Bernoulli beam theory, the lines P, and P’y can be fitted,
and the points Qnand Qs at the interface between the adhesive and adherend can
be determined. As the same process is repeated with the lower adherend, finally,
after some mathematical manipulation given in Publication IV, the local shear (»)
and opening () displacements along the adhesive can be derived using the
determined locations of points Q’y and R’s. As the initial thickness of the adhesive
layer is also known, the engineering shear (y.) and opening (ey) strains can be
calculated. As the calculation process is repeated at every X-coordinate location from

the extracted displacement field, the strain distribution along the whole adhesive

/

layer can be determined.
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Figure 30. Schematic illustration of the control points used in the DIC data reduction scheme for
determining deformation in adhesive (Publication 1V).
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The SLB tests were simulated by creating a FE model (Abaqus/Standard 2017,
Dassault Systemes) using 3-D solid elements. Two element layers were used to model
the adhesive. A further purpose of the numerical analysis was to analyse the ERR of
the measurements with the VCCT to define the mixed-mode fracture criterion for
the adhesive. The comparison of the shear (yy) and opening (ey) strains between the
FE and DIC results at the onset of the crack propagation are presented in Figure 31.
It can be seen that there is a good correlation between the determined shear strains
along the adhesive. On the other hand, the experimental opening strains in the
adhesive are significantly greater than the numerically obtained values. The
difference could not be explained by any features related to the used elements (type

or size) or the material model in the FE analysis.
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Figure 31. a) Shear (yx) and b) opening (gy) strains in the adhesive for the SLB specimens at the
crack onset (Publication IV).

A plausible explanation for the observed difference was found when the fracture
surfaces of the tested specimens were studied. Figure 32 depicts the profilometer
image (by using InfiniteFocus G5, Bruker Alicona) of the SLLB specimen’s fracture
surface near the pre-crack tip region. During the specimen manufacturing, the thin
foil used to create the pre-crack had wrinkled, presumably due to thermal
expansion/shrinking, which formed the ridged topography in the pre-crack region.
In these ridges, the wrinkle peak-to-peak amplitude of more than 100 um was
measured. Whereas the modelled specimen had perfectly smooth contact surfaces
allowing horizontal sliding, in the experiments the wrinkled pre-crack interface
induced external opening loading at the crack tip zone. Basically, the fraction of the
mode I loading was higher than assumed in the tests, which has to be considered in
the further analysis of the similar experiments. Also, the fabrication process of the
pre-cracks using the applied thin PTFE foil needs more careful implementation in
order to consistently achieve smooth pre-crack surfaces.

The developed method to determine the strain distributions of an adhesive layer
basing purely on the measured deformation fields of the deformed adherends,
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instead of the direct measurement from the adhesive, proved to be efficient. With
the introduced technique, the spatial resolution of the used DIC setup does not

dictate the minimum adhesive thickness for successful strain measurements. The

continuous strain distributions can thus be derived even from very thin adhesive
layers, well beyond the VSG size of the DIC calculations.
Initial crack Crack tip

Figure 32. The profilometer image of the surface topography in the pre-crack tip region (Publication
V).

5.2.3 Evaluation of crack propagation in ENF fatigue test for adhesives

Adhesive joints are advantageous over conventional joining technologies, especially
due to their fatigue characteristics [99]. The three-point ENF technique was used
here to carry out the fatigue testing for the epoxy film adhesive. The test method
was selected due to its simplicity for specimen fabrication and the testing jig, and the
prior experience obtained with static testing.

In fracture tests where the mode I fracture dominates, the crack opens and can
be rather easily examined, even visually. In the mode II dominating fracture, on the
contrary, the detection of the propagating crack due to the shear deformation has
been recognised as a challenging or sometimes impossible task [100],[101]. The task
is even more complicated due to the fact that, generally, the crack does not form the
well-defined tip but is characterised by a larger fracture process (FPZ) zone [97],
[102]. The FPZ is understood as the non-negligible region in front of the distinct
crack tip, where the adhesive has already undergone some softening damage. The
damage can include, for example, plasticity, microcracking, microvoiding and crack-
branching [103]. The challenges in the reliable crack length determination have been

overcome largely with the use of various numerical post-processing methods, which
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are mostly based on the measured compliance of the specimen. From the changes
in the specimen’s compliance, the so-called equivalent crack length (z,) for the ENF
specimen can be determined according to the compliance-based beam method
(CBBM), as described by de Moura [104]. The value of @, can finally be used to
determine the fracture toughness (Guc) of the joint. Even though . in theory takes
the FPZ into account, it is not the identical measure for the actual size of the
damaged region in adhesive. Publication V presented a method to study the
development of the plasticised (or damaged) region of the adhesive using DIC.

The full-field displacement field of the fatigue tested specimen was acquired as
presented in section 4.5. Even though the opening (peeling) of the joint in this almost
purely mode II loaded specimen is not intuitive, small deformation occurs. This
opening is presumed to originate mostly due to formed microcracks, which increase
the volume of the adhesive as well as the contact surface roughness/waviness in the
split region of the ENF specimen encountering the shear-induced sliding. The
vertical displacement was extracted from the derived DIC field data along the lines
above and below the adhesive from the adherends, as depicted in Figure 33. The
minimum distance of the picked displacement values from the adhesive midline was
always more than half of the adhesive thickness plus half of the used subset size.
This ensured that the local displacement values were extracted outside the region
where the high local deformation gradient due to the adhesive-adherend interface
emerges.
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Figure 33. The tested ENF specimen with the applied DIC pattern. a) The lines along which the
vertical displacement data was collected. b) The basis of the crack length determination
method (Publication V).

From the results, the opening displacement difference of the adherends was
determined at the pre-crack tip location. The initial displacement difference at the
known pre-crack tip location (at the maximum loading from the first cycle) was used
as the threshold value to define the crack location, or the length of the damaged
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region. Using a MATLAB script, a similar threshold value was then sought from the
sequential curve pairs obtained as the fatigue test proceeded (Figure 33). Figure 34
presents an example of the test result in which the smooth progression of the
measured opening separations between the adherends is shown.

Opening separation of the adherends [mm]

0 2000
T oy Cycle count

X-location from the pre-crack tip [mm]

Figure 34. The progress of the opening separation curves along the adhesive, where the black dots
present the location of the instantaneous crack length based on the similarity to the initial
threshold value (Publication V).

In addition to the DIC-based method, the crack propagation was determined by
purely visual means and analytically using the CBBM method. The visual detection
of the crack length or the damaged material was difficult, but weak inclined cracks
in the adhesive could be detected by detailed inspection of the recorded images
representing the crack length, as shown in Figure 35. The DIC-based method
corresponds well with the visual observations. On the other hand, the difference
between the results provided by the CBBM method is significant.

The penetrating fluid method to evaluate the cracked regions in the specimens
was used with the test specimens, the cycling of which was stopped well before the
crack had propagated near the central loading pin. The colouring presented in Figure
36 indicates that two distinct regions were revealed. The length of the dark-coloured
region corresponded well with crack length obtained with the CBBM method,

whereas the pink region matches the result obtained with the DIC-based method
(Table 7.
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Figure 35. The comparison of the three crack length determination methods (modified from
Publication V).

Figure 36. The fracture surface of the separated fatigue specimens after the penetrating fluid
treatment from the test, which was stopped after 1500 cycles (upper) and 2000 cycles
(lower) (Publication V).
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Table 7.

The determined crack lengths using the different methods in Publication V.

Penetrating Penetrating Effective DIC,
fluid, purple fluid, pink crack length | opening-
Specimen (crack) area (FPZ) area (CBBM) a, based
[mm] fmm] fmm] fmm
Stopped after 1500 cycles 4-5 17 3.5 19
Stopped after 2000 cycles 11-13 22-32 10 30

The DIC method based on the detection of the slight opening of stiff adherends
was shown to be suited to quantitatively measuring the length of the damaged region
in the ENF tests. Basically, this damage contains the region where the first
microcracks develop, but which globally does not have a significant effect on the
load-bearing ability (under bending) of the specimen. However, as the cycling
continues, finally the microcracks coalesce and form a continuous crack, which is
detected as the increased compliance of the test specimen. The schematic
presentation of the presumed process of the crack propagation is depicted in Figure

N
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Figure 37. Schematic presentation of the observed propagation of the crack in the adhesive layer as
the test proceeds (a-d). First, the inclined repeating microcracks develop, and eventually
they coalesce near the upper adhesive-adherend interface. The orange colour indicates
the continuous crack.
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The results suggest that the microcracked adhesive region does not affect the
instantaneous rigidity of the similarly bent specimen. However, as the formation of
such damaged adhesive in real applications due to fatigue can also be assumed to
exist, the micro-damaged region can actually play a significant role when the loading
spectrum is more complex. For example, as the direction of the loading is changed
from a mode II- to mode I-favoured failure type, the microcracked region is assumed
to perform differently (is very weak). In addition, the environmental ageing can be
assumed to have more critical effects on the microcracked region compared to the
virgin material. The influence of the damaged region ahead of the distinct crack in

thin adhesive layers thus remains an interesting topic for further research.
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6 SUMMARY AND RESEARCH HYPOTHESES
REVISITED

The use and popularity of DIC methods have increased greatly over the last two
decades, and DIC has already become a matured tool in experimental studies in
mechanical testing of materials and structures. Although the potential of the
methods is acknowledged and tested widely, conventional methods for carrying out
the deformation measurements are still largely used. This is due to the established
testing procedures and standards, but also because of their simplicity and known
precision. Nevertheless, the broad change from the conventional discrete
measurement techniques of deformation to the optical full-field methods continues,
and the exploitation of the systematic use of DIC in material testing will indubitably
increase in future at a rapid pace.

In this thesis, the deformation of highly different varied materials and specimens,
ranging from extremely soft hydrogels to rigid fibre-reinforced polymers and bi-layer
test specimens, was examined using DIC in the selected compression and fracture
mechanics testing methods. The acquired full-field deformation data using the
contactless experimental method enabled thorough investigations of the test
specimen response. The novel scientific contributions of the thesis rely on the
introduced and demonstrated enhancements achieved by the systematic use of the
DIC on the selected material test methods, which are used regularly within the
material science community.

The inclusion of the DIC in the established test methods was shown to improve
their applicability, especially for non-linear and heterogeneous materials. Instead of
measuring the specimen deformation by pointwise methods, the available full-field
deformation data enabled the characterisation of the local specimen response with
adjustable spatial resolution. This allows us to characterise materials and identify
their properties using desired level of homogenisation. The use of DIC also reduces
the number of unknown factors in the analysis of the test results, which cause
operator-, specimen- or testing jig-related bias to the results that decrease the
precision of the methods. Examples of the significant factors that were revealed and
identified by the DIC measurements include sub-surface voids and uneven surfaces

in test specimens, tilted testing jigs, and varying contact friction on the test surfaces.
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The available full-field data enabled us to obtain accurate and detailed
information from the multi-material test specimens, which was utilised to develop
novel strategies to analyse the test outcomes. The data was used to create operator-
independent methods to evaluate crack propagation in the selected, mode II-
dominated fracture mechanics tests with bi-material test specimens.

Generally, the more detailed raw data provided by the DIC can be exploited in
improving the performance of computer-aided modelling and simulation. The
simulations based on numerical analysis can be used to expand the current
characterisation methods to better understand the material behaviour and to enable
the use of more accurate and efficient techniques in virtual research and

development of industrial components.

1. DIC can be used to validate the test response in the unconfined compression of hydrogel
materials (Publication 1)

The mechanical testing of hydrogels is challenging due to their intrinsic nature as
being extremely soft, watery and transparent materials. Of the regular test types,
compression testing is the most commonly used method due to the simple test
specimen geometry and loading fixtures (two anvils). The materials show strong non-
linear stress-strain behaviour and very strong rate dependency, and various
procedures have been utilised to perform the compression tests. The specimen
deformation has often been measured solely using the traverse of the crosshead from
the test apparatus, because contacting devices cannot be used due to the softness of
the materials. However, the possible imperfect specimen geometry, or slightly
inclined compression plate fixtures, can easily cause test artefacts on such measured
data. Also, the friction between the soft specimen and compression plate surface
cause significant barrelling of the specimen (uneven Poisson effect). The
determination of the true deformation of the compressed test specimen is thus of
great importance in determining the valid material characteristics, like Young’s
modulus, strength, and relaxation constants.

The stereo DIC method was used to measure the true deformation of the
compressed hydrogel cylinder. The random speckle pattern was generated on the
transparent material specimen by applying fine carbon black powder on the surface
of the wet specimen. The measured 3-D deformations enabled the determination of
the true instantaneous geometry of the specimen, which allowed the true stress at

the centre of the compressed cylinder to be defined. Moreover, the measured 3-D
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deformation results revealed the importance of the constant contact friction at both
compression plates for inducing symmetrical specimen deformation to obtain a

repeatable test response.

2. A set of elastic constants can be solved by enbanced use of small specimen size and DIC
Sfor fibrous composite materials (Publication 11)

Standard test specimens cannot always be practically fabricated, or include the
correct effects of certain manufacturing methods, but still the accurate material
properties need to be known, for example, in applying realistic material models used
for simulations. This holds especially true for polymer composite materials whose
tinal properties can be strongly dependent on the selected manufacturing method.
For example, if the final product will be a curved component manufactured with the
strip winding technique, it is practically impossible to fabricate standard material test
specimens using the same fabrication process with the same fabrication-based
effects. Changing the manufacturing method would have unknown effects, for
instance, on the reinforcement orientation and fibre volume content of the
composite material, thus affecting the determined material properties.

A method was introduced based on a series of compression tests using a cut prism
specimen of a proper size to apply an actual sample of a manufacturing method of
composite. The DIC is used to determine the full-field strain data at the surface of
the compressed specimen. The local strain mapping provided by the DIC allows the
study of the intrinsic heterogeneity of the composite specimen caused by
reinforcements, and the definition of the representative region for deriving valid
strain data in the studied specimens. With the introduced method, three direction-
dependent elastic moduli, including the out-of-plane modulus, and six Poisson’s
ratios can be determined from a single small test specimen.

3. The reliabilsty of the notched coating adbesion test method can be improved by using DIC,
even when a bighly non-linear coating is used (Publication 111)

The established NCA fracture test method for determining the fracture toughness
of a coating-substrate interface is based on the detection of the onset of the coating
debond during the experiment. In the literature, an analytic 2-D solution was derived

to determine the critical energy release rate using the critical strain at the mixed-
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mode debond onset. A known challenge in the NCA test is carrying out the detection
of the debond of the coating objectively. The conventional method is based on pure
visual observation, where the operator undoubtedly has a significant role in defining
the ‘accurate’ onset. Also, several indirect means have been used based on linking
the debond onset to the changes in the measured force or specimen deformation.
Unambiguous direct linking of the observations is, however, challenging and can
lead to high scatter in the final results. The challenges with conventional methods
increase further as the heterogeneity and the non-linearity of the tested materials
increase.

A method was developed to quantitatively determine the propagation of the
coating debond. The technique is based on measuring the full-field strain data of the
coating using DIC. From the results, the instantaneous debond length can be
determined and linked to the global specimen strain. The process eliminates the
operator-based subjective effects on the determination of the critical strain at the
coating debond. In addition, the determined instantaneous debond length and the
debond shape based on the DIC measurements offer essential raw data that can be
used in defining numerical solutions for the problem based on the CZM, for
example. The simulations based on CZM or VCCT also take the 3-D effects into
account, which can have severe effects on specimen behaviour, especially when non-
ideal test specimens are used (e.g. with in various sizes).

4. DIC can be used to quantify the local strain state and crack propagation in mode 11-
dominated quasi-static and fatigne experiments, even for joint specimens with thin bond
lines (Publications IV and 1)

The extensive characterisation of adhesives requires several different tests to be
performed. In addition to the bulk mechanical properties of the material systems,
the fracture toughness characteristics are the most essential information required in
the design of modern adhesive joints. Different test methods exist to determine the
property values under mode I (opening) or mode II (shear). Naturally, in real
applications, most cases consist of a combination of the modes, due to which also
mixed-mode tests are carried out to enable the formulation of more accurate fracture
criterions.

Many of the original test methods are based on the detecting of the crack tip at
the test specimen and following its propagation as the test progresses. In mode I-
type tests, the crack opens and its width increases, which makes its experimental

detection easier. However, in mode II (dominated) tests, the crack propagates under
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out-of-plane shear, making its accurate visual detection challenging, and sometimes
practically impossible. Due to this, different specimen compliance-based strategies
have been introduced to avoid the requirement for the direct crack propagation
measurements. However, a variety of different approaches exist, and their outcomes
are not always comparable, due to different presumptions and operator selections in
the analysis of data.

Nowadays, the fracture mechanics characteristics are determined regularly using
numerical analysis methods by simulating the test specimen response related to the
experiment in question (inverse methods). For fitting the models to simulate the
observed specimen behaviour, the precise crack tip location, however, should be
known. Moreover, the local deformation along the adhesive layer, if known, could
be used to improve the fit of the models.

A technique based on DIC was introduced and demonstrated to experimentally
determine the local opening (‘mode I’) and shear (‘mode II’) deformation along the
thin adhesive layer in joint specimens, as conventionally used in ENF and SLB tests.
The method is based on measuring the accurate deformation of the rather rigid
substrates, which then enables the derivation of the local deformation along the
actual adhesive layer. With the introduced method, local strain values from the very
thin adhesive layers, even beyond the direct spatial resolution of the used DIC setup,
can be determined.

Also, a method was developed based on the local crack opening deformation data
provided by the DIC at the adhesive bond line, which can be used to monitor the
progression of the damaged adhesive zone in cyclic-loaded mode II tests. The results
showed that the size of the fracture process zone ahead the distinct crack tip in the
fatigue-degraded specimens is significant and not constant over the test time. This
finding underlines the need to carefully consider the development of the process

zone within the analysis method of fatigue test data.
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ARTICLE INFO ABSTRACT

Keywords: The aim of tissue engineering is the regeneration of damaged tissue or the production of representative tissue

Compression testing organoids in vitro. To achieve this, one approach is to use hydrogels, water-swollen hydrophilic and crosslinked

gyl(}mgel polymer networks, that can accommodate encapsulation of living cells and help the regeneration process. Even
ellan gum

though mechanically biomimicking target tissue is important for a favorable cell response, the mechanical
characterisation of tissues or hydrogels is not yet a fully defined process with various possible models and
methods existing. In this paper, for the first time, a specific procedure and model has been suggested for the
discussion of the nonlinear stress-strain relationship in large deformations of hydrogels. Moreover, this approach
has comprehensively characterised the compressive material performance of hydrogels in a theoretical frame-
work. To present the performance and utility of the introduced procedure, it is used with two different com-
positions of bioamine crosslinked gellan gum hydrogel. In addition, a three-dimensional digital image correlation
technique has been utilized together with compression testing to measure the actual force and deformation in
unconfined compression. The material model parameters were obtained to represent nonlinear stress-strain
behaviour and the viscoelastic response (relaxation) of gellan gum hydrogel in compression.

Mechanical properties
Viscoelastic deformation

1. Introduction modelling or toxicology in vitro [7,8].
Biomimicking the ECM mechanically is important in clinical TE as
well as during modelling in vitro, as cells are known to respond to me-

chanical cues in their environment via mechanotransduction [8-11].

Hydrogels are three-dimensional (3D), water-filled, crosslinked
networks of hydrophilic polymers [1,2]. Similar to the natural extra-

cellular matrix (ECM), hydrogels are soft biomaterials that can contain
biofunctionalisation sites for the attachment, migration and differenti-
ation of cells. Moreover, hydrogels are currently being employed and
explored for a broad range of medical applications, including cell
encapsulation, drug delivery and tissue engineering (TE) [2-5]. In TE,
the main goal is to combine a biomaterial, such as a hydrogel, with living
cells to produce a piece of tissue in vitro that functions the same way as
natural tissue in vivo [5,6]. The tissue can then be used in either thera-
peutic clinical applications to replace damaged or malfunctioning tissue
[6] or as a model when studying developmental biology, disease

Thus, a good starting point for rationally designing novel biomaterials
for TE is to make their mechanical properties match the target tissue
[12]. While recent studies [13-17] have powerfully illustrated the role
of mechanics in cell biology, the ECMs in tissues are not just linear
elastic, and the high degree of nonlinearity in the stress-strain rela-
tionship of ECMs and hydrogels as synthetic ECMs has been proven [18,
19]. Hydrogels on their own are complex, hydrophilic polymer networks
containing a large amount of water (over 95 %), which makes hydrogels
solids with strong fluid-type behaviour. Therefore, an important chal-
lenge is to determine how time-dependent and nonlinear mechanics
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regulate cell behaviours.

In recent years, an increasing amount of effort has been devoted to
the constitutive models of materials to accurately predict the compre-
hensive 3D stress-strain state [20]. The work-conjugate pair of loga-
rithmic strain and Cauchy stress can even be determined over the
large-strain region [21-24]. Numerous measurement techniques and
setups, such as compressive (confined and unconfined), tensile, shear,
indentation (macro- and micro-) and tests by rheometers, have been
applied to validate models. However, the different output data from
tests are not directly comparable to each other, especially in the case of
anisotropic materials [25]. Furthermore, the test output can hardly ever
be directly used to validate a material model — the effects of the shape of
the test specimen, the contact to the test machine and the exact 3D
deformation can be difficult to simply omit. Only recently has full-field
data of the deformation become available. The 3D digital image corre-
lation (3D-DIC) technique has become a widely used method to study
full-field displacements and strains in numerous applications [26,27].
For example, in the area of biomechanics, DIC offers new approaches to
study the behaviour of soft, sensitive and commonly anisotropic mate-
rials in various environments [28].

1.1. Elastic region

The applications of the concepts of the linear theory of elasticity [19,
29] to a highly nonlinear material has led to the inevitable challenge of
defining the limit between the elastic and non-elastic regions. Whenever
a material, such as a hydrogel, expresses a significant effect by the
loading rate (in detail strain rate) on the mechanical response, it will
have to be modelled by the time-dependent response to stress [25,
30-32].

The existing literature on hydrogel mechanics is filled extensively
with experimental research. Bai et al. [33] compiled a comprehensive
list of the published, observed phenomena including solid mechanics,
fracture mechanics and fatigue. According to numerous studies, it is
rather evident that hydrogel behaviour — including fracture onset, crack
propagation and mechanical damage — is strain-rate dependent, and this
dependence is a ‘function’ of the exact chemical composition. Hydrogels
can significantly heal after ultimate phenomena (e.g., crack or crease
onset), and this feature does not make it any easier to model the ultimate
behaviour of hydrogels in a common manner.

The elastic region covers the behaviour where all strain energy
stored in the body of the hydrogel (by external loading) can be recov-
ered. Within the recovery of strain energy to another form (mainly po-
tential energy), the body returns to its original state. For typical
engineering materials, this type of behaviour occurs at relatively small
deformations — within a magnitude of percent strain or less. For
hydrogels, the reported ‘elastic region’, in terms of the percentage of
specimen height compressed, ranges up to 10 % [34]. However, hardly
ever is the presumed elastic region verified to be elastic in the current
literature. Furthermore, the challenges in the test machine’s
crosshead-integrated sensor data are that it is not directly related to an
elastic (nonlinearity) limit such as the true strain or stress level of a
material model. The most common test to study the elastic and dissi-
pative ranges of deformation is dynamic mechanical analysis (DMA). For
hydrogels, the typical test sequence is run at a constant frequency and
low deformation range (~1% of specimen height) and with a load ratio
of 0.1 [35]. Further frequency sweeps (0.1 Hz-100 Hz) are run to
determine the complex modulus [36]. Another alternative is
small-amplitude oscillatory shear testing [35]. It should be noted,
however, that a dynamic stiffness (storage modulus) does not corre-
spond to the quasi-static elastic (Young’s) modulus - especially for
hydrogels, as noted by Kocen et al. [35].

The elastic region, per experimental actions, is highly dependent on
the test speed [37]. Gofman and Buyanov [38] reported an unusual
disappearance of hysteresis, yet they did not report permanent defor-
mation. In their tests, hysteresis suggests either stress sign-dependent
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nonlinear elastic behaviour or relaxation-creep that is able to heal
upon a single load cycle. Several studies (e.g., Nakamura et al. [37])
have shown that for constant hydrogel composition and test specimen
geometry, an ‘overly high’ test speed and likewise an ‘overly low’ test
speed leads to simply non-linear behaviour (in force-displacement data).
At an ‘intermediate’ speed, the behaviour tends to involve a linear re-
gion, although it might simply form a balance between the relaxation
and strain-hardening effects in the specimen. At very low (i.e., 0.05
%/min) test speeds, hydrogels begin to seep the internal solvent
[39-45]. Hence, several modelling studies have dealt with poroelasticity
and viscoelasticity separately [45-51], while only a few studies have
analysed the combined poroviscoelastic models [32,52-54]. These
models aim to phenomenologically describe the conformational change
of the molecular network and the migration of the incompressible sol-
vent [25,39]. Researchers have suggested that the elastic region of
hydrogels could refer to the behaviour where solvent does not have
enough time to migrate in a gel and when the poroelastic-type behaviour
caused by the ‘long-range’ motion of (solvent) molecules is negligible
[37,55,56].

1.2. Compression testing of hydrogels

Compressive testing has the advantage of being relatively easy to
perform in practice by using a universal tester, and the test data (force-
displacement curves) are considered to be simple to interpret. Many
researchers have interpreted test data as a direct uniaxial response of
hydrogel bulk (material). Consequently, the suggested models mostly
cover one and two-dimensional forms [52,54,55]. On the other hand,
compression testing and the theory (of elastic response) has several
challenging issues, such as exact changes of volume, as reported by
Zhang et al. [76].

The typical reported crosshead displacement ranges of compression
extend up to 60 % of specimen height. Sometimes researchers have
indicated the elastic region based on the initial ‘instant fit’ (tangent) to
the engineering stress-strain derived from the crosshead displacement
curve [35]. For reliable test data, the first data points are in a way
problematic due to the load cell’s inaccuracy and noise as well as the
effects of non-ideal surface flatness. Some researchers suggested that
Young’s modulus could be directly calculated as a linear fit along the
engineering stress-strain curve (derived from crosshead displacement)
between 5% and 10 % strain [34]. However, true stress or strain are
hardly ever reported, and engineering stress and averaged strain
(namely, applied strain [57] from the crosshead displacement) or even
normalized values are reported instead [36]. At these typical high levels
of deformation, the test specimen behaviour cannot be presumed to be
purely elastic. Therefore, since hydrogels contain mostly water, they are
incompressible for any reasonable test procedure. For compressive de-
formations as high as 15 %-30 %, the test specimen must significantly
deform in the lateral direction to preserve the volume (Poisson’s ratio
~0.5). Ideally, when the test machine’s (anvil) contact with the
hydrogel is frictionless, the Poisson’s effect is no longer a problem.
However, when the contact friction goes to zero, the side force to slide
the specimen out goes to zero. In practice, researchers use thin pieces of
paper to increase the friction and to hold the hydrogel test specimen
firmly in place [37]. The higher the friction, the more the hydrogel must
worm (including local rotation) on contacts with the test machine.
Moreover, the shorter (low height to diameter ratio) the test specimen is,
the more extensive are the contact-related effects on the test output data.
On the other hand, a higher specimen easily bends and can buckle under
the compressive load.

Due to the variety of hydrogel chemistry, the complex strain-rate
dependence and the viscous-porous behaviour, it is anticipated that
completely generalised test guidelines for an ‘elastic region’ and negli-
gible nonlinearities as well as the contact effects cannot be given.
However, a clear procedure should be established to investigate the
significance of these ‘artifacts’ during the compression testing of



J. Nafar Dastgerdi et al.

hydrogels and to determine the appropriate elastic region per hydrogel.
Bai et al. [33] aimed to connect chemists and mechanicians — the next
step is to define common, quantitative understanding.

1.3. Prerequisites

The lower bound of the compression test speed is not useful for
determining the mechanics of hydrogels because the seeping or vapor-
izing of solvent results in something other than the original hydrogel,
even anisotropy (gradients). For the upper bound, viscoelasticity gov-
erns hydrogel behaviour up to the deformation rate where the viscous
flow or relaxation becomes negligible. It has been suggested that the
viscoelastic region resembles reversible crosslinks in hydrogels [30-32].
Combined spring and dashpot modellings are common for viscoelastic
models in general. When these elements are connected in series, they are
referred to as a Maxwell model, whereas a connection made in parallel is
referred to as a Kelvin-Voigt model. In addition, specialised combina-
tions are used for specific loadings and materials [58]. To determine the
precise material constants for viscoelastic behaviour, further testing is
required, yet this testing can be performed by applying compression. In
summary, a reasonable procedure for the compression testing of
hydrogels to determine compression (Young’s) modulus must contain
the following elements:

I Tests run at several test speeds (strain rates)

II Tests run over a displacement range without observable perma-
nent damage (e.g., crease [57])

III Accurate analysis of linearity per test speed using fitted visco-
elastic models

IV An iterative scheme for estimating the significance of viscous
effects over a truncated displacement range with selected
acceptable error

V Finite element analysis to estimate the significance of test arti-
facts at test machine-hydrogel contact with DIC comparison

VI Correcting for relaxation to resolve the value of modulus

The hydrogel type chosen in this study for the characterisation of
mechanical behaviour, the testing of a new mechanical model and the
characterising approach is gellan gum (GG) [59], a bacterial poly-
saccharide with high potential for TE applications and 3D cell culturing
[60-62]. The bioamine crosslinking of GG [60] and the chemical
crosslinking of oxidized GG with hydrazide-modified hyaluronic acid
[61] and hydrazide-modified gelatin [62] via hydrazone reaction, have
been reported by some authors to be potential methods for the pro-
duction of biocompatible hydrogel for soft TE applications. When using
the bicamine GG in neuronal cell culture, it was noted that the neural
cells prefer a surprisingly high elastic modulus (~23 kPa) compared
with our reference measurements with brain tissue (=7—10 kPa) and
common published results (<1 kPa) [9,60]. A possible reason for this
discrepancy is the inadequacy of the mechanical model and the test
procedures. Therefore, an extensive analysis of the compression testing
for hydrogels is presented to determine the appropriate elastic region in
the following study.

2. Experimental
2.1. Preparation of hydrogel

Gellan gum (GG, Gelzan™, low acyl, Mw 1 000 g/mol), spermine
tetrahydrochloride (SPM) and sucrose were obtained from Sigma-
Aldrich (St. Louis, MO, USA) with the highest level of purity available.
The hydrogel solutions were prepared as previously stated and followed
the same protocol as used in cell culture experiments [60]. In brief, 10 %
(w/w) sucrose in deionized water was used as solvent; GG was dissolved
at 5 mg/mL and SPM at 0.35 mg/mL and at 0.175 mg/mL. After
dissolution, all solutions were sterile filtered at 60 C with a 0.8/0.2 pm
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Acrodisc® syringe filter (PALL Corporation, Port Washington, NY, USA).
To produce a compression sample, solutions were heated to 37 °C in a
water bath. The SPM crosslinker was combined with GG at a volume
ratio of 4:25 and mixed with a magnetic stirrer as described in [63], and
cast into self-made cylindrical moulds with an approximate height of 6.5
mm and a cross-sectional diameter of 12.2 mm. The specimens for
testing were incubated overnight in a humid atmosphere at 37 “C and
tested the following day. In this study, two different SPM crosslinker
concentrations, 1.1 % and 0.6 % (w/w of polymer), were tested. These
concentrations, chosen based on our previous study [60], were found to
be mechanically biomimicking to soft tissue and suitable for 3D cell
culture applications.

2.2. Compression testing

Unconfined compression testing was performed with a Bose Elec-
troforce BioDynamic 5100 machine using WinTest 4.1 software and 225
N load cell (TA Instruments, Eden Prairie, MN, USA). Due to the softness
of 0.6 % SPM hydrogel, the load cell was changed to 22 N (TA In-
struments), and digital filtration at 1 Hz was used to reduce the noise in
the load signal. The compression test parameters (displacement rate,
starting point, friction) were varied to gain a complete view of the
hydrogel’s viscoelastic response, and a part of the individual tests were
analysed using a 3D-DIC setup as described in the following section. All
tests were performed on wet hydrogels at room temperature. In addi-
tion, a wetted piece of lint-free cellulose paper (Cellulose wadding,
Katrin, Espoo, Finland) was used on both compression plate surfaces to
increase the friction between the hydrogel and the test machine
boundary as well as to prevent sample slippage. The exact dimensions
(diameter, height) of each sample were measured with callipers before
testing. The standard test parameters were the same as in [60,63],
compressing the sample at different displacement rates until reaching 65
% displacement of the original sample height (causing fracture). In this
study, 10 mm/min and 1 mm/min displacement rates were examined to
observe the rate dependency of the hydrogel compression.

2.3. Digital image correlation

The 3D-DIC technique [27] using lenses with a focal length of 100
mm was used to study the surface deformations during the compression
tests of the hydrogel samples (Fig. 1). Using this technique, the unique
features of the sample surface are recorded simultaneously by two
cameras (5 Mpix Imager E-Lite, LaVision, Germany).

From the recorded images, the full-field surface deformation map
was obtained by tracking the movement of the surface divided into small
subsets. The unique surface pattern required for the carrying out of the
experiments was accomplished by blowing fine carbon black powder
(Corax® N550, Evonik, Germany) on the naturally transparent, moist
sample.

The lighting of the sample was performed using two synchronized
pulsed led lights operated directly via DIC software (Davis 8.4, LaV-
ision). To achieve a constant and flat light throughout the sample, the
reflections caused by the curved, wet and transparent sample needed to
be optimised and balanced. The recording rate of the 3D-DIC measure-
ments ranged from 1 Hz to 8 Hz, depending on the total time per each
compression test. The scale factor of the images was 8 pm/pix, and the
root mean square (RMS) fit of the calibration was 0.4 pix.

The deformation analysis was performed using Davis 8.4 software.
The used subset and step sizes were 55 pix x 55 pix and 15 pix,
respectively. To ease the tracking process against, e.g., an artificially
changing pattern due to seeping water on the surface or changing re-
flections due to curvature changes of the sample surface, the applied
correlation mode in the analysis was the sum of differential images
instead of the more conventionally used mode (i.e., relative to the first
image). In addition to the qualitative examinations of the sample de-
formations, axial surface strains and radial surface displacements were
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Fig. 1. (a) 3D-DIC test set up, (b) an image taken of a sample with carbon black speckle pattern.

calculated from the correlation results.

3. Theory/Calculations
3.1. Determination of stress and strain

Due to the finite but complex deformation [81] of the test specimens,
logarithmic strain (¢"), and Cauchy stress (¢¢) are employed in this
study. The logarithmic strain possesses certain intrinsic properties that
show its favoured position among all strain measures [22,81]. In the
uniaxial case, to start with, the Cauchy stress takes the following form:

o' =—. 1)

where (N) is the applied force, and (A) is the true, current cross-sectional
area.
The logarithmic strain is defined as follows:

1
Y dl l
= 7= ln[;, 2
Iy

where (lp) and (I) are the initial and current gauge length of the sample,
respectively. Here, the positive directions are defined so that the strain
for tensile deformation is positive and, likewise, stress for tensile loading
is positive. After mathematical manipulations, the logarithmic strain
and the Cauchy stress are obtained in terms of engineering strain (¢)
and engineering stress (0¢) as follows:

¢ =1In (1 + &™), 3)
and
o =0"8(1 + ™). 4)

3.2. Uniaxial approximation for the analysis of linear region

A mathematical model has been presented to characterise the pre-
sumed nonlinear (elastic) mechanical behaviour of hydrogels covering
the possible toe region followed by a continuous elastic behaviour [58,
64]:

oo {A(e""— 1)
RGO

Ve <
Ve > ﬁ ®
where (¢) is the stress and (¢) is the strain. This nonlinear fitting
simultaneously applies the modulus (E), transition strain (p) and tran-
sition stress (q) where the transition point is defined as the end of the
initial toe region (if a toe region is observed). At the transition point, the
stress-strain curve shifts from strain-stiffening to strain-softening.

To maintain the elastic modulus (E), the slope of the linear portion
was defined as the slope of the stress-strain curve at the transition point

(p,q) between the two portions. Thus, this equation can be fully defined
by three parameters: p and the constants A and B. Using the MATLAB
function fmincon, the parameter values (A, B and p) are simultaneously
optimised to minimise the mean square error. It should be noted that the
optimisation here is performed on the entire selected data, simulta-
neously fitting the exponential section and the linear section, and that
the location of the transition point is a continuous variable included in
the optimisation process. This approach maintains continuity at the
transition between the exponential and linear portions of the stress-
strain curve.

3.3. Relaxation test and data analysis

In general terms, a viscoelastic material shows the behaviour of both
an elastic solid (¢ = Ee) and a viscous liquid (¢ = 7¢) at the same time
when subjected to a stress or strain. A commonly used test to measure
the viscoelastic properties of hydrogels is the stress relaxation test. In
this test, a constant strain (go) is targeted by applying ‘constant’ cross-
head displacement, and the reaction force at the test machine is recor-
ded over time. Within the terminology of statistical mechanics,
relaxation means an irreversible process in contradistinction to the time-
reversible process of Newtonian mechanics. It is the change of a system
from one physical state to another, involving the dissipation of energy.
Relaxation is generally described by the following function:

o(t) = 0 + 00G(2), (6)

where (o,,) and (oo) are material constants, and G(t) is the normalized
relaxation function [65,66].

The best known relaxation function is the simple exponential decay
function:

Glr) = exp(-1), @)

where (7) is the relaxation time. This parameter determines the rate of
decrease of the relaxation function. It is well known that Eq. (7) is the
solution of the linear first order equation:

G0 = —H(ol0) — o) ®

It means that the rate (of approximation) of the parameter to the
equilibrium state is proportional to its shift from the equilibrium state.
Wide-ranging experimental information leads to the conclusion that
pure exponential relaxation is rarely found in nature [67]. To describe
the relaxation that does not obey the simple exponential law, the
empirical stretched exponential law or the Kohlrausch-Williams-Watts
(KWW) function has been widely applied [68,69]:

G(n) = EXP(*é)/‘» ©)

Where g is an empirical exponent (0 < g < 1). The  term in the KWW
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stretched-exponential characterises the degree of non-exponentiality of
the relaxation function.

The main difference between exponential decay and KWW-type re-
laxations is the nonlinear dissipation of energy. A non-linear behaviour
in the stress relaxation response of the hydrogels has been predicted
using KWW-type relaxation.

The time dependent relaxation modulus of the material is defined as:

Eu(t) =), 10)
€0
At the beginning of a stress relaxation test, the test specimen is
loaded suddenly and, by definition, so fast that only elastic deformation
can take place (i.e., a test rate to iterate per hydrogel chemistry). It is
convenient to set the zero-reference for time to this moment. Therefore,
the strain is given at t = 0 as ¢, can be calculated by presuming Hooke’s
law as follows:
=% ere o =Y
£ =5 where o, =7 (11)
Similar to the above, in Eq. (11), the variable N is the measured force
and A is the current cross-sectional area of the sample. E is the linear
region modulus (for a selected or truncated single linear portion model
of the elastic region). Finite element implementations can be made by
using a series expansion of the relaxation modulus (see Section 3.3).

3.4. Test artifacts, 3-D effects and strain rate effects for test data
truncation

The effects of the true 3D stress-strain field, the contact with the test
machine, and possible specimen inhomogeneity must be in details
analysed. Here, ABAQUS (Standard and Explicit) code was used for the
simulations in an axisymmetric space. The test machine surfaces were
modelled as analytical rigid. As a starting point, the bulk hydrogel
specimen (height 6.5 mm, radius 6.1 mm) was connected in a rigid
manner (i.e., tie constraint) to the machine. Then, elastic moduli of
15.36 kPa and 1.719 kPa were studied one by one (based on Fig. 10b),
and a Poisson’s ratio of 0.48 (nearly incompressible) was applied. The
bulk hydrogel was meshed using the fully-integrated biquadratic
quadrilateral elements (CAX8). As a possible explanation for the for-
mation of a toe region in some experiments (shown by force-
displacement data), anisotropic elastic behaviour was studied as an
alternative — the engineering constants are derived in the Appendix A.
Similarly, an inhomogeneous hydrogel specimen was considered by
modelling a ‘skin’ (100 pm by partition), forming the free surface of
hydrogel having the higher modulus of the two above values. The for-
mation of skin in reality could follow the vaporisation of solvent on the
specimen’s free surfaces. Furthermore, a membrane-like skin (a type of
behaviour) was studied by using quadratic membrane elements (MAX2)
with a given thickness of 10 ym (modulus 15.36 kPa, Poisson’s ratio of
0). The interface between the membrane-like skin and hydrogel bulk
was a frictionless non-penetrating contact formulation. For both skin
simulation cases, an upper limit of 6 kPa was defined and followed by an
ideal-plastic behaviour.

For a rigid machine-hydrogel contact, it was observed that the
hydrogel specimen reached stresses beyond any reasonable strength at
the very beginning of a compression test. Therefore, at the contact near
the free edge of the specimen (termed a ‘corner’), the hydrogel must
either slide, worm and/or flow locally (via plastic or viscous flow). An
enhanced contact was studied as an alternative by applying a penalty-
based contact with a friction coefficient of 0.2. Additionally, a slight
rounding (radius 0.5 mm) of the specimen corner was considered. For an
artifact of the specimen’s geometry, a convex top (5°) of the hydrogel
specimen and related behaviour, i.e., non-flat contact to the test ma-
chine, was studied. The mentioned simulations were run by launching
an enforced displacement in the direction of the symmetry axis (i.e.,
compression).
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The dynamic effects and relaxation during compression testing (at
displacement rates of 1 mm and 10 mm/min) were simulated using the
explicit solver of ABAQUS. Pure linear elastic and viscoelastic material
models were incorporated (in details rate-dependent time domain
viscoelasticity). The viscoelastic part was inputted by using the relaxa-
tion test data, i.e., 600 experimental data points of the fitted G(¢) of Eq.
(9) to create the Prony series parameters of the relaxation modulus. The
elastic deformation was based on elastic modulus (values 15.36 kPa and
1.719 kPa were analysed one by one). The elastic modulus was defined
as instantaneous stiffness so that a Maxwell-type coupling with viscous
dissipation is essentially produced for the simulated tests. A density of
1000 kg/m® was used for the hydrogel. Mass scaling of x100 was used,
and a survey was made to check the effects for up to x1000 scaling. The
quadratic triangle element (CAX6M) was used for the explicit compu-
tations. The FEA models included 3656-9452 variables for the different
simulation cases.

4. Results and discussion
4.1. Measured behaviour of hydrogel in compression

Fig. 2 shows typical Cauchy stress-logarithmic strain curves of GG
hydrogel specimens for two different test speeds. The displacement rate-
dependent stress-strain behaviour of the hydrogel samples can be clearly
observed in this graph. For a low displacement rate, the stress state re-
laxes during the test and leads to a lower peak stress level.

DIC has previously been applied to studying the compression
behaviour of bioactive-glass- reinforced GG with both visible light and
micro-CT imaging, but only to freeze-dried scaffolds [70,71]. To our
knowledge, DIC has not previously been used on wet GG hydrogels.
Here, visible light DIC has been used during the unconfined compression
of wet hydrogels. In Fig. 3a, a full-field strain map of the axial strains in
the sample tested with a test speed of 10 mm/min is presented. Near the
compression plates, the strain field is strongly uneven, which mostly
arises from DIC subset-related issues close to the interface between the
rigid (compression plate) and the deforming (specimen) surfaces. Based
on the full-field data, the nominal axial strains were calculated using a
virtual strain gauge size of 1.5 mm x 1.5 mm located at the centre of the
sample (from which a mean strain value was calculated).

In Fig. 3b, the determined DIC strains are compared with the engi-
neering strains calculated from the crosshead displacement data and a
good correspondence can be seen. Furthermore, the correspondence
indicates that the logarithmic strain calculated from the crosshead
displacement data reliably represents the strains at the middle of the
specimen. At a timestamp of 14.5 s, the fracture initiates in the
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-——-displacement rate 1 mm/min
——displacement rate 10 mm/min
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0 0.2 0.4 0.6 0.8 1 1.2
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Fig. 2. Typical examples of the Cauchy stress-logarithmic strain curves for the
bioamine crosslinked GG hydrogel (1.1 % SPM). Test results at two different
displacement rates are given.
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Fig. 3. (a) Strains in the loading directione,, at sample surface after 8 s. (b) Comparison of the determined engineering strains. Displacement rate was 10 mm,/min,

specimen, which is seen as a sudden load drop in the recorded data and
also from the recorded images (Supplementary Video 1). After the
specimen fracture (14.5 s), the DIC correlation process fails in post-
processing due to the rapidly changing surface pattern, and no further
data from the DIC analysis is obtained. Fig. 4 depicts the determined
radial surface deformation during a compression test using 3D-DIC
measurement. It can be seen that the variation of the cross-sectional
area of the specimen is significant. Clearly, simply-defined engineering
stress and strain terms cannot illustrate the reality of this hydrogel
material. Using 3D-DIC measurement and the radius change of the cross-
section, the current cross-sectional area of the specimen and the true
stress can be calculated. Thus, by using these data and considering
hydrogel as an incompressible material with constant volume after
deformation, the true strain can be obtained [72].

The Cauchy stress-logarithmic strain curve obtained by applying
experimental data and calculus in Egs. (3) and (4) is shown in Fig. 5. The
engineering stress-strain curve and the true stress-strain curve from the
3D-DIC measurement are illustrated. It can be seen that there is a sig-
nificant difference between the engineering stress-strain curve and the
two other curves (true stress-strain obtained from the 3D-DIC mea-
surement and the Cauchy stress-logarithmic strain curve), whereas there
is a good agreement between the true stress-strain curve from the 3D-
DIC measurement and the Cauchy stress-logarithmic strain curve.
Thus, the Cauchy stress and logarithmic strain have been used in the
constitutive law to determine the material properties of hydrogel ma-
terials. However, most of the studies in this field have employed the
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Fig. 4. Radial surface deformation of a typical hydrogel specimen during a
compression test. The initial height of the sample is 6.3 mm.
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Fig. 5. Engineering stress-strain curve of a hydrogel specimen in comparison
with the true stress-strain curve based on 3D-DIC measurement and the
calculated Cauchy stress—logarithmic strain curve. The green rectangle high-
lights early phase of compression, where the strain increases, although the
stress remains small. The displacement rate is 10 mm/min.

engineering stress-strain curve to determine the mechanical properties
of the hydrogels under tension or compression [29,60,73-75].

4.2. Frictional contact between hydrogel and anvil

In Fig. 5, it can be seen that at the beginning of loading, the strain
increases, although stress takes very small values. This region is high-
lighted by a green rectangle in Fig. 5. This region forms in the very early
phase, and it is necessary to determine whether different boundary
conditions could cause this behaviour as an artifact or as an actual
material response. Here, various experimental measurement method-
ologies have been investigated to understand the early deformation
phase. Therefore, a specimen was compressed without using a piece of
paper between the sample and the compression plate (lowest friction
case). In theory, a frictionless boundary would be ideal for compression
testing [76].

Fig. 6a-b illustrates the Cauchy stress-logarithmic strain curves of
two typical specimens under compression loading with and without the
piece of paper when using a 10 mm/min displacement rate. Since the
effect of the loading boundary condition was studied for the early phase,
the target load level was approximately 50 % of the fracture load level.
The testing without the paper was only possible to ~30 % of the
displacement range, after which the specimen tended to slip off from
between the compression plates due to low friction.

Changing the paper between each specimen helped to keep the
contact friction constant between tests, as the pores of the papers from
previous tests were probably filled with hydrogel residue. Further
varying of the friction between a specimen and the compression plate
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Fig. 6. Cauchy stress-logarithmic strain curves of hydrogel specimens under compression loading (a) without and (b) with pieces of paper placed between the

specimens and the test machine (compression plates).

was carried out to study the boundary effect in detail. Fig. 7 shows the
effect of the piece of paper at the specimen-machine boundary on the
specimen form as the test proceeds. Here, the radial surface deformation
along a vertical line on the specimen surface is obtained from the 3D-DIC
measurements. The barrelling effect, i.e., the change in the specimen
form sideways, is significant due to friction at the interface between the
specimen and the compression plate. Moreover, it is also obvious that
the simply defined engineering stress and strain cannot illustrate the real
behaviour of the hydrogel specimen. The barrelling effect is more sig-
nificant when new pieces of paper are used, but the deformation is
essentially symmetrical. When the paper pieces are used several times
for subsequent specimens, the changed friction at the specimen-machine
interface, e.g., due to water/residues from the previous specimen or due
to the damaged paper, causes the specimen to deform unevenly.
Furthermore, when removing the old and installing the new specimen,
the pieces of paper may easily fold in front of the specimen and cause
obstacles to the optical axis of the cameras. If the whole specimen sur-
face is not visible to both cameras used in the 3D-DIC, the correlation
process cannot be carried out for those regions. In Supplementary Videos
2A-B and 3, cases of applying new and old pieces of paper at the sample
machine boundary are presented. However, the plain videos cannot fully
cover the differences. Fig. 7 provides more information about the
boundary effects.

4.3. Threshold load and ‘toe region’

The load threshold for defining the test start regarding the material
response was examined. The compression was either pre-loaded so that
the test machine indicated a 0.06 N pre-load, or the test was started
above the hydrogel without any contact with the specimen surface. Only
1.1 % SPM hydrogel was used for this determination of the measurement

With new papers

parameters step. Fig. 8a-b depicts the Cauchy stress-logarithmic strain
curves of two typical specimens in cases where the test started with a
threshold of 0.06 N pre-load (Fig. 8a) and above the specimen (Fig. 8b).
These different pre-loading conditions yield more information about the
early phase and the response for low loads and small strains, indicating
the existence of the so-called toe region in the stress-strain curve [29,
77].

4.4. Linearity of data and test interpretation

Researchers have reported a non-linear region (toe region) at the
beginning of the stress-strain curve of hydrogels [29,60,73,74,78]. In all
the tested cases in these studies, the initial resistance of hydrogels
against applied load and further deformation with increased load at
specific strain has been observed. In this study, it is proposed to char-
acterise the stress-strain behaviour of hydrogels, including an expo-
nential toe region followed continuously by a linear elastic region (fitted
per hydrogel composition). A continuous method is introduced to fit
both the exponential and linear portions simultaneously, which ensures
continuity between regions and the necessary accuracy. To highlight the
efficiency and utility of the proposed approach, the performance of this
method is compared to the more conventional piecewise method [78].
Fig. 9a—d shows the characterized stress-strain curve of hydrogel com-
positions with 1.1 % and 0.6 % SPM concentration using the proposed
approach and the conventional piecewise method. The values for
parametersABEpand qgare presented in Fig. 9a and ¢ for 1.1 % and 0.6 %
SPM concentration, respectively. To provide a better overview of the
performance and efficiency of the proposed approach, the fully linear
and nonlinear part of the model have been employed to present the
material behaviour of hydrogels, as done by most researchers, applying
a single full linear or a single full nonlinear approach (region) to the

With old papers
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Fig. 7. Radial surface deformation for hydrogel specimen during compression testing and the effect of the pieces of paper placed between the specimen and test

machine. The time interval between the curves in each figure is 1 s.
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specimen without contact.
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Fig. 9. Determination of the value of the model parameters for (performance of) (a) the proposed continuous method and (b) the piecewise method for 1.1 % SPM
concentration, and (c) the proposed continuous method and (b) the piecewise method for 0.6 % SPM concentration. The displacement rate is 10 mm/min.

presented mechanical properties of hydrogels and biological materials
[29,60,73,74,78].

In the conventional piecewise method, two different ‘elastic moduli’
are considered as a model to represent the elastic behaviour of hydrogel
by fitting a linear curve to the toe and further elastic region of the
stress—strain curve as shown in Fig. 9b and d for 1.1 % and 0.6 % SPM
concentration, respectively. The first modulus (E;) is proposed for the
early nonlinear-elastic region (i.e., toe region) and the second modulus
(E,) is considered for the latter linear-elastic region. The strain range of
the toe region was calculated by extrapolating the curve tangent of the

linear portion of the stress-strain curve during the test to failure to the
strain axis. The strain at which the curve crossed the strain axis was
taken to be the strain range of the toe region [77]. Using a separate
piecewise fitting method for each region, the two curves are indepen-
dently fitted to a separate set of data points. It can be seen that the
application of this method resulted in a discontinuity of 0.7 kPa at the
transition between two regions for 1.1 % SPM concentration. The
magnitude of this discontinuity is large and clearly apparent for the
experimental data used.

Even if the piecewise method developed the exponential curve for
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the toe region followed by a linear curve for the elastic region, there will
be a discontinuity in the derivative of the stress-strain curve, leading to
an inflection at the transition between two sections. Thus, there is no
continuity in the performance of the piecewise technique at the transi-
tion between the two regions, leading to inaccuracies in the material
model. However, the continuous method proposed in this study per-
forms in continuity in both the stress-strain curve and its derivative by
simultaneously optimising the curve fit for both regions. The continuous
method has provided an improved fit to the data, resulting in a more
accurate material model for the hydrogels.

When comparing to soft tissue, the division of the stress-strain curve
into the toe region and linear region is due to the elastin fibres of the
ECM (carrying the stress initially) which, after a certain amount of
strain, transfer the load-bearing to the collagen fibres (which only take
the load once they unfold [68,69]). This type of correspondence in terms
of having similar toe and elastic regions in the hydrogel’s stress-strain
curve is a strong indication of the material’s biomimicry, which is the
desired property. Similarly, as in tissue, the unfolding molecules carry
the initial load, and the crosslinks of the GG molecules begin carrying
the larger portion of the load once they unfold. The molecular structures
of collagen and GG are highly similar to each other, collagen forms a
triple helix and GG a double helix, both via Coulombic forces [79,80]. As
the ionic crosslinking of GG stabilises the hydrogel network [80], the
hydrogen-bonded helices give the materials this biomimicking behav-
iour. However, at longer strains, GG will exhibit brittle behaviour and
fractures at much lower strains than collagen hydrogel or actual soft
tissue. This is likely due to weaker bonds when compared to those be-
tween peptides in collagen, being only a double and not a triple helix,
and missing the small composite enhancement effect of elastin fibres
[19,77-79]. Thus, the multi-portion elastic region and its model to
describe the hydrogel can be considered biologically relevant and
should be used whenever final results indicate this behaviour.

4.5. Stress-relaxation parametrisation

The stress-strain-time relationship, or constitutive law, can be
determined by loading a hydrogel specimen at a constant load (referring
to creep test) or a constant deformation (referring to stress relaxation
test). In this study, the stress relaxation test is applied, and it is defined
as a gradual decrease in reaction force (stress) with time under a con-
stant deformation (strain level). At high strain rates, it has been
observed for hydrogels that there is a time-dependent deformation and
not much water seeps out during a test. Therefore, a viscoelastic mate-
rial behaviour is proposed initially to approximate the behaviour of
hydrogels. Here, a hydrogel specimen is suddenly deformed by com-
pressing the specimen until a predetermined force (stress) level is
reached, after which that displacement level is constantly maintained
[81]. The load level consideration in this study is approximately 50 % of
the fracture load. The engineering stress versus time relation during the
proposed relaxation test procedure is depicted in Fig. 10for four typical
specimens with 1.1 % SPM concentration.

As explained in Section 3.1 and due to the finite deformation of the
test specimens, the Cauchy stress (6°) was employed in this study. The
Cauchy stress versus time relation during the proposed relaxation stress
test procedure for one of typical specimens of 1.1 % and 0.6 % SPM
concentration is depicted in Fig. 11a-b, respectively.

The values for the material parameters (z. f. 0o, 65) used in the
simple decay exponential function and the stretched exponential KWW
function, Eq. (6), can be obtained using a curve fitting technique.
Fig. 11a-b also shows the data curves for the fitting and experimental
reference. Using these values, it is possible to define relaxation modulus,
Eq. (10) as a characteristic for stress relaxation behaviour.

In this figure, it can be seen that the stretched exponential KWW
function allows a better fit to the stress relaxation behaviour of the
tested specimens than when using the simple decay exponential func-
tion. In particular, the fit is better for the early stages of relaxation.
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Fig. 10. Engineering stress versus time relation during the stress relaxation test
for GG 1.1 % SPM specimen.

Indeed, the KWW function can evaluate the non-linearity of the stress-
relaxation behaviour of these hydrogels.

The values determined for the material parameters for two compo-
sitions with 1.1 % and 0.6 % SPM concentration are listed in Table 1.
From Table 1, it can be seen that the relaxation time valuesrare lower for
the specimen of 1.1 % SPM concentration in comparison with the other
concentration, whereas the empirical exponent value f is higher for the
specimen of 0.6 % SPM concentration. The relaxation time is directly
related to the material damping properties. In general terms, as
zdecreases the internal damping tends to increase and vice versa. As a
result, a greater aptitude to dissipate or absorb the energy of mechanical
work occurs. The g term in the KWW stretched-exponential characterises
the degree of non-exponentially of the relaxation function. Generally,
the distribution changes from a broad distribution to a sharp one,
increasing ff from O to 1. Moreover, the relaxation distribution is sharper
for the specimen of 0.6 % SPM concentration with a higher value for the
empirical exponent.

4.6. Artifacts affecting the modulus determination

The stress-strain behaviour of hydrogel during simulated compres-
sion testing with various artifacts is shown in Fig. 12a, and one example
case is shown in Supplementary Video 4. The modelled ‘artifacts’ only
produce essentially linear behaviour — the only exception was the model
with a non-flat top geometry (specimen’s top surface aligned by 5°). The
non-linearity produced by the initial partial contact to the specimen’s
top is merely an insignificant feature when noting the large, modelled
alignment here and the highly linear response after the full contact with
the (modelled) test machine surface. It should be noted, however, that
the produced slope does not fully recover for the aligned specimen when
compared to the response of the standard specimen with an ideal ge-
ometry. In general, the important detail from the 3D simulations is the
local stress concentration at the specimen corner (see Fig. 12a and
‘worming’ in Supplementary Video 4). The stress concentration requires
either slippage or plastic or viscous flow in a real hydrogel specimen.
Only at an ideal frictionless boundary, the stress concentration would
not occur. Due to the real, finite friction in a practical test environment,
entirely elastic compression is impossible to produce especially over a
large displacement (strain) range.

The dynamic simulations indicated that (1) the effects of inertia and
Kkinetic energy are not crucial and that (2) immediate relaxation occurs
during the compression testing at typical test rates. As presented in
Fig. 12b and Supplementary Video 5, linear-elastic behaviour cannot be
produced by using the elastic constants fitted directly to the compression
(stress-strain) test data due to the instantaneous relaxation. In other
words, the experimental test output is not a representation of uniaxial
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Fig. 11. Cauchy stress versus time relation in the second step of the stress relaxation test of (a) GG 1.1 % SPM specimen and (b) GG 0.6 % SPM specimen held in
constant displacement for 60 s with the values for the material parameters (z, f, 6o, 6) employed in the simple decay exponential function and the stretched
exponential KWW function. ((a) 225 N load cell in experiment and (b) 22 N load cell in experiment and 1 Hz signal noise filtration).

Table 1
Fitted values of the material parameters by simple decay exponential and KWW-
type function for different compositions of GG hydrogel.

hydrogel model T p 6o 0o
(kPa) (kPa)
GG 1.1% Simple decay 1206 - 1603 0522
SPM Exponential
KWW 1148 0391 3.031 -
GG 0.6 % Simple decay 1678 - 0433  0.1815
M Exponential
KWW 2241 0428 0826 -

elastic compression but a simultaneous relaxation and (visco) elastic
deformation. Therefore, the modulus values anticipated in Eq. (5) are
‘effective’ constants for the elastic-dissipative behaviour after the ‘first
iteration’. For the GG hydrogel considered in this study, a test rate of at
least 10 mm/min is necessary for an acceptable error in linearity due to
the viscous effects (maximum logarithmic strain in the order of 5 %-10
%). Any higher accuracy can be reached by (1) focusing on the higher
rate test data; (2) updating the (quasi) static compression models for the
proper deformation region and (3) re-fitting the relaxation model based
on the updated elastic region (at the beginning of a relaxation test).

4.7. Procedure for determining hydrogel modulus in compression

The following is the suggested procedure for hydrogel compression
testing to determine elastic modulus:
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Compression

o Select a displacement rate-range where no significant leaking of
water from the hydrogel specimen or any visible permanent defor-
mation is observed.

o Specimen size should be measured individually for each compression
specimen due to possible variations in the hydrogel production
(geometry). Specimen height should be low enough to rule out
bending and buckling.

o Specimen slippage can be minimised by adding a small piece of wet
lint-free cellulose paper on both compression anvils. This increases
friction between the hydrogel and machine. Although this makes the
measurement easier, it causes the stress field to be clearly non-
uniaxial on the edges of the specimen. The paper should be
replaced after each test to ensure similar friction for each specimen.

e Care should be taken in adjusting the starting point of the mea-
surement so as not to apply any unknown pre-load that could obscure
a possible ‘toe’ region in the raw test data.

o Compute the Cauchy stress and logarithmic strain as given in Egs. (3)
and (4) and Fig. 5.

o The first estimated stress-strain curve might be characterised by an
(exponential) toe region followed by an essentially linear portion. A
continuous method introduced here can be used to fit both portions
simultaneously. In this event, a stress-strain model can be defined by
the three parameters p and the constants A and B (see Eq. (5)) to
compare different specimens.

e Perform a relaxation test in compression per hydrogel type. Select a
suitable model to fit the constants, such as 7, §, oo of the KWW
stretched exponential function.
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stress and strain are calculated from the force and deformation output by using Egs. (3) and (4).
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e Simulate the compression test using a modelling technique (e.g.,
with FEM implementation) that simultaneously computes the elastic
deformation and (rate-dependent) degradation with the parameters
(constants) determined by the experiments. Determine the ‘elastic
region’ in terms of proper test rate and level of deformation (strain)
with a selected maximum error (e.g., <20 % exaggerated modulus).
Iterate the above experimental-numerical cycle until the value of
modulus (moduli) converge (error convergence depends on the
originally selected stress-strain data and their shape).

In future, this method should be used to characterise different
hydrogel compositions, produced using different crosslinking methods,
to be able to truly compare the elastic behaviour of hydrogels (at a
comparable level of accuracy). The time-consuming iteration for the
modulus in compression has the advantage that it also results in the
characterised dissipative (e.g., viscous) behaviour of the hydrogel
specimens.

In this study, the displacement rates (e.g., 1 mm/min and 10 mm/
min) significantly affected the measured responses of hydrogel. Based on
the relaxation data and FEA, the error in directly measuring the elastic
response (by presuming that stress has not relaxed) is 43 % at a
maximum of 0 %-8 % (logarithmic) strain data range and a test speed of
10 mm/min. For a test speed of 1 mm/min, the corresponding error is 63
%. In terms of the estimated Young’s modulus by least squares fitting,
the errors due to relaxation are 21 % (linear fitting’s quality R? =
0.9998) and 50 % (linear fitting’s quality R? = 0.9896) for 10 mm/min
and 1 mm/min, respectively, and when compared to the real modulus as
it was inputted for FEA of the ideal elastic model. Due to the fast
relaxation in the hydrogel of this study, minimising the strain range of
Young’s modulus fitting does not markedly improve the estimated
modulus. It is clear, however, that the 10 mm/min or even higher test
speed should be selected here. If the determined relaxation data is
presumed to be valid, the true Young’s modulus of the GG hydrogel with
a 1.1 % SPM concentration is 19.2 kPa. For a 0.6 % SPM content, the true
Young’s modulus is 6.7 kPa for a similar estimation of relaxation during
testing. In these values of true moduli, the ‘second’ portion of the stress-
strain curve is considered, and the ‘toe’ region is excluded (more char-
acterisation would be needed to validate the lowest force and
displacement values).

It should be noted, however, that fast relaxation also affects the
estimated stress in the first phase (compression) of the relaxation test.
Therefore, the peak stress at the beginning of the relaxation phase is not
exactly true when presuming elastic response (i.e., Eq. (11)). Whenever
extreme accuracy (in Young's modulus) is necessary, the relaxation data
(e.g., relaxation modulus) should be re-iterated (e.g., by FEA capable of
simultaneous elastic and viscous/dissipative response). In general, the
testing of hydrogels for exact viscous/dissipative behaviour (data)
should be further developed in future, e.g., in terms of improved
relaxation or creep testing.

5. Conclusions
In this paper, a specific approach to characterise the mechanical

compressive response of hydrogels with a proper set of material pa-
rameters and analysis is proposed. Hydrogels have a nonlinear and

Appendix A
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dissipative behaviour when subject to mechanical loading. A continuous
method is therefore introduced to [it both the exponential and linear
portions of stress-strain data simultaneously, which ensures continuity
in the data analysis. The continuous method provides an improved fit to
the test data, leading to a precise basis for dividing the data into different
behaviour. The data analysis is continued to cover the determining of a
stress relaxation response that can be modelled using a KWW-type
model. Throughout the testing, the stress and strain values are
expressed as Cauchy stress and logarithmic strain and confirmed by 3D-
DIC imaging of deformation. Finally, the presumed elastic portions used
for determining (Young’s) modulus are corrected to exclude the error
due to viscous (dissipative) relaxation. To present the performance and
utility of the proposed approach, it is applied to two different compo-
sitions of bioamine crosslinked gellan gum hydrogel at two displacement
test rates. The proposed method should be used in future for a more
thorough and representative mechanical characterisation of both TE
scaffold materials and target tissues, providing a better understanding of
the requirements of manufacturing mechanically biomimicking bio-
materials. Here, the approach indicates an error of between 21 % and 50
% when no relaxation is accounted for. After correcting for viscous
relaxation, Young’s modulus values of ~19 kPa and ~7 kPa are deter-
mined for 1.1 % and 0.6 % SPM contents, respectively.
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The anisotropic behaviour of hydrogels could stem from molecular stretching as a compression sample stretches horizontally. For a cylindrical test
sample, the circumferential dimension likewise stretches according to the Poisson’s ratios inputted. In the event of instantaneous stretching, the
resulting elastic constants can be modelled by using engineering constants per direction. For an axisymmetric space with unit axes (directions) of Z, R,
6 (i.e., axial, radial, circumferential), the constants in this study were estimated as follows:

Ey = 15360 Pa

(A1)
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E. = 1719 Pa
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(A2)

where the stiffer behaviour (15.36 kPa) observed during the experiments is presumed to be due to a high modulus (Ey) in the circumferential stretching
direction of the cylindrical test sample. Likewise, the lower stiffness (the very initial toe region) is presumed to be due to alow modulus (E;) in the axial
direction. The radial direction was presumed to act as the axial direction (E; = E) as in orthotropic material.

For hydrogel, being nearly fluid (incompressible), the Poisson’s ratios were set as follows:

vz =048 ~0.5

and

E,
gy = 0.48 x ER =0.05.

0
To preserve requirements (see e.g., [82]):

1 —vyv; =0
and

E
|”u‘<\/;£

the value of vz was set to 0.03. Therefore, the Poisson’s ratios satisfy:
1 — UzgUkz — UroVer — VzoVaz — 2VzxVroVer > 0.

The shear moduli were calculated based on the relationship

E;
Gr =5ty
Thus, that the following values were used in this study:
Gz = 5.20 kPa
G = 0.58 kPa
Gro =17.29 kPa

Appendix B. Supplementary data

(A3)

(A4

(A5)

(A6)

(A7)

(A8)

Supplementary material related to this article can be found, in the online version, at doi:https://doi.org/10.1016/j.mtcomm.2021.102518.
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Experimental determination of elastic constants of anisotropic composite laminates in all orthogonal directions is
generally a complex process. In this paper a simple direct technique to determine a broad set of elastic moduli is
presented based on compression testing of a prism sample. Digital image correlation is used to measure the full-
field deformations that allow the determination of Young’s moduli and all six Poisson’s ratios for the three
orthogonal directions based on a single sample. Finite element model is used in evaluation of the effect of friction

on the measured properties. In addition to quantitative characterization of the material properties, local strain
mapping is used in qualitative evaluation of the sample structures.

1. Introduction

To utilize fiber reinforced polymers (FRPs) materials efficiently, it is
necessary to have comprehensive knowledge of the material behavior.
FRPs are typically transversely isotropic but normally their state of
symmetry is orthotropic or in some case fully anisotropic [1,2]. In
traditional design of composite structures, the properties of the fabri-
cated materials are routinely estimated and simulated with well-re-
cognized models and theories. Although computer aided calculations
are the basis for the design of composites nowadays, experimental
testing is still required to confirm the simulations. Also, if the me-
chanical behavior of a composite structure is to be studied but the exact
input data, such as the ply structure or the material properties of the
constituents, are unknown, the uncertainty in the simulation results is
greatly increased.

Generally, the mechanical testing of FRPs is challenging due to the
anisotropic nature, which necessitates numerous tests to be carried out
to determine the constants required in describing the mechanical be-
havior [3,4]. In addition to symmetry-related anisotropy causing or-
ientation-dependent heterogeneity, the microstructure of FRPs is often
far from ideal e.g. due to imperfections of manufacturing. These fea-
tures can cause severe local anomaly differing greatly from the behavior
of the global structure. Typically, the tests are carried out using test
coupons cut off the laminates fabricated for the purpose. However, it is
common for composites that the manufacturing process can have strong
influence on the structure, including e.g. reinforcement orientation and
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volume fraction. In some cases, it can actually be questioned if a simple
test coupon correlates with the actual material of the final application
or not.

Traditional experimental determination of elastic constants is based
on the measured data of the load and the deformations induced in the
material. Recently, new indirect determination techniques have also
been introduced e.g. based on vibration testing or wave propagation
combined with the utilization of genetic algorithms [3-6,8]. In direct
measurements extensometers and electrical resistance strain gauges are
routinely used in mechanical testing, and they give averaged strains
over the set gauge length. However, the distribution of reinforcements
in FRPs is normally in the millimeter range or less [7,9]. If local de-
formations in composites are to be studied, the spatial resolution of the
strain gauges and extensometers is thus not high enough. The aniso-
tropic FRPs call for full-field strain measuring techniques, which in-
clude for example Moiré interferometry [10], grating shearography
[11], Raman spectroscopy [7], and digital image correlation (DIC)
[9,12-14]. Especially DIC has recently proven to be efficient technique
in the studies of composite structures. In this non-contact measuring
technique, strain fields in materials can be studied in conventional
manner similar to strain gauges yet simultaneously it allows so called
local strain mapping to be carried out offering precise examination of
the deformation distribution in a material [7,12,13,15].

Digital image correlation is an optical non-contact method to mea-
sure full-field displacements of the studied surface. The technique de-
veloped already in 1980s is well-known and has been described by
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several authors [12,17-19]. In practice, the imaged surface applied
with a random speckle pattern is divided into small subsets and the
deformations of the surface are computed via algorithms by tracking
the spatial shift of the subsets per image to image. As a result, a com-
plete full-field displacement map of the studied surface is obtained,
from which desired deformation analysis can be post-processed. The
deformations can even be determined at a sub-pixel accuracy and the
measuring frequency depends purely on the performance of the cam-
eras used. While 2D deformations can be measured with one camera,
3D deformations require use of two cameras both of measuring the
changes of the deformed surface at different angles.

This work presents a technique to experimentally evaluate a broad
set of elastic constants. A similar technique was used earlier by Wang
[16] in analysis of properties of anisotropic cartilages. With the tech-
nique three Young’s moduli and six Poisson’s ratios can be determined
from a single bulk specimen minimizing thus the need of material
quantity. The advantages of the presented technique based on me-
chanical testing and full-field strain measuring with DIC include: 1)
several properties can be determined from a single small test coupon if,
for example, only limited amount of material is available, 2) the sam-
ples can be made from bulk material fabricated with the identical
parameters as the final product and 3) measured off-plane properties of
the real component are available. In addition, local strain mapping can
be used to examine the micro or macro structure of the extracted
samples.

2. Experimental
2.1. Materials and sample preparation

Three different fiber reinforced epoxy laminates fabricated with
strip winding technique were studied (Table 1). In addition to these, a
single laminate was made with vacuum infusion used in the compara-
tive tests of two different compressive testing techniques. The initial
height of the laminates ranged from 8 mm to 12 mm, where the nominal
thickness of a fabric ply was 0.5mm for the wound laminates, and
0.2 mm for the vacuum infused laminate. The sample preparation was
carried out as follows: 1) cutting of a prism-shaped specimen with edge
lengths of 12mm in laminate 1-2 plane using precision circular saw
and 2) grinding of the samples with an in-house built fine mechanical
abrasive grinder to achieve highly parallel opposite edges of the prism
sample (Fig. 1). The sample height was thus significantly lower than
used in the standard compression tests of block samples, for example in
ASTM D695 (Compressive properties of rigid plastics). However, the
two other dimensions were in the same range. The variation in flatness
along the sample surfaces was measured to be in the range of 10-50 pm
using optical profilometer (Alicona InfiniteFocus G5). The inclination of
the samples was low enough for successful compression testing.

Finally, a random speckle pattern with high contrast was applied on
the surfaces of the specimen by spraying with matt alkyd paints. First
thin (10-15 pum) constant layer of matt white was applied over which
black speckles were applied having average diameter of approximately
150 pm and thickness of 5-10 um, measured with the optical profil-
ometer.

The reinforcement strip in the material A was aramid fiber mat, and
in the materials B and C the strips were uneven-sided woven glass fiber

Table 1
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fabrics. The fiber volume fractions were determined using optical mi-
croscopy and burn-off technique for the materials containing aramid
and glass fibers, respectively. The vacuum infused epoxy laminate (D)
consisted of 55 plies of plain weave E-glass fabric.

2.2. Compression testing

Compression testing of the rectangular parallelepiped samples was
carried out using a servo-hydraulic universal testing machine (Instron
8800) with a 50 kN load cell and manually aligned compression plates
with a low surface roughness (Fig. 2a). Self-aligning compression plates
with spherical bearing system was tried first but the simultaneous use
with DIC was difficult, and smaller manually aligned compression
plates were used instead. The alignment was carried out with the help
of rotating thin paper between the plates almost at contact and differ-
ence in flatness of less than 30 ym across the compression plates could
be assumed. The testing rate and the end criteria for each test were set
to 0.5mm/min and 60 MPa, respectively. In each test linear elastic
behavior without any significant plastic deformation was presumed,
which was ensured by pre-tests. Silicone oil was used between the
compression plates and the sample to decrease the effect of lateral
friction.

Each sample (n = 3) was tested six times in a random order so that
for each direction of loading (1-2-3) the deformations were measured
from the other two directions as shown in Fig. 3. The tests were denoted
by Iy, where i is the sample name and indices j and k are the loading
direction and the studied surface normal, respectively.

In addition to the compression method of the prisms, combined
loading compression (CLC) method (ASTM D 6641) was used for
comparative testing for single material. The text fixture was compressed
with self-aligning compression plates using Instron 5967 universal
testing machine with 30 kN load sensor (Fig. 4) The testing rate was
1.3 mm/min and end criteria was 10 kN. The samples cut from the la-
minate had dimensions of 12 x 9 x 140 mm where the long direction
was the direction 1 in the laminate coordination. The gauge length of
the unconstrained portion of the sample was thus 13 mm. Before testing
electric resistance strain gauges were glued to gauge area: three-axial
rosettes (gauge length 5mm) in the perpendicular surfaces (surfaces 2
and 3) and a single gauge (5 mm) in the opposite side of the surface 3 to
detect possible bending of the sample.

2.3. Digital image correlation analysis

In this study, the deformations were measured with a 3D-DIC system
(LaVision) using lenses with a 100 mm focal length and a recording rate
of 2 Hz (Fig. 2b). The spatial resolution of the displacement measure-
ment was 15 pm/pixel and the RMS fit of the calibration 0.20 pixel in
the first tests with samples A, B and C. In the later tests with material D,
the same parameters were 4 pm/pixel and 0.51 pixel. For each mea-
surement, strains were determined both parallel and transverse to
loading direction, which enabled the calculation of Poisson’s ratios. In
addition, the full-field strain maps were used to study local micro-
structure in the samples.

Tested materials. The percentage ratios of reinforcement denote fiber fractions in warp/weft directions.

Sample Sample size [mm] Sample height [mm] Reinforcement (fabric strip) Matrix Vi [%]
A 12 x 12 7 Aramid mat Silica-filled epoxy 8

B 12 x 12 Glass fabric (52%/48%) Epoxy 38

C 12 x 12 10 Glass fabric (50%/50%) Epoxy 29

D 140 % 12 and 12 x 12 Glass fabric (50%/50%) Epoxy -
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Fig. 1. Specimen preparation and coordinate system,
where the strip winding direction is parallel to axis 2.

Fig. 2. a) A cubic sample during compression testing b) the 3-D DIC test setup.

2.4. Friction measurements

The static and dynamic friction coefficients between the sample and
compression plates were determined with CETR UMT-2 tribometer
equipped with 200 N 2-D load sensor (Fig. 5). The tests were carried out
with and without lubrication to study the effect of greasing on the
friction. A prism compression sample with the painted pattern was
glued to aluminium pin, which was loaded against the actual com-
pression plate with force 20 N and moved horizontally 4 mm with the
velocity of 1 mm/s. The tests were repeated five times from which
averages were calculated.

2.5. Finite element analysis

A finite element model was created for studying the frictional ef-
fects. Sample B was chosen as reference, because its properties were
expected to be the most oriented. Three-dimensional finite element
model was applied using Abaqus/Standard (2016). The model consisted
of a ample and two identical rigid parts. The geometry of the sample

corresponded sample to the real dimensions (Table 1). The rigid parts
were positioned below and above the sample. Surface-to-surface con-
tact was set between the sample and the rigid parts.

Material properties were defined using the Engineering constant
option of Abaqus. The option presumes orthotropic relationships. The
option applies three Young’s moduli, Poisson’s ratio (42, Vi3, Va3) and
shear moduli. Young’s moduli and Poisson’s ratio values were based on
experimental results. Shear moduli were approximated based on [26],
which provided 3.94 GPa for G;» and 4.2 GPa for G;3 and Gas.

Boundary conditions were applied on each part. All translations and
rotations of the lower rigid part were restricted. Sample’s boundary
conditions were applied for restricting the rigid body motion.
Horizontal translations were restricted at middle nodal points of the
sample upper and lower surface. The sample lower surface edge middle
points included restricting boundary conditions parallel to the edge. For
the upper rigid part, all translations and rotations excluding vertical
translation were restricted. The compression was applied using en-
forced displacement providing one percent strain in the vertical direc-
tion. The sample was meshed using 10,368 solid elements (C3D8).
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Loading direction

Fig. 4. Combined loading compression test setup.

Typical element dimension in the sample was 0.5 mm, which corre-
sponds 18 X 24 x 24 elements for height, width and length, respec-
tively. Rigid parts were meshed using typical 1 mm element dimension.
The finite element mesh of the model is shown in Fig. 6.

The analyses were performed for three different friction coefficients
between the sample and the rigid parts. For comparison, a frictionless
analysis was computed. When defining a Poisson’s ratio value, average
strain in the transverse direction to the loading direction was recorded.
The strain was evaluated based on average nodal displacements on the
surface of interest. Nodal points closer than 1 mm distance from an edge
were not included, since they were not included in DIC analyses. For
studying six different Poisson’s ratio, the specimen was rotated per
analysis according to Fig.3.

Composite Structures 185 (2018) 176-185

2D load sensor

Slide direction

Fig. 5. Measurement of friction coefficients between the coated compression sample and
the compression plate.

Rigid parts

Sample

Fig. 6. Finite element model of sample B.

3. Results

Full field strain maps presented in Fig. 7 show the local strains in the
loading direction. In many cases distributions are very uneven. This
arises mainly due to the intrinsic heterogeneous structure of the fiber-
reinforced materials but also due to the lack of perfect parallelism be-
tween the contact surfaces causing deviation from a truly uniaxial
loading condition. Even though DIC is a fuzzy measuring technique
[20] in which average displacements are computed over defined sub-
sets, the spatial resolution of full-field measurements is usually ex-
cellent compared to conventional strain measurement techniques.
However, there are certain limitations when studying local deforma-
tions in heterogeneous materials since the subset size should be smaller
than the size of the heterogeneity [20,21]. If there are different mate-
rials inside a subset, the averaging process leads to blurred measuring
artefacts at the interface regions, which is a fundamental effect of the
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Fig. 7. Left column = optical microscopy, Middle column = pseudo image, Right column = axial strain from DIC measurements. Top row = material B, surface 2; Middle row = material

C, surface 1; Bottom row = material B, surface 3.

technique. In a DIC measurement, there are several factors affecting the
outcome of the analysis (such as speckle pattern size, subset size and
used magnification). Compromises have to be made to obtain large
enough study window, sufficient spatial resolution and low noise.

In this study, with the first tests (materials A, B and C) the DIC
analysis was given a subset size of 21 pixels with a 5-pixel step size. In
the latter test with material D the parameters were 39 pixels and 10
pixel, respectively. These parameters have a strong influence on the
computed strain fields, as explained in [22,23]. Different subset and
step sizes were studied and the selected parameters presented a good
combination of low noise and good spatial resolution of the local strain
fields in the measurements.

Engineering constants (i.e. E, v, G) in macroscale are generally used
to define mechanical behavior of FRPs, which simplifies for example the
design process of a component and the comparison with conventional
monolithic materials. In that case the local material characteristics are
disregarded and the structures are treated as a homogeneous continuum
with, for example, orthotropic material properties [3]. In this study, the

strains were determined over the whole analyzed surface, excluding
1 mm edge borders thus giving a representative mean values for the
measured quantities.

3.1. Microstructural observations with local strain mapping

Due to the inhomogeneous microstructure consisting of the re-
inforcement fiber bundles in polymer matrix, great deformation con-
centrations and strain gradients are formed in the composite materials
under stress. In Fig.7 three optical microscope images are shown for the
different polished surfaces of the studied materials (B and C), where the
distribution of the glass fiber bundles is clearly visible in the cross
sections. The right column of the figure shows the axial strains under
compression measured with DIC from the same surfaces. By combining
the optical and DIC images a concrete indication of the spatial resolu-
tion of the measured strain can be seen. It is seen that the high strain
areas under compressive stress locate precisely at the matrix regions in
the studied flat surfaces whereas remarkably lower strains are observed
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Fig. 8. Axial strain along a) the vertical line in Fig. 7f and b) the diagonal line in Fig. 7i.

at the roving locations, where the reinforcement volume fraction is
locally high. In addition to the reinforcement yarn distribution at the
studied surface, surface and sub-surface voids can be detected from the
full-field strain maps seen as locally increased strain spots shown in
Fig. 7b.

Fig. 8a shows the line plot of the axial through-thickness strains (in
direction 3) shown in Fig. 7f. The average strain over the studied
surface is —0.8% but locally the strain fluctuates between —0.3% at
the reinforcements and —1.5% at the matrix rich locations. The de-
creasing strain from top to bottom of the studied surface can be ex-
plained by the reinforcement content gradient at the cut surface. This
can arise either due to uneven actual reinforcement distribution in the
material or by the small variation in the location of separate plies in
through-thickness direction at the cut surface.

The small fluctuations in the axial strain arise from the alternating
reinforcement and matrix components of the multilayer laminate at the
cross section, from which the ply count of the laminate can be calcu-
lated. It should be noticed that whereas the optical image shows the
reinforcement distribution only at the cut surface, the deformations
under loading at the free surface measured with DIC are partly affected
by properties of the material below the studied surface.

Fig. 8b shows the local strains from the diagonal line shown in
Fig. 7i which is the in-plane surface of the thick laminate. Here the axial
strain fluctuates between —0.3% and —1.8% and the mean strain in
the surface is —0.7%. The minimum compressive strain is found in the
middle of the warp yarn whereas the maximum compressive strain is
located at the resin pockets which form over the space between warp
and weft yarns of the fabric.

3.2. Elastic moduli

Elastic moduli of the samples were calculated as a secant modulus
from the initial part (appr. Ae = 0.0005...0.003) of the stress-strain
curve based on compressive load. An example of the axial strain map at
50 MPa compressive stress and a stress-strain curve for the material are
shown in Fig. 9. The curves show no significant plastic deformation
confirming the initial assumption that no remarkable irreversible de-
formation occurs in the samples, which could affect detrimentally the
results when the same sample is tested six times.

The measured moduli for each tested material are shown in Fig. 10
and Table 2. The slightly higher E, compared to E; can be explained
with the higher crimp in the fabrics in transverse direction compared to
winding direction causing increased off-axis orientation of the
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reinforcement in direction 1. In addition, the fiber content in material B
(52%/48%) was higher in direction 2 increasing the modulus. The high
E; of material A in terms of its low fiber content is due to the high
inorganic filler content of the resin.

3.3. Poisson’s ratios

Precise determination of Poisson’s ratios of materials is generally
challenging: 1) it requires simultaneous measurements of strain in two
accurately perpendicular directions, 2) the percentage errors in trans-
verse strain measurements can be large and 3) uniaxial stress state is
required. Since the transverse strains are usually lower than the axial
strains, Poisson’s ratios are normally calculated over a higher strain
region than what is used for modulus determination, as recommended,
for example by ISO-527 for tensile tests [24]. The strains are usually
measured with extensometers or biaxial strain gauges, with whom the
misalignment of the measuring devices can have a significant effect on
the results. On the other hand, with DIC there are several different
factors which can have an effect on the measured strains, such as the
quality of the calibration, the used surface pattern and the chosen
analysis parameters (subset size, step size, etc.). However, from the full
field strain data obtained with 3D-DIC analysis Poisson’s ratios can be
rather practically determined over the studied surface provided that the
strains are high enough considering the resolution of the measurement.

Here, the Poisson’s ratios (v,) were calculated for each loading
orientation as a ratio of transverse strain in the x-direction (transverse
to load direction) and axial strain in the y-direction (load direction).
Generally, the full-field figures (e.g. Fig. 11a) showed very uneven
values of Poisson ratio on the studied surfaces, which is explained by
the actual inhomogeneous microstructure of the composite, i.e. caused
by the distribution of the fiber bundles in the woven reinforcements.
However, when a mean value is calculated over the data, a re-
presentative apparent homogenous property can be obtained. In
Fig. 11b the apparent v3, of material C is plotted against the axial strain.
With the lowest strain values v3, fluctuated presumably due to uneven
loading conditions of the samples with the compression plates and the
very small transverse strains considering the resolution of the tech-
nique. At higher axial strains, the ratio stabilizes and an average value
of the Poisson’s ratio was determined from the axial strain range of
(0.003...0.006). Results of the six Poisson’s ratios for the three mate-
rials are shown in Fig. 12.
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Fig. 10. Determined apparent Young’s moduli of the materials.
Table 2
Determined engineering elastic constants for the materials A, B and C.
E, [GPa] E,[GPa]l E;[GPa] > Va1 V13 Vi) Va3 3

A 68 7.0 6.5 034 036 04 0.38 0.40 0.30
B 153 16.8 7.4 0.25 0.19 048 0.22 046 021
C 104 11.3 6.1 0.27 0.22 0.48 0.27 042 0.23

3.4. Friction effects

The FEM simulations indicated that the friction between the sample
and the compression plates had insignificant effect on the deformation
in the loading direction. Thus, the experimentally determined Young’s
moduli can be considered valid. However, the friction restraining the
lateral deformations of the sample at the contact plane has an effect on
the Poisson’s ratio as shown in Fig. 13. The higher the friction coeffi-
cient, the greater the effect (that decreases Poisson’s ratio values) on the
Poisson’s ratios, which gives reasons to use polished and lubricated
compression plates in the compression tests.

Actual friction coefficients were determined using real contact
surfaces used in the compression tests. On the dry plate the composite
sample with the sprayed pattern showed static and dynamic friction
coefficients of 0.23 and 0.18, respectively. By lubricating the
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compression plate with silicone oil the friction coefficients decreased to
0.14 and 0.09, respectively (Fig. 14). Due to the friction effect the
measured Poisson’s ratios in these tests are thus approximately 3%-7%
lower than for compression with zero friction.

3.5. Comparison of the compression methods

To evaluate the robustness and accuracy of the prism compression
technique, five samples (140 mm X 12mm X 9 mm) from laminate D
were tested with the combined loading compression method (according
to ASTM D 6641) to determine Young’s moduli E; and Poisson’s ratios
vi2 and vy3. After that, the compression tests using DIC and prism
samples (12mm X 12mm X 9 mm) made of the same laminate were
carried out to determine the same properties.

The results presented in Table 3 show that both methods give good
correspondence for modulus E,, indicating that the axial strain de-
terminations are consistent. The measured Poisson’s ratios, on the other
hand, show significant difference where the trend is that the combined
loading compression gives lower values (—18% and —20%). The
higher standard deviation in the values measured with DIC is due to
lower strain resolution compared to strain gauges, which is emphasized
with the transverse strains being significantly lower. However, the
observed difference in Poisson’s ratios can largely be explained with the
different boundary conditions of the samples in the test methods. In the
combined loading compression method the sample is fully constrained
in direction 3, and likely also in the direction 2 because the friction
between the sample and text fixture is high on purpose. In the prism
compression test, on the contrary, the lateral constrains are remarkably
lower, in which the friction coefficient was shown to be approximately
0.15. The greater the lateral constrains in the gauge ends the lower the
Poisson’s strains are during the compression.

4. Discussion
4.1. Sample size and edge effects

In the determination of apparent mechanical properties of aniso-
tropic materials using small samples the question of adequate sample
size is of essential importance. Through-thickness properties, especially
through-thickness strength, have been determined with parallel-sided
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prism samples similar to used in this study by several research groups
[28-32]. In the studies typical sample edge length has been
10 mm-12mm, and it has been shown that the compressive stress
below the contact plane becomes stable normally after the distance of
approximately 10% of their total thickness [30,31].

Although the stress distribution in sample under compression is
dependent on the properties of the reinforcement, stacking sequence
and global orientation of the sample, in terms of the constant stress
state required for successful measurements, the size of the prism sam-
ples used in our tests was deemed suitable for testing.

In addition to the stress concentrations close to the compression

50 100
Displacement [10um]

150

Fig. 14. Measured friction coefficients of the painted compression prism sample against
dry and greased compression plate.

Table 3
Measured properties for the laminate D with two different test methods. (n = 5, average
values and their standard deviation).

Test Studied E, [GPa] V12 i3
surface
ASTM D 6641 with strain ~ S2 20.4 (2.8) 0.393
gauges (0.005)
ASTM D 6641 with strain ~ S3 25.9(1.9) 0.163
gauges (0.004)
Prism compression with S2 21.7 (1.7) 0.476
DIC (0.014)
Prism compression with S3 26.6 (2.0) 0.205
DIC (0.020)

plates, in laminates adjacent to free edges there exists a narrow region
in which large interlaminar normal and shear stresses exist. Several
authors [29,33] have commented that the prism specimens are sub-
jected to these free-edge effects but their impact on the measured
properties is seldom analyzed in detail. With a comprehensive FE
analysis Thompson showed that the edge-effects can be remarkable, but
were almost fully dissipated after 1.5 mm from each edge (12 mm) into
the centre of sample. [31]

The edge effects are thus always present in laminated materials,
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which can have an effect on the experimentally measured strains on the
free surfaces causing, for example, inaccuracy in the determined mod-
ulus values.

When the determined elastic properties of the same material mea-
sured with the two different compression techniques (Table 3) are
compared, it is observed that the both give statistically similar values
for E;. However, the modulus determined with the surfaces normal to
axis 2 and 3 differed significantly, on the contrary to the initial as-
sumption. The difference is presumed to be affected by two different
phenomena. Firstly, the edge effects in the surface 2 are greater than in
the surface normal to laminate thickness (surface 3). Secondly, even
though the volume fraction of the reinforcement in the small sample is
more or less constant, the relative area of the reinforcement in the
ground surfaces can differ between the faces of the prism. The strains
are measured purely from the surface and, for example, in Fig. 7 it is
seen that locally the strains locally fluctuate over the studied surface.
This phenomenon is emphasized when woven reinforcements with
larger repeating units are used. Kim et al. [29] suggested that the
minimum edge length of a sample should be at least twice the repeating
unit so that the sample can be considered to be a representative of the
structure. When determining strains from the surface, similar assump-
tion can be made, i.e. the gauge length in strain measurement (in the
middle area where the compression stress state is not affected by the
loaded ends) should at least twice the length of repeating unit of the
reinforcement giving a rough guideline for the minimum dimensions of
the sample.

4.2. Anisotropy

In essence, the properties of anisotropic materials are dependent on
the direction of the material. The elastic behavior of fully anisotropic
materials can be described with 21 independent elastic constants. With
continuous fiber reinforced composites, often some planes of symmetry
exist, which reduces the number of the individual elastic constants.
FRPs are typically orthotropic, thus, have three mutually orthogonal
planes of symmetry reducing the number of the individual constants to
nine [1,2,25].

For linear orthotropic materials, only three Young’s moduli and
three Poisson’s ratios are independent. Thus, the Poisson’s ratios and
Young’s moduli are coupled with the following relationship:

E (€8]

% — plot, where the three determined

Fig. 15a shows the ? Vs
moduli ratios based on [ljlze DICI measured values of each material are
plotted together with an orthotropic model (the diagonal line). The
coupled moduli ratios of material A match amidst point (1,1), in-
dicating that the properties were only slightly dependent on the or-
ientation. The materials B and C, in contrast, show greatly scattered
moduli ratios explained by increased anisotropy due to the fabric re-
inforcements.

The fiber content in the warp and weft directions of the reinforce-
ments used in materials B and C were 52/48 and 50/50, respectively.
However, the determined E; and E, of materials B and C were observed
to differ significantly based on Student’s t-test (p < .05) for both ma-
terials. The weaving pattern of the reinforcements was uneven-sided,
and different in the tested materials. Moreover, during manufacturing
the fabric strips are tensioned slightly in the direction 2 causing
straightening of the fibers. Thus, the difference in the moduli is con-
sidered to result mostly due to the different level of undulation of fibers
in the two directions.

The percentage coupling difference (A) between theoretical and
measured elastic moduli can be calculated by
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Fig. 15. a) Evaluation of the elastic behavior of the materials (i, j = from 1 to 3). b)
Difference between theoretical and measured coupling of Poisson’s ratios and Young's
moduli.
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where i and j denote the orthogonal directions 1, 2 and 3. The calcu-
lated coupling differences for the materials B and C are presented in
Fig. 15b, where it is seen that especially A;, is significant. It is well
known that the tensile and compressive moduli of fiber reinforced
materials are different, mainly due to the local microbuckling or
kinking phenomena of fibers under compression decreasing the com-
pressive modulus [27]. In the compression tests, the axial loading
causes compression whereas, due to the Poisson’s effect, tensile stresses
are generated in the transverse directions. The difference between E,
and E,, is presumably taking also part, in addition to the edge-effects,
into the observed variation of measured values and the theoretical
symmetrical elastic behavior, explained by Eq. (1).

5. Conclusions

Digital image correlation is an effective non-contact full-field tech-
nique to study surface deformations. In this research we used DIC to
determine deformations of cubic samples made of thick polymer com-
posite laminates under compression. By measuring a sample in six
different test orientations nine engineering elastic constants, i.e. three
Young’s modulus and six Poisson’s ratios, were determined directly
based on the single sample for three different composite materials. The
properties are generally arduous to measure and also difficult to si-
mulate, because the out-of-plane properties of the multilayer fabric
reinforced composites are often unknown.

For successful compression testing, highly parallel opposite edges of
the rectangular cubic sample are required, which complicates the
sample manufacturing. However, with the presented technique, the
required amount of sample material is at a minimum. This allows a
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broad set of elastic material properties in three orthogonal directions to
be directly determined, for example, from a piece of material used in a
real application. This is a clear benefit if, for example, the micro-
structure of a composite component is strongly dependent on the fab-
rication technique, and the manufacturing of conventional test coupons
with the same technique is challenging or impossible. A rule of thumb
of two repeating units can be used for the absolute minimum edge
length for the compression sample. Here, a sample edge length of
12mm was used.

The measured compressive Young’s moduli showed reasonable
agreement when considering the microstructure of the materials. The
measured elastic moduli were analyzed against an orthotropic material
model and the results showed good correspondence with the model.
The actual friction coefficients between the tested samples and the
compression plates were measured. The effect of friction on the mea-
sured properties was analyzed with a finite element model, which in-
dicated that, on the measured Young’s moduli, the effect is minimal but
resulting in lower values of the Poisson’s ratios. The comparison of the
Young’s moduli and Poisson’s ratios in single loading direction mea-
sured with the prism compression technique and ASTM D6641 standard
test was carried out. The determined Young’s moduli were in a good
agreement but the Poisson’s ratios measured with ASTM D6641 showed
lower values. The difference was largely explained with the differences
in the constraints between the tests.

In addition to the quantitative determination of the engineering
moduli, the full-field strain measuring technique with very good spatial
resolution allows local strain mapping of the samples. This can be used
in evaluation of the microstructure (e.g. reinforcement distribution,
local defects) of the materials, but also to ascertain that the strains are
measured from a representative location on the sample surface.
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Specialized polyamide-imide coating on a CuSn10Pb10 substrate, a material combination utilized often in
modern bearing applications, is fabricated using the solvent casting method. The coating adhesion is studied
using the well-known notched coating adhesion (NCA) test. Conventionally, the critical strain required to cause
the debond propagation is determined by visual observation and indirectly linked to measured strain data to
calculate fracture toughness. Here, digital image correlation (DIC) is used to systemically study the coating
deformations during testing that enables quantitative determination of the instantaneous debond length. With
the introduced method, the critical strain to induce the debond of the coating and the propagation of the
debond can be determined for non-elastically behaving specimens reliably. The coating’s debond onset is
studied with virtual crack closure technique (VCCT) here. The method can take 3D effects into account in
detail and provides a sophisticated method to determine the critical energy release rate. Additionally, cohesive
zone modelling (CZM) is used to simulate debond progression. Nonlinear stress—strain responses are observed
taking place both with the coating and the substrate materials. The results emphasize that the coating plasticity
has a remarkable role in the test behaviour which needs to be taken into account in the revised analysis.

1. Introduction are normally mixed with different compositions of various fillers of
which the common are molybdenum disulfide (MoS,), polytetrafluo-
roethylene (PTFE) and graphite [3,7]. In addition to the micro-sized
fillers, also nanofillers have been shown to offer remarkable positive
effects on mechanical and tribological properties. The nanofillers com-

bined with the microsized fillers can have synergistic effect on these

1.1. Modern polymer coatings

Polymeric materials are used as functional coatings in numerous
industrial applications. The coating-integrated functionality is typically

a requirement by design, such as (1) the aesthetics, (2) environmental
resistance and (3) the tribological properties of the parent material,
inter alia. One branch of the significant industrial applications, where
the polymer coatings are utilized, is the modern bearings.

Current bearing designs require multi-layer components. The poly-
mer overlays in the products often outperform conventional (metal)
surfaces, in terms of lower friction coefficients, improved wear re-
sistance and favourable contact pressure distribution upon service
loads [1-4]. Modern high-performance polymer coatings are normally
strongly filled high-performance polymers based on polyetherether-
ketone (PEEK), polyimides (PI), polyetherimide (PEI) or polyamide-
imides (PAI). The processing of these polymers into functional coatings
is typically carried out using different spraying techniques [5], dip or
spin coating, or electrodeposition methods [6]. The polymer materials
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properties which can be achieved with already at a very small volume
fraction [8].

All in all, the complexity of the coatings increases all the time. The
combination of several functionalities in addition to the fundamental
requirements of coatings to adhere and withstand the operational
environment leads to challenges in design and sizing. For coating
adhesion, the most challenging case results due to non-linear coating
behaviour, highly ductile substrate behaviour, and brittle and unstable
interface debonding. For example, ductile metal substrates, such as
leaded bronzes or stainless steels, incur low yield strain level but
often also low adhesion with polymer coatings. Environmental factors,
such as temperature cycling and corrosive mediums, may have radi-
cal detrimental effects on the coating adhesion and cause premature
failures.
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1.2. Coating adhesion tests

The fundamental adhesion properties to be used for numerical mod-
els and design codes are the fracture toughness and critical (allowable)
stress and strain to induce the debond at the interface [9,10]. Multiple
different techniques to evaluate adhesion characteristics exist, and the
selection of the most reliable method depends on several aspects as
explained by Chen et al. [11]. The important factors affecting the
selection of the method include, for example, the brittleness of the
components, the coating thickness, the residual stresses, and the cor-
respondence of the method to the assumed in-service adhesion failure.
Generally, the adhesion testing methods can be roughly divided into
sandwich type specimen and bimaterial specimen based methods [12].
The former includes, for example, double cantilever beam (DCB) and
four-point bending tests where the coating is sandwiched between
stiff substrate beams using strong adhesive layers. The techniques
are widely used for quantitative determination of coating adhesion
characteristics, but require laborious specimen fabrication and may
not be suited for thin coatings which could be affected by the extra
gluing process (to add the sandwiching substrate pair). The bimaterial
based methods, such as indentation and scratch tests, blister tests and
peel tests, are simple to carry out and do not require attaching extra
devices or substrates to the studied coating. However, these meth-
ods provide typically more qualitative than quantitative information
on the adhesion characteristics and are used mostly for comparative
studies [13].

The notched coating adhesion (NCA) test is a simple bimaterial
adhesion test which has been used for determining the critical energy
release rate (ERR) for linear-elastic coating behaviour and insignificant
substrate influence [14]. The test method bases on measuring the criti-
cal specimen strain occurring at the time of onset of the coating debond.
The onset is observed visually during specimen loading. The test has
been successfully applied for various polymeric coatings and adhesive
films [15-19]. However, even though being simple test to carry out,
the method is non-standard and several challenging issues should be
taken into account in the analysis of the test results. A deficiency is that
the selected specimen geometry may affect the generalized test output.
Especially, often the coating thickness is not a real parameter that
can be precisely adjusted during the specimen fabrication. The coating
thickness in the NCA method, however, is a dominant factor on the
level of the critical strain where the debond occurs. Polymer coatings
show basically always nonlinear mechanical behaviour. If the critical
strains causing the onset of the coating debond are high, the polymer
material can already go through significant plastic deformation and re-
lated effects. The residual (thermal) strains have also a significant effect
on the determined critical ERR values. Overall, the extension of the
NCA method to account for three-dimensional (3D) residual stresses,
free-edge stresses, coating plasticity, and severe substrate deformation
is not straightforward. Especially, if the results to determine the critical
ERR are analysed using analytic solutions, as they conventionally are.

1.3. Test specimen monitoring

The technologies for sensing and monitoring test specimens have
developed significantly since the NCA method was established. For
example, data analysis to detect critical strain, derivatives of strain-
time and strain-force curves have been suggested to observe slight
changes in the interfacial energy release [18]. Another procedure to
observe debond propagation was introduced by Elambasseril et al. who
used an acoustic emission technique with circumferentially notched
tensile specimens [20]. Optical extensometers have also been used
to precisely measure specimen strain and coating debond [17]. The
coating’s debond onset can, however, be difficult to observe visually
due to the lack of coating transparency, reflections, colour changes and
minimum opening at the bond line. On the other hand, the variation
in the specimen’s coating thickness, the imperfect pre-crack and the
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local substrate inhomogeneities can induce test artefacts. Due to the
non-ideal specimen systems, in experiments, the debond onset and
propagation may actually not be clearly-defined sudden phenomena
complicating even more the determination of the unambiguous critical
specimen strain the method greatly bases on.

Digital image correlation (DIC) is a full-field optical method for
determining deformations of a studied surface. The displacements are
computed after matching the changes in recorded images (per time
step) with so-called correlation algorithms. In local DIC, the images are
divided into smaller subsets, that include unique features to be distin-
guishable, and whose instantaneous relative locations can be computed
independently from the other subsets. Based on the determined full-
field displacement field, local strains over the studied surface can be
derived [21-24].

1.4. Research target of current study

In this work, we present a method based on the systematic use of
local DIC to study the debond of the coating in the NCA tests. With
the technique, one can measure accurately and objectively the debond
progression and define precisely the critical specimen strain. Moreover,
a procedure to define fracture toughness taking into account 3D de-
formation and plasticity is developed. The method is demonstrated for
a PAI coating on a leaded tin bronze (CuSn10Pb10) substrate, where
significant non-linear effects are observed. In addition, the procedure
is studied for modelling applications and is based on the combined use
of DIC and finite element analysis (FEA) using virtual crack closure
technique (VCCT) and cohesive zone model (CZM). VCCT is shown
to be able to simulate the cracking onset in detail and provide G,
values where also the 3D effects are taken into account. CZM enables
then accurate prediction of the debond progression. In addition, energy
quantities provided by the FEA are used to study the overall non-
linearity in the behaviour during a test, which emphasize the effects
of the coating plasticity. Finally, the feasibility of the different analysis
approaches are discussed.

2. Methods

2.1. Case materials and NCA specimen preparation

The NCA specimen used in the study consisted of solvent-cast PAI
(Torlon 4000TF provided by Solvay) applied on CuSn10Pb10 substrate.
Fine PAI powder was first dried for four hours at 170 °C and then
diluted to dimethylsulfoxide (DMSO) with a magnetic stirrer—forming
a 15 wt-% solution. The bronze samples were cut from a rectangular
block to form test coupons with dimensions of 120 mm x 13 mm X
1.6 mm. The surface treatment of the substrate samples consisted of
(1) degreasing with ethanol, (2) blasting the surfaces with Al,0, (3)
cleaning in an ultrasonic bath (acetone). After the surface treatment
procedure, the samples were stored in a desiccator until the coating
was applied.

The coating process was performed by using a bar coater having a
wet-film deposition thickness of 20 pm. The process consisted of eight
repeated application cycles, where the applied coating was dried at
120 °C in a furnace, for five minutes before each subsequent coating
cycle in order to decrease the amount of trapped solvent in the film.
Finally, the specimens were heat-treated at 210 °C for 30 min by using
a 2 °C/min heating rate. The same process was used to fabricate free
PAI films with equal thickness using a glass plate, from which the cured
film was finally peeled off for characterisations.
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Fig. 1. NCA specimens coated, PAI specimen with the speckle pattern, and the DIC setup for testing.

2.2. NCA test

NCA testing is carried out on uniaxially tensile-loaded specimens
until, basically, the strain energy of the adhered coating exceeds the
critical value of interfacial adhesion. For an ideal case, the polymer
coating falls off, parallel to the loading direction. The thickness of the
substrate shall be significantly greater than the coating film to minimize
bending. In the event of reversible coating deformation, the critical
strain level is determined based on the onset of the unstable propa-
gation of the debond crack front. The test method utilizes manually
fabricated pre-cracks, which enables the controlled propagation of the
debond during testing. A simplified form for the presumed steady-state
debonding was derived by Dillard [14]. Here, the debond length is
required to exceed five times the coating thickness to ensure the full
release of the strain energy so that the critical ERR is given by:

2
€ 22
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For pre-cracks shorter than five times the coating thickness, the
lateral strain remaining must be accounted for to calculate the critical
ERR:

6. = h,E[
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In Egs. (1)-(2), h is the thickness, E is the Young’s modulus, ¢, is
the residual strain, v is the Poisson’s ratio of the coating and £ is the
critical strain to be determined by the debond onset.

In this study, the preparation of pre-cracks was carried out with
an in-house jig controlling a horizontally-aligned razor blade. The pre-
crack load was induced by a drop-weight impactor. A suitable level
of impact energy (100 g weight, dropping height 8 cm) was screened
out in order to form a constant cut to the coating across the specimen.
The testing of the fabricated NCA specimens (Fig. 1) was carried out
using a universal testing machine (Model 5967, Instron) at a test rate
of 5 mm/min. The specimen deformations were recorded using an axial
clip-on extensometer (gauge length 50 mm) and 3D-DIC simultaneously.

2.3. Digital image correlation setup

Commercial stereo-DIC setup (LaVision) was used to study the
specimen deformations, in addition to a conventional clip-on exten-
someter. Especially, the aim in the using DIC was to study locally the
debonding phenomenon of the coating during the NCA tests. A two-
camera setup (i.e. stereo-DIC) enables calculation of 3D deformation
fields whereas one camera systems (2D-DIC) provide only in-plane
deformations. The stereo-DIC was preferred because it is not that

sensitive on the misalignment errors of the setup and also the out-of-
plane coating deformation causes no issues. High-contrast matt black
and white speckles were applied by spraying on the specimen surface
to generate random pattern for the DIC measurements. The average
diameter of the speckles was 50-80 pm measured using an optical
profilometer (Alicona, InfiniteFocus G5).

Images were recorded using two 5 MPix (Elite) cameras with objec-
tives having a focal length of 50 mm and by using an aperture of F8.
The recording rate was 2 Hz. The scale factor of the used setup was
38 pix/mm and the root mean square error of the calibration was 0.3
pix. The zero-normalized sum of squared difference (ZNSSD) was used
as the matching criteria and the affine shape function was used for the
subsets. The interpolation method used was 6/ order spline. Different
analysis parameters were screened with Davis 8.4 software to optimize
the spatial resolution and measurement noise. Finally, subset and step
sizes of 33 pix and 11 pix were used, respectively, resulting a virtual
strain gauge length of 55 pix, or 1.45 mm.

2.4. Numerical analysis and modelling

A finite element model (FEM) representing the NCA specimen was
created using Abaqus/Standard 2017 (Simulia). Symmetry was used in
the modelling to decrease the analysis time. Crack onset analysis was
performed using VCCT that is able to output the momentary ERR for
any crack tip opening. The half model of the specimen was used in
the VCCT analysis. A crack propagation analysis was performed with
a quarter model by applying CZM that is able to simulate non-linear
material behaviour and interfacial crack propagation simultaneously.
The model length was 60.5 mm (half of specimen) and width 13.6 mm
(6.8 mm for the quarter model). The thickness of the substrate and the
coating were set in 1.614 mm and 0.076 mm, respectively, representing
the measured average dimensions of the fabricated specimens. Elastic
and elastic—plastic material models were studied to develop suitable
tools for (1) calculating ERR at the debond onset; (2) and predict the
propagation of debond. The plasticity in the substrate and coating was
modelled using the Johnson-Cook formulation, which takes the form:

"= A+ B()" 3)

where A, B and n are material parameters [25]. The parameters were
fitted based on the tensile testing (Section 3.1). The fitted parameters
and other experimentally determined material constants are given in
Table 1.

The substrate was meshed using fully-integrated solid elements
(C3D8) while the coating was meshed using solid elements with in-
compatible modes (C3D8I). Both substrate and coating had the same
element dimensions. VCCT analysis was observed more efficient in
terms of the analysis time when the crack did not propagate (as with the
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Fig. 2. (a) The quarter FE model when using CZM, and (b) a profilometer image from an NCA specimen and focused at the pre-crack region indicating crack opening (out-of-plane
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Table 1

Fitted parameters and material constants of the coating and the substrate

in FE models.
Material E [GPa] v [-] A [MPa] B [MPa] n [-]
PAT 3.7 0.38 67.1 292.4 0.56
CuSn10Pb10 84.5 0.35 106.0 462.6 0.36

CZM model, in contrast). For that reason, the typical element dimension
in the VCCT crack model was 0.25 mm whereas in the CZM model
the substrate and coating were meshed with 0.5 mm elements. The
coating’s thickness was less than the applied element dimension. For
that reason, the element thickness in the coating was equal to the
coating thickness. In addition to the substrate and coating, in the CZM,
separate cohesive elements (COH3D8) with the typical dimension of
0.25 mm were attached to the interface. The CZM mesh is illustrated
in Fig. 2.

Boundary conditions were attached to both ends of the model.
The substrate longitudinal displacement was restricted at the specimen
middle for taking account the applied symmetry. The displacements in
the lateral direction were restricted at the mid line symmetry plane for
this case of symmetry. In the quarter model, the symmetry boundary
conditions were set to the entire symmetry plane at the middle (in
lateral direction). The CZM model included both residual (thermal)
and mechanical loads, which were taken into account in separate com-
putation steps. The first step presented the fabrication based residual
(thermal) load where the temperature change of —185 °C degrees
was placed on both substrate and coating. The temperature change of
—185 °C represented the cooling from the curing of the specimen at
210 °C to room temperature (25 °C). The mechanical loading was then

performed using the enforced displacement of 2.5 mm in the specimen
loading direction. The displacements in the thickness direction were
restricted at this end (simulating the test machine gripping) during the
mechanical loading. The rigid body motion during the residual step was
limited to only one nodal point in the thickness direction. The VCCT
crack model was analysed, as well, for pure mechanical load and in-
cluding residual (thermal) loading. The residual loading was performed
similar to the CZM model. The mechanical loading was based on the
experimentally determined critical strain which was converted into a
displacement for the VCCT crack model. The VCCT analysis was studied
for using elastic material models, whereas CZM analysis was done using
both elastic and elastic-plastic material models.

All the models had an initial crack length of 0.5 mm based on the
experiments. The VCCT crack model was computed for analysing ERR
distributions at the crack onset phase, excluding crack propagation. By
definition, VCCT is a fracture mechanics method, which estimates the
ERR at the crack tip. The ERR can be extracted from the equation: ERR
= Féu/2B éa. Here, F is the reaction force, éu is the separation, B and
Sa are the element width and length, respectively. The ERR evaluation
is performed separately for three fracture modes. VCCT assumes lin-
ear elastic material behaviour, thus cases including plasticity are not
according to the theory.

Material non-linearity was included in the CZM computations. In
the first computation (CZ M ;4 /piasiic)> both bulk material’s plasticity
were modelled using the Johnson-Cook model. For the second CZM
computation (CZ M, ayic/elasiic)» Poth bulk materials remained linear
elastic (without the Johnson-Cook formulation). The CZM is based
on a traction-separation law, which defines the debond damage onset
and degradation until full debond. The cohesive stiffness was set to
10'> N/m? for all three fracture modes. The value fits in the middle
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of the range provided by Zou et al. [26]. The debond damage onset
was defined using the quadratic stress criterion of the following form:

2 2 2

(7o) + () () = ©
Sic T1c Ti11C

where o/, 7,, and 7,,, are the momentary tractions whereas o, 7,

and 7, ;¢ represent the critical cohesive strengths of the interface. We

assumed equal value for all critical cohesive strengths (6;c = 777¢c =

7,71c). After the debond damage onsets, the CZM elements start to

degrade. The degradation was defined by using a bi-linear traction—
separation law. The fracture mode coupling was defined by the law:

Fepn = G,+G,G,+G”, )
where G, is the total critical ERR. The critical cohesive strengths and
total critical ERR were fitted based on the experimental debond onset
and propagation. The critical cohesive stresses mainly define the crack
onset and it was fitted using the critical strain. The total critical level
of ERR defined mainly crack propagation and it was fitted based on the
slope of the crack length versus strain data of experiments. The fitting
was performed using the CZM model with the elastic—plastic material
models. For comparison, the similar parameters were also used in the
CZM model with the elastic material models. As the name implies, CZM
is not a crack model but homogenization method and its parameters
are always dependent on the selected modelling resolution (mesh &
details).

3. Results
3.1. Characterization of materials

The representative engineering stress-strain curves for the
CuSn10Pb10 substrate, the PAI coating film and the NCA specimen
are shown in Fig. 3a. The nominal thicknesses of the CuSn10Pb10
specimens and PAI films were 1.3 mm and 0.075 mm, respectively. No
significant differences were observed when the extensometer and DIC-
based strains were compared simultaneously from the same specimen.
Based on the axial strains, measured either with a clip-on extensometer
(CuSn10Pb10) or with the 3D-DIC method (PAI), the Young’s modulus
(secant modulus) and Poisson’s ratios were determined for the material
constituents as given in Table 1.

3.2. NCA test results

The stress—strain plots for the NCA tests are depicted in Fig. 3b. The
axial (global) strain was measured with the clip-on extensometer and
the whole specimen’s cross section (substrate + coating) was used to
calculate the averaged specimen stress. The test specimens were loaded
until substrate fracture. In the stress-strain curves, small kinks can be
seen, which have been reported to be linked to the sudden debond
effects of the coating during tests [27]. In the derivative curves, the
original weak kinks are visible as local well-distinguishable peaks, as
seen in Fig. 4.

The axial strain of the specimen was determined also with the DIC
locally from the coating surface. Until the coating debond, the strain all
over the coating follows the global specimen strain. When the coating is
debonded from the substrate, locally the strain in the coating is released
and decreases toward zero. A code was developed to record the area
of the deformed specimen (in pixels) experiencing the practical zero-
strain limit (here ¢ < 0.005 mm/mm). The code was then run for the
whole DIC dataset of the NCA test (recorded images). These regions
(in pixels) were defined as debonded and were graphically denoted by
(black) colour (Fig. 5). Furthermore, due to the applied axial loading
and crack propagation direction overall, the total normalized debond
length can be determined by dividing the debonded area by specimen
width. This total debond length divided into half (to get the debond
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Table 2

The experimental coating thickness, axial strain values at the detected discontinuities
in the stress data with the corresponding half crack length measured with the DIC
method, and the critical elastic strain of the debond onset.

Specimen Coating ¢ at 1st ¢ at 2nd ¢ at 3rd Half crack length Critical elastic

thickness peak peak peak at 1st peak strain, €,
NCA1 70 pm  0.027 2.5 mm 0.022
NCA3 72 pm 0.027 0.031 0.038 1.8 mm 0.024
NCA4 88 ym  0.018  0.023 0.033 4.5 mm 0.024
NCAS5 74 pym  0.021  0.026 0.032 0.7 mm 0.020
NCA6 78 ym  0.026 2.3 mm 0.023

length from the pre-crack) is defined as the half crack length in the
following.

The extensometer based strain values corresponding to the peaks
in the strain derivative are presented in Table 2. In addition, it shows
the half crack lengths of the coatings determined with the DIC method
which correspond the first detected strain derivative stress peaks.

3.3. Preliminary FE simulations

The VCCT method with elastic material models was used to study
the total ERR (sum of three modes) at the debond onset. An example
of the ERR distribution across the specimen width provided by the
VCCT model is shown in Fig. 6a. The total ERR distribution shape
shows a typical shape where the highest ERR values occur at the
edges of the specimen and in the middle the value remains constant.
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The ERR at the middle point of the specimen was used to define the
representative G, with the VCCT method. The comparison between
the experimental load-strain data and simulated behaviour using CZM
and plastic material models (Johnson-Cook) is shown in Fig. 6b. The
FE simulation matches well with the experiments in terms of the
stress—strain behaviour.

4. Analysis
4.1. New method to determine the critical elastic strain

Instantaneous crack length curves were determined based on the
debonded coating areas using the DIC data. Fig. 7 shows the determined
half crack length as a function of the global extensometer strain (for
a median specimen, as example). Here, the term half crack length is
used to define the distance of the debonded coating section from the
pre-crack. The curve shows typical observed behaviour for the studied
specimens, where, first, the debond propagates several millimetres by
small random steps (‘stick—slip’ phase) after which the crack propaga-
tion rate increases suddenly and larger portion of the coating debonds.
The first crack propagation steps do not represent the critical strain
which would cause the steady-state coating debond in the current
material system. Screening was carried out to define a common half
crack length at which the debond initiation (‘stick slip’) phase was over
and the debond continued to propagate with high rate. The half crack
length of 8 mm was finally defined to present the length, at which
in each tested specimens the debond initiation phase was over and
the propagation occurred at the ‘steady-state’ phase. The global critical
specimen (extensometer) strain to represent the debond onset was then
determined from the combined debond length and global strain data.

In Eq. (1), the critical (onset) ERR (G) is calculated based on
the critical strain at the debond onset. Depending greatly on the test
specimen materials, the debond may occur at the strain range where the
fraction of the plastic deformation in the total strain of the (polymer)
coating is already significant. To take this into account, a nonlinear
stress—strain dependency of the coating was derived, as used by Nichols
et al. [17]. Here, the total strain of the coating is divided into elastic
and plastic strain components using a fictitious unloading curve for the
loaded coating. Fig. 8 depicts the presentation of the method and the
continuous strain component division as a function of the total strain
(in the coating). The determined critical elastic strain values (e,; ;)
derived with the method are presented in Table 2.

4.2. Critical energy release rates: comparisons

The G, values were analytically calculated using Eqs. (1) and (2),
in which both the mechanically induced strain and fabrication-based
(thermal) residual strains (¢, in Eq. (6)) are taken into account. For
a thick rigid substrate with thin coating, &, can be estimated using
simply the thermal expansion mismatch (i.e. film’s thermal stresses do
not affect substrate deformation):

50=55—55=(a5—ac)AT 6)

where subscripts ¢ and s denote coating and substrate materials, respec-
tively, and AT is the temperature difference between the highest curing
temperature and the room temperature. The a, value was measured for
CuSn10Pb10 (19 x 107% °C™') using a dilatometer (DIL402, Netzsch)
and a value of 35 x 107° °C~' [28] was used for .. Finally, when AT
= —185 °C, a residual strain of 0.3% was obtained. It should be noted
that the shrinkage due to the evaporated solvent was excluded here.
The calculated (‘average’) G. values using Egs. (1) and (2) are
presented in Table 3. If the plasticity of the coating is excluded in the
result analysis, the calculated G, is significantly overestimated. The
steady-state analytic solution including residual strains matches well
the FEM results. However, if residual strains are excluded, the steady-
state solution overestimates the critical ERR compared to the FEM
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model.

result. This indicates that the lateral constraint at the debond tip region
should be taken into account in this case. Overall, the comparison
confirms that the analytic solution when residual strains are taken
into account can be used, especially, to obtain a simple comparative
measure for evaluating materials.

4.3. Numerical prediction of debond propagation

Fig. 7 depicts an experimental stress—strain curve and its strain
derivative, where the peaks originate from the sudden progressions of
the debond. However, the experimental results showed that only the
most abrupt debond progression steps caused an observable peak in
the stress—strain curves whereas, often, the visual debond progression
steps caused no detectable signals in the stress-strain data. By plotting
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Table 3
Comparison of the determined (critical) ERR values by different methods of critical strain and constraint for a specimen with average
properties.
Method G, [J/m?] G, [J/m?]
£y =0.003 (residual strain) Error to 3D FEM [%] £y =0 Error to 3D FEM [%]
Eq. (1) G,, 95.0* (134.5%%) —1.7* (+0.3*%) 71.8* (107.1%*) +12.5% (+13.0**)
Eq. (2) G, 90.6* (126.6**) —6.2% (=5.6%%) 61.4% (91.6"%) —3.8* (-3.4%%)

3D FEM (VCTT) 96.6* (134.1%%)

63.8% (94.8"%)

The values analysed using * the elastic critical strain (i.e. €,

the curves together with the half-crack length curve determined from
the DIC data, it is seen that the debond has actually already begun to
proceed before any effects can be detected from the stress—strain results
(by the extensometer). For the case material and fracture toughness of
the interface, the debond first occurs at the edges (corners), as can be
predicted based on the ERR distribution by the FEM (VCCT).

The fracture parameters of the CZM in FEM simulations can be
fitted to produce similar crack propagation to experiments, i.e. showing
similar initial onset, stable stress and half crack length slopes. The
experimental results in average showed the typical V-shaped debond
progression pattern at approximately 50° angle to the loading direction.
Here, this accuracy of crack propagation prediction was targeted. Both
cohesive strengths (Eq. (4)) and total critical ERR (Eq. (5)) were used
for fitting the CZM with plastic material models. The best fit was
obtained using 50 J/m? and 27.5 MPa as the total critical ERR (G.) and
cohesive strength (6;¢ = 777¢ = Ty77¢), Tespectively. It should be noted
that the CZM values do not represent a sharp crack tip but a cohesive
zone. As shown in Fig. 7, the correctly fitted CZM produces the targeted
V-shape propagation pattern — agreeing with the experiments. The
average half crack length in the FE model was defined as the average
of crack length at the edge and central nodal lines so that the level
of homogenization is comparable. The crack onset of the CZM model
occurs slightly later than in the experiment. In the beginning (phase 2 in
Fig. 7b), the V-shape debond pattern forms starting from the specimen
edges and the slope of the simulated crack length-to-stress curve is
nonlinear. Once the crack front has fully formed, the slope remains
constant.

4.4. Coupling of plastic deformation and interface damage

The overall non-linearity of the test behaviour was studied using
energy quantities provided by the CZM simulations and depicted in
Fig. 9. Fig. 9 presents that the substrate becomes nonlinear at the
early stage of a test (Knee 1), which was also seen in the experimental
stress—strain graph (Fig. 3). Basically the non-linear behaviour of the

) or ** the total critical strain (i.e. €).

substrate had no effect on the coating or interfacial energy accumu-
lation. With the plastic material model for the coating, a weak knee
(Knee 2) is observed at ~ 0.012 mm/mm which corresponds exactly
the behaviour seen in the curve for the division of the experimental
strain into elastic and plastic components (Fig. 8b). Basically, only with
the critical strains below this knee point, the linear elastic solutions
utilizing the total (global) strain to evaluate G, can be considered as
valid means. The interfacial energy dissipation, i.e. debond process,
starts at 0.024 mm/mm strain when the plastic material models are
used. The characteristic V-shape debond shape forms as the strain
increases and, at 0.026 mm/mm strain (Knee 3) is then fully developed
finalizing the debond onset process. In the case of using only elastic
material models, the onset of the interfacial energy dissipation occurs
earlier in the test.

The coating debond patterns obtained experimentally using the DIC
and numerically using the CZM,,,//1.,» model are also shown in Fig. 9
at selected global strains. Basically, up to the onset of the interfacial
energy dissipation curve, the debond does not proceed. Beyond that
point, the debond initiates from the edges. The determined critical
strain, to represent the debond onset in the method, bases on the
predefined strain value determined from the experiments, where the
debond begins to proceed in a ‘steady-state’ phase. Here, this was seen
with a debond (or half-crack) length of 8 mm, which in the median
specimen occurred at a global strain value of appr. 0.03. The results
show that the interfacial energy dissipation curve has a rising trend
at the defined strain value, and the simulated debond pattern shows
a fully developed V-shape. The perfect V-shape is not observed in
the experimental results, due to the inhomogeneities in the coating
thickness and substrate microstructure.

5. Discussion
What is evident for the specific substrate material (CuSn10Pb10) is

that it deforms very inhomogeneously under uniaxial loading. Fig. 10
shows the topographic image of the exposed bronze surface (interface)
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from the tested NCA specimen (after PAI coating debonded). The ini-
tially flat specimen surface shows, after the tensile test, significant local
humps due to the inhomogeneous plastic deformation of the substrate.
When comparing the final topography of the substrate surface with the
full-field strain maps of the NCA specimen during testing, similarities
can be observed. This is assumed to originate from the orientation
differences of the large grains in the polycrystalline alloy. During
deformation of such material, heterogeneous strain fields are developed
that can result, for example, visible orange peel or ridging and roping
phenomena at the material surface [29]. The changing topography
affects the surface roughness of substrate which influences the intensity
of the mechanical interlocking of the polymer to the substrate. The
microstructure of the material plays an important role on the local
mechanical properties (in millimetre scale) of the substrate and, thus
also the local substrate strains can differ significantly from the global
(average) strain. Furthermore, the polymer coating may possess more
severe plastic deformation in the (more strained) discrete areas causing

permanent changes in the material properties at the interphase. Overall,
the heterogeneous mechanical behaviour at a small scale presumably
has an effect on the location where the debond at the coating-substrate
interface begins to propagate.

The determined critical strain from the experiments with the pro-
posed method, hence, is a value of a homogenized debond model
compared to the real strain at the interfacial crack tip against the alloy
surface. The substrate inhomogeneity, as well as the variation in the
coating thickness, affect the unsymmetrical crack propagation observed
often in the experiments, and thus increases the small-scale scatter
(below target accuracy level).

The determined G, (Eq. (1)) for the studied material system showed
a significant scatter: the mean and standard deviation of the experi-
ments with series size of 5 are 96.4 J/m? and 17.9 J/m?, respectively.
Anticipated sources for scatter originated from both the thickness mea-
surement of the coating and from the determination of the critical
strain. To have a better understanding on their significance in the
current system, we first set the critical strain to its average value,
and vary only the coating thickness. The same range in G, (using
Eq. (1)) is then achieved with the thickness range of 0.063...0.090 mm
(or —18%...+18%). Observable variation was found in the PAI coating
thickness over the specimen—probably due to the manual solvent
casting method (Table 2). The coating thickness has a linear influence
on the calculated ERR which is seen as a significant error source to
the experimental results in general. The error between the coating
thickness used in the analysis and the real thickness at the crack tip is
actually a combination of the variation in the coating thickness in the
specimen (due to fabrication method) and the random measurement
error of the thin coatings with a micrometre. When considering that
the coating thickness is low as an absolute value, the relative error
compared to the presumed uniform coating thickness can be significant.
Thus, a consistent coating thickness in a specimen is a necessity for
the NCA test method and care has to be taken on the precise thickness
measurements (and thickness values applied in predictive simulations).

Another study of error was performed where all the error would
arise due to the scatter in the determined critical strain, whereas the
thickness is set constant (0.076 mm). In this case, the same G, range is
achieved with the critical (extensometer) strain range of 0.025..0.032
mm/mm (or —10%...+16%). Fig. 7 depicts the crack propagation be-
haviour for the median specimen. Here it is seen, that this strain range
would equal the half crack length range of ~ 1..12 mm. Generally,
the instantaneous crack length determination method based on the DIC
gives objective quantitative results. The slope of the crack length versus
strain is steep (> 1500 mm/(mm/mm)) at the onset when the debond
propagates its first greater step, i.e. when the debond initiation phase
is over. Thus, at the moment when the predefined half-crack length
(in this study 8 mm) is observed, the error on the critical strain (due
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CuSn10Pb10 substrate after an NCA test (left) and experimental (DIC) axial strain on
the NCA specimen coating (right).

to measurement technique based factors) can be considered minor.
However, when carrying out the analysis with the proposed method,
the predefined half-crack length at which the critical strain is read has
to be ensured to be located in the region where the unstable (‘steady-
state’) debond propagation occurs. This can be done, for example, by
plotting the half-crack length curves against strain for each specimen
in the same figure. The common minimum half-crack length value can
then be defined where all the specimens show similar behaviour with
the steep crack length-to-strain slopes.

6. Conclusions

The specimen deformation in the NCA test was studied with the
stereo-DIC technique. In experiments, the coating debond rarely be-
haves ideally challenging the quality of the test outcomes, i.e. statistics
and representative values for FE models or other applications. To
overcome this, a method based on the DIC was developed to determine
quantitatively the instantaneous coating debond length. Furthermore,
by combining the debond length data provided by DIC with the clip-on
extensometer data, the representative objective critical strain value to
correspond with the coating debond onset can be accurately defined.

During the benchmark experiments of this study, significant plastic
behaviour occurred both in the substrate and in the coating. The
determined critical strain in the polymer coating can be divided into
elastic and plastic parts using the stress—strain data obtained for the
separate coating film. The elastic critical strain together with the
residual (thermal) strain is used as the strain measure to calculate the
interfacial fracture toughness with the simplified analytic solution.

The analytic solution method provides an apparent G, value, which
can be used as the measure for comparative material studies. However,
basically this applies only on the conditions when the specimen geome-
tries are well reproducible and the critical strain causing the coating
debond remains low. The NCA test is actually a 3D problem, which is
not considered in the simplified analytic solutions (hand calculations).
The 3D effects and plasticity of the materials can be taken into account
with the systematic use of DIC and FEA in the execution of NCA testing.
The improved methodology for 3D debond predictions is as follows:

» To define the material models, the stress-strain data has to be
available for both the polymer coating and the substrate materials
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up to the strain levels where the coating’s debond occurs in the
NCA test.

DIC is needed to provide the instantaneous debond length ver-
sus specimen strain curve, which is obtained by determining
the debonded area of the coating during loading of the NCA
specimen.

The critical strain at the debond onset is determined from the
debond length-to-strain curve at the point, where the debond
initiation phase has ended and the high rate debond begins.

The parameters of the CZM are fit for the improved NCA test
so that (1) the simulated debond onset process will occur at the
same strain values as resulted in the experiments and (2) the
slope in the debond length versus strain curves (during debond
propagation) matches between the FEA and DIC.

As a benchmark case, a bi-material PAI/CuSn10Pb10 system was
studied. The G, at the debond onset was determined using the
VCCT method with elastic material models and with the analytic
solution. When the residual (thermal) strain was taken into ac-
count the methods resulted 96.6 J/m? and 95.0 J/m’ for the
median specimen using the VCCT method and the simplified
solution, respectively.
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Abstract

Fracture modes | and Il interact in mixed-mode loading conditions, and
the interaction is typically taken into account using a mixed-mode fracture
criterion. In this work, a concept for defining the criterion is developed
through an experimental-numerical simulation analysis. The mixed-mode
behaviour for the criterion is tested and analysed with a single specimen
design. The design of the specimen simplifies the measurement when
complex test arrangements and preparations for various specimen
geometries are excluded in practice. Here, the mixed-mode fracture
behaviour of the specimen is analysed in detail using digital image
correlation (DIC). The DIC data is used in collaboration with a finite element-
based crack onset analysis, including the virtual crack closure technique, in
order to consider the typical simplifications and their effects on the mixed-
mode criterion. As abenchmark case, the fracture criterion is determined for
an epoxy film adhesive FM 300-2 using the developed approach. The
developed approach was shown to be feasible and effective for defining the
mixed-mode fracture criterion. The determined Power law criterion's
exponents were below unity, which points out that the common (presumed)
exponent values in the current literature are actually unconservative.
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1. Introduction

Adhesively bonded joints are typically designed to carry shear loads. This
type of pure single-mode loading can be computationally analysed by
comparing the energy release rate (ERR) — provided by the selected
numerical analysis — to the critical ERR provided by the experiments. A pure
single-mode loading is scarce in real applications, where joints will also meet
peeling loads, e.g., loads that typically exist at the edges of the joints. The
actual loading in the adhesive layer is a combination of both peeling and
shearing loads. The interaction of mode | and Il can cause failure to occur
when total ERR is less than critical value of either modes [1]. Shearing and
peeling fracture modes have an interaction which is taken into account by
using an adjusted mixed-mode fracture criterion. Several mixed-mode
fracture criteria have been developed [2, 3, 4]. One of the most typical
fracture criteria is the power law. The power law is typically formulated
using only two fracture modes (I and Il). The power law is commonly
implemented in the commercial finite element (FE) codes, such as Abaqus
[5]. The power law criterion can be extracted in the following form:

a B
Gy G _
(3) +(e) =1 D
where G, and G;; are the ERRs evaluated in the analysis of the joint and G,

and G, are critical ERRs determined for the adhesive (layer). The
parameters a and g are the fitting parameters.

The mixed-mode criterion is an equation which is fitted based on
experimental results. The experimental methods for describing pure single
fracture modes (I and I1) have been developed and are essentially standard.
A test using a double cantilever beam (DCB) specimen is the standard test
method for mode | testing [6]. The methods for mode |1 testing include end-
notched flexure (ENF), an end-loaded split (ELS),tapered end notched flexure
(TENF) and end loaded shear joint (ELSJ) [7]. Standardised methods do not
exist for fracture mode IlI.



The determination of the criterion (fitting) parameters requires
experiments describing the mixed-mode behaviour. The mixed-mode testing
for composite delamination is typically performed using mixed-mode
bending (MMB) apparatus [8]. The MMB apparatus allows changing the
mixed-mode ratio between modes | and II. Currently, no mixed-mode
standard exists for adhesive testing. Various mixed-mode test specimens
have been used for adhesives in the current literature and they include: an
asymmetric tapered DCB specimen [9], a fixed-ratio mixed mode (FRMM)
specimen [10], a mixed-mode flexure (MMF) specimen [10], an Arcan-type
specimen [11, 12] and a single leg bending (SLB) specimen [13]. The different
mixed-mode specimens in a loaded condition are visualised in Fig. 1 for
clarity.

Asymmetric
tapered DCB

l Asymmetric DCB

Figure 1: Different mixed-mode specimens in a typical loading condition. The colour range
illustrates the estimative load intensity (von Mises).

In this work, a concept for defining the mixed-mode behaviour by using a
single-specimen design, mainly based on SLB geometry, is developed. The
test method is based on a simple three-point bending test setup, instead of
using complex testing apparatus. The developed concept is applied for
defining the mixed-mode fracture criterion for astructural, highly toughened
epoxy film adhesive (FM 300-2 by Cytec). In addition to the mixed-mode
testing, mode Il (ENF) tests were performed for the selected adhesive. The
mode | (DCB) results for the joints (FM 300-2) have been published in our
previous work [14] and are the reference for the mode I results.

In addition, the mixed-mode deformation at the crack is studied in detail
using the digital image correlation (DIC) method. The deformation is studied
in terms of peel and shear strains. Strains are widely used for defining the
sustainability limits of adhesive in the design of intact joints. The adhesive
properties are typically defined under pure shear with a thick-adherend lap



shear (TALS) specimen. The target of applying the DIC was to verify the
mixed-mode condition and provide an estimate for the maximum strains
near the crack. The post-processing of test results via the ERR basis are
performed with the virtual crack closure technique (VCCT), and a
comparison of the adhesive behaviour amidst the crack tip is performed on a
micro-meso length scale. The DIC results are compared with the numerical
results for defining the representativeness of the DIC and the post-processing
method.

2. Materials and methods

2.1. Materials and test specimens

ENF and SLB test specimens were prepared for the testing of this study.
The materials of the specimens were identical for all of the specimen series.
The specimen adherends were machined out from an aluminium alloy plate
(Alumec 89, Uddeholm). The nominal thickness of the aluminium plate was
15 mm and 15.7 mm for ENF and SLB specimens respectively. The Young’s
modulus of 71 GPa and Poisson’s ratio of 0.3 were used in all of the analyses
for the aluminium. The epoxy film adhesive FM 300-2 (Cytec) was used in all
of the specimens and the properties were estimated using the work carried
out by Ishai et al. [15], who studied the adhesive FM 300 (Cytec). The values
of 2.45 GPa and 0.38 were used for the Young's modulus and the Poisson’s
ratio respectively. Jokinen et al. [14] defined that the fracture toughness
value of Gic = 1820 J/m2 for the adhesive FM 300-2 should be used when
determining the fracture criterion.

The dimensions of the test specimens are shown in Figs. 2-3. The average
widths of the SLB and ENF specimens were 20.10 mm and 16.94 mm
(measured) respectively. The average adhesive thickness of the ENF, SLBa
and SLBb specimens were 0.71 mm, 0.40 mm and 0.67 mm respectively. Both
specimens were fabricated using two adhesive plies, and the pre-existing
crack was applied between the adhesive plies, as shown in Figs. 2-3. The
adhesive thickness of the prepared SLBa specimens was determined to be
lower than the other specimens. The manufacturing process was identical for
all the specimens but the scatter in the processing devices and practical
preparations resulted in 27 % deviation in the actual value of adhesive
thickness (average SLBa thickness 0.4 mm and average SLB thickness 0.67
mm). The average pre-crack lengths of the ENF, SLBa and SLBb specimens
were 107.88 mm, 24.63 mm and 29.48 mm respectively. The geometry for
SLBa and SLBb specimens are the same, but the loading direction is opposite.



The pre-treatment of the adhesive bonding was performed using Sol-Gel
handling [16], and finally, the adhesive was cured in an oven (120 °C) under
a vacuum bag. The bonding was performed by joining larger plates, which
were water-jet cut to the final specimen width after curing. Two identical test
series of SLB specimens were formed, which are referred to as SLBa and SLBb
later in this study.

15

Pre-crack
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L 300

Figure 2: ENF specimen testing and the dimensions applied in this study.
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Figure 3: SLBa and SLBb specimen testing and the dimensions applied for the tests in this
study.

2.2. Experimental testing

The ENF testing was performed using a universal testing machine (Dartec,
100 kN) with the three-point bending setup. The displacement in the
specimen middle point was measured using an auxiliary displacement
transducer (WA-T 20 mm, HBM). The SLB tests were performed with a



universal testing machine (5967, Instron, 30 kN). The tests of SLBa and SLBb
were carried out with the three-point bending jig with the support and
loading cylinders having a diameter of 10 mm. For the SLBb test, the support
jig was modified for maintaining the horizontal orientation of the specimen.
The difference between the tests are shown in Fig. 3. The crosshead
displacement rate was 2 mm/min and the test programme for the SLBa and
SLBb tests consisted of a constant loading and unloading steps corresponding
to 4 mm and 3 mm midpoint deflection respectively. The load and the
crosshead displacement data were collected with the integrated software
(BlueHill 3, Instron). The strain at the bottom surface of the SLB specimen
(below the loading cylinder) was measured using a foil strain gauge (5 mm
gage length by Kyowa [Japan]) connected to Labview SignalExpress software
(National Instruments). The SLBa test arrangement is presented in Fig. 4.

Figure 4: The SLBa testing set-up including the three point bend pins and a specimen with a
strain gauge. The specimen is also provided with a speckle pattern for DIC.

2.3. DIC and the determination of adhesive deformations

In a typical DIC technique, the studied surface is divided into small facets
(i.e. subsets) whose movements are then tracked from image to image. A
subset needs to have enough unique features to be distinguished from other
subsets, which is normally accomplished by applying some random speckle
pattern on the surface. The precision and spatial resolution of the DIC
analysis largely depend on the used subset and step sizes. The position of the
centre point of each subset can be determined, and the density of the
computed points is controlled by the step size. Finally, a full displacement



field can be determined, from which further strain fields can be calculated.
[17]

In heterogeneous structures, such as the ones consisting of materials with
very different mechanical properties, high spatial resolution is often needed
in order to be able to measure the deformation gradients accurately. In many
cases, by decreasing the subset size, the spatial resolution can be increased
but, simultaneously, the precision of the quantity of interest (e.g. the
displacement or strain) will decrease and vice versa. The maximum spatial
gradient that the DIC system can resolve depends on, amongst other things,
the image scale offered by the test set-up (or the final pixel-to-mm ratio), the
speckle size of the used pattern, and the subset and step sizes when carrying
out the analysis. [18, 19]

Here, the three-dimensional DIC technique was used to determine the
full-field displacements and strains during the SLB tests. The system
consisted of two 5 Mpix cameras (Imager E-Lite, LaVision), with the
objectives having the focal length of 50 mm, and synchronized LED flashes,
controlled with Davis 8.4 software (LaVision). The recording rate was 2 Hz.
The scale factor with the used test configurations ranged between 22-25
pix/mm. The correlation analysis was performed using subset and step sizes
of 25 pix and 7 pix respectively. The subset in the performed analysis
corresponded approximately a1 mm x 1 mm square in the test coordination,
resulting in the applied DIC setup not directly offering a spatial resolution
that was high enough for the detailed quantitative analysis of the
deformations measured in the thin adhesive layer (t<0.7 mm) of the
specimens.

However to overcome this, the shear and opening deformations of the
bond line were determined with the following approach. It is assumed that
the adherend behaviour is purely elastic during the given loading (Section
2.2), where the normals of the neutral axis of the specimen remain normals
in the deformed state. First, the displacement vectors at the adherends of the
loaded specimen are determined along the length of the sample (in the x-
direction) at three different distances (here 1, 2 and 10 mm) from the midline
of the adhesive layer. The constant n presents the ordinal of the exported DIC
displacement vectors where n = 1 equals the location at the pre-crack. A line
is fitted using these three points by the least squares method for each x-
coordinate location (n). The fitted lines p, and p,, are presented in Fig. 5,
where the points 4,,-C,, are the points in the undeformed upper adherend at



the n®" location, and the points 4j, - C,, are then the same points in the
deformed state.

When the location of the adhesive mid-line is known in the x-y plane (the
origin at the pre-crack observed in the DIC images), the length of the vector
0,, can be expressed as

10,1l = [IPyll = Lo @)

During the loading of the specimen, the compressive and shear strains in
the metal adherend, near the epoxy adhesive, remain small and it is assumed
that L, remains constant throughout the test. In the deformed state, the
location of the point @, is then given as:

Q.= C+ Py (3)
where vector P, is parallel to line py,.

Adherend upper

Adherend lower

Figure 5: Anillustration of a deformed specimen and the control/reference points used in
the DIC data analysis.



A similar procedure is then performed for the lower adherend to determine
R;, or the location of the contact point between the lower adherend and the
adhesive. Finally, the deformed adherend-adhesive contact points are
obtained throughout the region of interest along the x-axis for each n.

During loading, the adherends rotate to angles w, , and w,,, Thus, for a
thin adhesive layer its mid-line rotation can be defined with:

a= (wl,n + wZ,n)/Z- (4)

Taking the rigid body rotations into account, as described in detail by
Hogberg et al. [20], we can determine the shear (v) and opening (w)
deformations of the adhesive bond line in a (x,y) coordinate system with the
known rotation:

v=wvycosa+ (w, +t)sina, (5)

w=(w,+t)cosa —vySina —t (6)

Where Vo = ”EnQn”xWO = ”Q;lEn” and t= ”QnR,n”-

Finally, the engineering shear strain (y,, ) and opening (g,,) strains over
the whole adhesive bond line and from each DIC image are calculated as
follows:

Yry = v/t Q)

and
&y =W/t (8)

2.4. FEanalysisand VCCT

FE models representing SLBa, SLBb and ENF specimens were created
using Abaqus/Standard 2017 (Dassault Systemes). The adhesive layers were
included in addition to the aluminium adherends of the specimens. Adhesive
and adherend parts were joined using the tie constraint. This allowed the
usage of dissimilar meshes between the adhesive and the adherend. The
applied FE models were modelled using 3D solid elements. The elements
were C3D8R and C3D8I for the adherend and adhesive parts respectively.
The typical element dimension in the adherend and adhesive parts were 2.5
mm and 0.35 mm respectively. Typical element size was constant throughout
the adhesive and adherend and no mesh grading was applied. ENF and SLBa
element meshes are shown in Fig. 6. The SLBb mesh was practically similar



than SLBa excluding difference in adhesive element thickness. The VCCT was
used for analysing the ERR in all of the tested specimens. The VCCT was
originally developed by Kanninen and Rybicki [21] and is based on Irwin’s
crack closure integral. The VCCT has been used in the analysis of various
bonded joints [22, 23, 24]. The VCCT evaluates the momentary ERR using the
reaction force at the crack tip and the separation of displacements next to the
crack tip. The ERR for mode Il can be extracted from the equation:

Gy = il )]

2Béa’

where F is the (nodal) reaction force, su is the separation, and B and éa
are the width and the element length respectively. The VCCT evaluates other
fracture modes in a similar way. The interface required by the VCCT was
modelled at the midline of the adhesive part, which also equals the 'cohesive’
debond surface (which is between two adhesive film plies in reality).

Boundary conditions of ENF and SLBa are presented in Figure 6. All three
models had boundary conditions in two locations. These locations presented
supporting boundary conditions at the specimen bottom (Figs. 2 and 3). The
boundary conditions were defined using partition lines for the whole width
of the model. The boundary condition (the precrack side) allowed the
translation in the longitudinal direction of the specimen while others were
restricted. Another supporting boundary condition had all translations
restricted. The loading was attached to the nodal line at the longitudinal
middle of the specimen to the opposite side the boundary conditions. The
loading presenting the experimental average force was divided into nodal
points using the concentrated force in the FE analysis.

Figure 6: ENF and SLBa specimen models with the applied FE mesh and boundary
conditions.

10



3. Results

3.1. Fracture test results

The post-test fracture surfaces for the SLBa and SLBb specimens are
shown in Fig. 7. The fracture type in all the specimens was cohesive. The
force-displacement curves of the ENF, SLBa and SLBb experiments are shown
in Figs. 8,9 and 10. The curves show a common trend. The curves first reach
a peak value, which is followed by a force drop caused by the crack onset and
propagation. The force growth continues soon after the drop. The unloading
curve of one specimen in the SLBa testing and for all of the ENF specimens
was not recorded.

Figure 7: Fracture surface fractography of SLBa (left) and SLBb (right) specimens after
testing.
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Figure 8: ENF force-displacement curves, based on the experimental tests (the dotted line)
and FE analysis (the solid line).
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Figure 9: The SLBa force-displacement curves from the experimental tests.
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Figure 10: SLBb force-displacement curves from the experimental tests.

A strain gauge was located in the middle point in the tension side of the
SLBa and SLBb specimens. The SLBa and SLBb related force-strain curves are
shown in Figs. 11 and 12. The specimen 2 strain gauge was observed to have
broken and the strain could not be read (SLBa testing). All the curves remain
essentially linear up to the peak load.
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Figure 11: SLBa experimental force-strain curves (the dotted line) and FE analysis maxima
(the solid line).
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Figure 12: SLBb experimental force-strain curves (the dotted line) and FE analysis force-
strain curves (the solid line).

The average experimental peak load before the drop applied in the FE
analysis are presented in Table 1. These force values were used in the ERR
analysis per each test. The response of the FE analysis model was compared
to the experimental force-displacement curves of the ENF testing and the
force-strain curves of the SLBa and SLBb experiments. These VCCT results
are shown in Figs. 8, 11 and 12. The comparison between the FE and
experimental curves shows a good correlation in terms of the specimen
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stiffness. The FE provides slightly stiffer behaviour than the experimental
curves due to the negligible non-linearities during the experiments.

Table 1: The average experimental peak load applied in the FE analysis per test series.
SLBa SLBb | ENF

Peak load before the drop [N] 11,045 | 4,696 | 9,362
+419 |+ *
134 | 739

3.2. Mixed-mode specimens DIC analysis

Figs. 13a and 13b show the full-field strain maps of the vertical strains
(£yy) (opening or compressive) and Figs. 14a and 14b show the shear strains
(6xy) for typical SLBa and SLBb specimens right before the initiation of the
crack propagation. In the SLBa test, a small compressive strain is generated
at the tip of the upper adherend specimen due to the slightly different
curvatures of the adherends around the pre-crack area (when the specimen
was loaded). The upper adherend’s free end thus acts as a local constraint
during bending, also causing slight opening-type (mode I) deformation in the
crack-tip locus in addition to dominant mode Il loading in the SLBa. In the
SLBb tests, the strain distributions are more symmetrical, as seen in Figs. 13b
and 14b.
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Figure 13: The strain (e,,) on (a) an SLBa specimen at 57 s (10.4 kN) and (b) an SLBb
specimen at 355s (4.2 kN).
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The shear and opening deformations of the selected median specimens,
calculated by Egs. 5 and 6, are presented at the time of the crack propagation
onset along the adhesive layer in Fig. 15. Although, in the SLBa-type test,
there is a significant amount of opening deformation, the shear deformation
is the dominating deformation mode throughout the bond line. In the SLBb-
type test, it is seen that, near the crack tip (<5 mm), the opening deformation
exceeds the shear deformation. It is also seen that, in this test type, the
opening of the adhesive bond changes into a small compressive deformation
at an approximately 11 mm distance from the crack tip.
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E, 0.04 .:‘ -._- = Shear Vaa
.5 3:..."-.__ v Opening Wag
< 0.02 *”“ v '....:--._ - + Opening w, , |
£ “’“""’W Rt .
£ o VLIRS a1 )
o

-0.02 ‘ ‘

0 10 20 30 40 50

Figure 15: Experimental shear and opening deformations in the adhesive layer in the SLBa

Longitudinal position (the crack tip is 0) [mm]

and SLBb specimens.
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The resolved shear and opening strains determined with Egs. 8 are shown
in Figs. 16 and 17. The figures also include the strains provided by the FE
analysis, which are needed for an accurate ERR determination. The
comparison of the DIC- and FE-based shear strains of the adhesive shows
good correlation. However, the comparison of the opening strain indicates
significant difference between the two methods. The DIC provided greater
values when compared to the FE analysis. The fracture surface revealed that
the release film used to prepare the pre-crack (thickness: 20 um) had
wrinkled during the specimen manufacturing. An optical profilometer image
of an SLBa specimen (Fig. 18) shows the waviness of the pre-crack area to
have a peak-to-peak amplitude of approximately 100 pm. The small scale
sliding of the adherends free ends during bending with the observed wavy
surface topography causes some local constraint for the system. This, at least
partly, can explain the difference between the experiments and the
simulation because in FE the pre-crack surfaces are assumed to be smooth
and sliding relative to each other without any surface asperities hindering
the process.

~0'15".:. * SLBa FE
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»
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Figure 16: Shear strain in the adhesive layer in the SLBa and SLBb specimens at crack
onset.
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Figure 17: Opening strain in the adhesive in the SLBa and SLBb specimens at crack onset.
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Figure 18: Surface topography measured by using a profilometer close to the pre-crack tip
of an SLBa specimen.

3.3. Mixed-mode fracture criterion

The VCCT analyses were performed for all the three specimen types. The
VCCT evaluated the ERR distributions at the 3D crack tip, and these results
are shown in Fig. 19. Fig. 19 presents the mode | and mode 1l values for the
SLBa and SLBb specimens. Pure mode Il is presented for the ENF specimen.
The mode Il distributions have the highest values at the outer edges of the
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specimens in contrast to the fracture mode I. Specimen ERR distributions
should be presented with one value when determining the criterion. The
middle point (line) value of the distribution was chosen to be representative.
This selection basically follows the plane strain assumption, which is
typically used in two-dimensional FE analyses. The middle nodal point values
are collected into Table 2, which also presents the mode | DCB result [14].
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Figure 19: Energy release rate distributions for ENF, SLBa and SLBb specimens and test
types.

Table 2: A summary of the fracture test—-given ERR values at crack onset.

DCB | SLBa | SLBb | ENF

G,[/m?] | 1820 | 200 | 1285 |0
Gy [/m?] | 0 4250 | 850 | 6230

Based on the defined ERR values (Table 2), curve fitting for the power law
criterion was determined. The least square method fitting was performed
using Isight software (Dassault Systemes). Fittings were performed for
unequal a and S, and also with equal values (e = B). The results of the fitting
survey are shown in Fig. 20. In addition, the experimental results and the
typically used linear criterion is shown (Fig. 20). Based on the results, the
power law defined by SLBa and SLBb specimens undoubtedly improves the
accuracy of the interaction between pure modes | and 11 for mixed loadings.
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The linear power law is shown to be non-conservative and the difference
between these fits is almost 20 percent.
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Figure 20: The developed fracture criterions for linear fit and power law (unequal @ and 8
and equal (a=p)).

4. Discussion

The usage of one common specimen design in a single loading condition
only provides a single-mode ratio value. More ratios can be achieved when
dimensions are modified per specimen design. In this work, two different
mixed-mode ratios are achieved using a single specimen design without
changing any dimensions of the specimen. The applied specimen geometry is
simple from the manufacturing point of view. The specimen is loaded under
three-point bending, which does not require the use of a complex testing jig
(e.g. as in MMB testing). Basically, the specimen geometry and the induced
loading are relatively similar to the ENF specimen testing.

The established testing method in the composite laminate mixed-mode
delamination testing is the MMB [8]. The MMB includes a complex loading jig
where the ratio between modes can be varied — this being an advantage. The
fracture processes of structural joints are typically much more ductile than a
composite interlaminar fracture. This results in having thicker adherends
with which to avoid adherend plastic deformation. Elastic adherend
deformation is typically required for standard material properties to be
evaluated. The increase in the specimen size, in turn, requires higher loading,
which should be taken into account when designing the loading jig. For that
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reason, the adhesive mixed-mode testing should aim for test with simpler
specimens and testing fixture [25].

The target of the testing was also to define the fracture criterion for FM
300-2. Tenchev and Falzon [26] stated that power law exponents are
typically between 1 and 2. Donough et al. [27] applied FM 300-2K in
experiments and an analysis of asingle lap jointand skin-doubler joints. They
used a quadratic power law criterion in their analysis. Kim et al. [28] used an
exponent value of 1 when analysing scarf joints under in-plane loading and
impact. In the current literature, both Donough et al. [25] and Kim et al. [26]
presumed the order of the criterion, i.e. did not find the value of exponent
based on experimental data. Based on literature, power law exponents are
mainly assumed to have value of 1 or 2. The exponent values determined in
this study were less than 1. This means that the typical assumptions used in
the literature do not provide conservative results under mixed-mode
conditions for the current adhesive. The usage of the exponent value of 2
makes the situation even less conservative.

The maximum shear strains determined by DIC were roughly 0.15 and
0.05 in the SLBa and SLBb specimens respectively. The material data sheet of
FM 300-2K [29] provides 0.093 and 0.544 for knee and ultimate strains (knee
of the curve stands for significant change in slope of stress-strain curve).
Duong and Wang provided the values 0.083 and 0.3 for elastic and maximum
shear strains [30]. Here, the maximum measured strains in the SLBa
specimens are close to the linear and knee strains found from literature.
However, there is a difference when compared to the ultimate shear strains.
It can be assumed that, very near the existing crack tip, the strains are higher,
but this cannot be detected by the utilised DIC method due to restricted
spatial resolution. Generally, the stress-strain behaviour of adhesive shear
properties is studied using the TALS specimen. The shear deformation in
these specimens are distributed more smoothly than in the SLB specimens in
this study. Of course, this also minimises the mode | fracturing at the crack
tip, which was not the target of the SLBa testing.

5. Conclusion

In this work, an alternative concept for defining the adhesive mixed-mode
criterion is developed. The approach relies on a simple mixed-mode
specimen design (SLBa, SLBb) that is loaded under the three-point bending
condition. The specimen usage provides two different mode ratios. For a

20



completecriterion, DCB and ENF tests are typically performed alongside each
other — as they are in this work. The fracture criterion for the epoxy film
adhesive FM 300-2 was defined with this approach. The power law criterion
exponents’ values were determined to be 0.58 and 0.85 for modes | and 11
respectively and 0.71 when having equal exponents for both modes. The new
criterion provides lower values under mode-mixity conditions compared to
the typically used criterion with linear exponents.

Here, DIC was applied for the mixed-mode testing in order to understand
the precise mixed-mode loading of the adhesive. Because the DIC was not
able to directly determine strain distributions at the adhesive bond line
(thickness 0.4-0.67 mm), the DIC output was post-processed using adherend
reference points for determining (shear) strains in the adhesive. The
enhanced DIC analysis revealed the opening strains in the SLBb specimen and
inthe SLBa specimen. The comparison of strain components amidst the crack
tip showed that the opening strains (defined by FE and DIC) differ
significantly while the shear strains had good correlation.
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Adhesively bonded joints are used in many applications which are dynamically loaded. Thus, excellent fatigue
properties of adhesives, especially under fracture mode II, are required. The fracture mode II testing of adhesive
is challenging, where the observation of the crack length is complicated. Accordingly, compliance-based effective
crack length definitions avoiding direct observation have been used instead. The experimental crack monitoring
method using digital image correlation (DIC) is studied in this work. The DIC-based monitoring is compared to

the compliance-based method in defining the crack length. The developed DIC-based method is useful to study,
especially, the microcracked adhesive region ahead of the distinct open crack tip.

1. Introduction

A significant amount of research has been conducted to understand
failure in adhesively bonded joints. Static fracture testing has already
taken steps towards standardisation. The testing of fracture mode I has
already been standardised [1], and the mode II-related standard is being
processed. Typically, static mode II testing has been performed using the
method of end-notched flexure (ENF) [2], four-point end-notched
flexure (4ENF), or the end-loaded split (ELS) [3]. The specimen types
have differences in fracture surface friction and stability of crack prop-
agation. Recently, the focus of research has been on the method devel-
opment for fatigue. The testing for fatigue has mainly been performed
using the ENF and ELS specimens.

Fatigue testing of joints is generally more complex than the corre-
sponding quasi-static tests. One of the main challenges in the fatigue
testing of adhesives, especially in mode II loaded joints, is the mea-
surement of the crack length. Typically, the experimental methods are
based on visual observation of the open crack and using magnifying
tools, e.g. microscopes [4]. The visual observation interpretation de-
pends on the observer when the test is performed manually. The manual
observation becomes even less attractive when low load levels are used
and the testing time is increased. Other techniques not dependent on
visual observation are developed, e.g. crack gauges [5]. Clip gauges
have been used to determine the crack length in single-lap shear tests [6]
and double cantilever beam (DCB) tests [4]. In addition, distributed
optical fibre sensors have been used to characterise crack propagation in
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fatigue testing with step-lap specimens [7].

Generally, the physical crack propagation in mode I testing is defined
as the opening of the debonded interface. However, existing plastic
deformation adjacent to the crack tip complicates the definition of the
precise crack length. The damage related to the plastic-deformed crack
tip might result in several micro-crack tips or smear the crack tip beyond
the technique used for observation [8]. On the other hand, the crack
propagation in mode II testing is even more challenging compared to
mode I testing [9]. The mode II crack propagation is seen as a relative
sliding of the originally united components in the debonded interface.
Several studies have excluded the experimental determination of the
crack length in mode II testing. Crack monitoring has been considered
overly labour-intensive and inaccurate [10]. The adhesive properties,
such as plasticity, strain hardening and relaxation, add complexity [11,
12]. The challenges of the crack length have mainly been overcome by
developing numerical post-processing methods using beam theory,
specimen compliance and equivalent crack-based methodologies [8,10,
11,13]. The equivalent crack length analytical approaches have been
developed, including the fracture process zone (FPZ), which considers
the plasticisation and micro-straining [8] at the crack tip regime.

This paper studies a novel approach to characterise crack propaga-
tion using digital image correlation (DIC). The DIC is an optical con-
tactless measuring technique to study surface displacements. The
method is already an established tool and is used in various applications,
which include material testing [14], component testing [15], particle
movement measurements [16] and fracture characteristics [17]. The
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DIC can monitor even tiny details when using an optical setup that can
produce high magnification. Here, we have used the DIC-based crack
monitoring technique for mode II testing for fatigue by using an
ENF-type specimen. However, typically 20-30 mm of crack propagation
is observed in ENF fatigue specimens during a single test requiring a
relatively large field of view from the used setup. For that reason, the
DIC could not be focused locally, only on the crack tip in the adhesive.
Instead, the cracked adhesive region was studied by post-processing the
determined displacement fields of the adherends similar to the previous
work by Jokinen et al. [18]. The crack growth of the epoxy film adhesive
FM 300-2, used to join aluminium alloy adherends, was studied under
three different load levels. The DIC results were compared to the
compliance-based method and the indications by penetrating fluid
study. The main target of the work was to study the applicability of the
developed crack monitoring method based on the DIC measurements of
the adherend deformation.

2. Materials and methods
2.1. Specimen

The ENF specimens in this work consisted of aluminium alloy (Alu-
mec 89, Uddeholm) adherends and the studied adhesive. The adhesive
was epoxy film adhesive FM 300-2 by Solvay, which includes a ther-
moplastic polyester knit carrier. The original aluminium plates were
bonded using two adhesive film layers, and the pre-existing crack be-
tween the layers was made using PTFE film (thickness 20 pm). The
initial crack length (ag) was 0.66 L, where L corresponds to half of the
support span (125 mm). The film-bonded plates were vacuum bagged
and finally cured at 120 °C. The fabricated joined plates were water jet
cut to 15 mm wide specimens with dimensions as depicted in Fig. 1.

2.2. Mechanical testing

The experimental test setup is presented in Fig. 2. A servo-hydraulic
universal testing machine (Instron, 8800) with a 100 kN load sensor was
used to induce the cyclic loading. First, a quasi-static ENF test at a test
rate of 5 mm/min was carried out. Then, force-controlled fatigue tests at
three different loading levels were performed. The maximum load in the
static ENF test was 9674 N, and the fatigue tests were then carried out
using a load level of 50%, 60% and 70% of the static maximum force
(Fig. 3). The slight nonlinearity in the load-displacement curve prior to
the load maxima is presumably due to the initiation of the plasticised
region’s formation at the pre-crack tip. Three specimens were tested per
loading case. The applied R-ratio was 0.1, which was used to avoid total
load removal because it is known to decrease the specimen’s movement
in the test jig. The loading spectrum (waveform) consisted of a repeating
series of 16 sinusoidal cycles at the frequency of 4 Hz followed by a 1-s
static hold at the maximum force (Fig. 3), which was first screened to be
suitable parameter spectrum in terms of the performance of the used
measurement devices. It should be noted that the spectrum must have
the short hold at the maximum load at selected cycle intervals, otherwise
the type of cycling can be chosen freely.

2.3. Fracture surface characterisation
The fatigue tests were run until the crack in the adhesive layer had

Pre-crack

108 |

3 0

Fig. 1. The ENF specimen’s dimensions (in mm) in this study.
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Fig. 2. The experimental test setup in this work.

visually propagated near the central loading pin. After the fatigue tests,
the adherends were manually torn apart, and the fracture surfaces were
studied visually. For two of the fatigue tests, the loading was stopped
after the visually-observed crack had propagated several millimetres.
The cracked area of the specimens was studied using a penetrating fluid
(MR® 68NF, MR® Chemie GmbH, Germany). The penetrating fluid was
applied by spraying it over the same surface of the specimen observed
during the fatigue test (for crack propagation). The excess penetrating
fluid was wiped off after 10 min, and the developer fluid was sprayed on
the surface. The adherends were torn apart, and the developer fluid was
sprayed onto the revealed fracture surfaces. Finally, the fracture surfaces
were studied using the optical profilometer (Alicona InfiniteFocus G5,
Bruker).

2.4. Equivalent crack length concept

The crack length during the tests was determined using the equiva-
lent crack length-based theorem [19-21]. In the theorem, instead of
trying to detect the visible changes in the crack length (a), the effective
equivalent crack length (a,) is used to characterise the crack propaga-
tion. The equivalent crack length is calculated utilising the changes in
the specimen compliance as the crack propagates. The equivalent crack
takes, by theory, into account not only the distinct observable visual
crack length but also considers the effect of the FPZ ahead of the distinct
crack tip. The FPZ, in the vicinity of the crack tip, is difficult to observe
visually, but it affects the material’s mechanical performance. Thus, FPZ
also affects the compliance of the specimen that is being measured. The
equivalent crack length was determined using the Compliance-Based
Beam Method (CBBM) [22] as

Corr 5 2(Cim 7
= A+ Mgy = | )+ S (S 1| L 1
et Adee [Cm,,,, 03 (C‘W ) ] ™
where
3L 3L
Cum‘:Cim and Clbuu‘l - c) - m (2)

In the above equations, C and Cy denote the current and initial (i.e.
pre-crack state) compliances of the specimen determined from the load
and mid-point deflection data. ap is the initial crack length, L is the span
length of the specimen, and G, b and h are the shear modulus, the width,
and the height of the single adherend, respectively. When using the
CBBM, q, is evaluated purely from the load-deflection data, excluding
the need to measure any exact crack length.
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Fig. 3. a) The maximum compression loads used in the sinusoidal loading applied in fatigue testing based on the load-displacement curve of the quasi-static ENF test.

b) The repeating unit of the loading spectrum for the 60% loading case.

2.5. Digital image correlation

A three-dimensional DIC setup was used to study the adherends’
deformation in a specified (surface) area between the central loading pin
and the initial pre-crack. The DIC method is based on tracking the
movement of small facets (subsets) to which the studied digitised surface
images are divided [23]. The locations of the identified subsets are
tracked from image to image using so-called correlation algorithms.
From the result, the full-field displacement vectors of the studied surface
can be calculated. The resulting full-field data can finally be derived into
the desired quantity of interests, such as strains or velocity.

Each subset must have a unique pattern to be distinguishable from
the other identified subsets. In order to accomplish this, a thin random
black and white pattern was applied over the selected ENF specimen’s
surface using matt paints and foam rollers. The 3D DIC system consisted
of two 5 MP cameras with 50 mm objectives (using an aperture of F11)
and pulsed LED flashes. The recording rate was 0.2 Hz, and the image
exposure time was synchronised with the test machinery so that an
image pair with the two cameras were taken at every static hold step at
the maximum load and throughout the fatigue test (see Fig. 3). The
calibrated setup resulted in a scale factor of 0.0236 mm/px. The DIC
analysis with the images was carried out using Davis 10.0.5 software
(Lavision, Germany). The matching criterion was the zero-normalised
sum of squared difference (ZNSSD), and affine shape functions were
allowed for the subsets. A 6th-order spline was used as the interpolation
method. The subset and step sizes were screened first to achieve good
spatial resolution and, simultaneously, to keep the noise at a reasonable
level. Finally, 35 px and 11 px values were used in the analysis.

2.6. Post-processing of DIC data for crack length

The specified area of interest was selected to cover the area between
the central loading pin and the pre-crack tip, i.e. the region where the
crack can propagate during a test. The 3D DIC provides the full
displacement and strain fields over this area. However, due to the large
field-of-view and the resulting mm-to-pixel scale factor, the DIC setup
and the analysis parameters yielded a larger virtual strain gauge size
(VSG) (57 px or 1.34 mm) than the thickness of the adhesive layer. In
other words, the spatial resolution of the applied setup was too low to
measure the actual strain values directly (in a reliable manner) in the
adhesive. A small VSG size, close to the used thickness of the adhesive
layer, could have been achieved by decreasing the subset and step sizes
during the analysis. However, it is challenging to ensure that the strong
deformation gradients at the adhesive-adherend interfaces, and the
damaged adhesive region in front of the distinct crack would not have
specimen-wise effects on the derived DIC-based strain values in the
specimen. Also, decreasing the subset size will result increased noise in

the derived strain. Because an automated and objective method for
monitoring the crack propagation was aimed, as presented schemati-
cally in Fig. 4, the direct method to derive the crack tip position basing
on the DIC-based strain field was not considered feasible.

Fig. 5a depicts the patterned surface of an ENF specimen, which
shows the pre-crack location and the approximate location of the
instantaneous crack tip in a fatigue test. Visually defining the exact crack
tip location is difficult, if not impossible. This is especially true in mode
II dominant tests, although the applied thin white paint over the spec-
imen surface makes the visual detection slightly easier (than without
any paint). Instead of studying the computed strains directly in the ad-
hesive layer, the developed crack tip detection method is based on
measuring the local displacement vectors of both adherends (upper and
lower) near the adhesive layer. More precisely, the displacement vectors
of the two adherends are derived along two lines (of data collection)
defined by an equal distance from the adhesive layer’s centre line (here
1 mm), as presented in Fig. 5a. A recent study used a similar technique to
determine the shear and opening strains of the adhesive layer under a
mixed-mode loading [18].

The method of defining the crack tip location is illustrated in Fig. 5b.
Fig. 5b shows the displacement in the y-direction (vertical) for the upper
and lower adherends after the first block of the repeating cycles of the
test (i.e. initial), and after 3000 cycles. A video presenting the adher-
ends’ displacement over a single fatigue test is found in the Supple-
mentary data. The separation (Ad = dupper — diower) between the
displacements of the upper and lower adherends is determined along the
whole adhesive line (inside the specified area of DIC measurement). In
the beginning of a test, the initial pre-crack tip location can be visually
observed (confirmed). The separation in the adherends’ deformation at
the pre-crack location, under the initial hold at the maximum force after
the first block of cycles, is used as the definite threshold value repre-
senting the crack position. This threshold is used to determine the DIC-
based crack length or, in other words, the position of the DIC-based
equivalent crack tip location.

A MATLAB script was written to find, from each curve, the ‘hori-
zontal’ location (x), where the same Ad is observed as at the pre-crack
tip at the start of the test (hold at the load maxima). Both the separa-
tion of sliding (x-direction) and opening (y-direction) deformations, as
the basis for the crack tip detection, were studied. It should be noted that
the curvature of the specimen was not taken into account here. Still, its
effect on the determined displacements at the adherends’ surfaces (in
the specified region) can be considered negligible due to the large radius
of the specimen curvature.
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Fig. 5. a) A propagating crack during a fatigue test (the specimen with a DIC pattern). The red and blue lines show the data collection along which the adherend’s
displacement for further DIC analysis is exported. b) The principle for the method is to determine the instantaneous crack location from the adherend’s (opening)
displacement. The ‘initial’ refers to the measured status at the first hold in the load maxima (i.e. cycles = N = 16).

3. Results and discussion
3.1. Fracture surfaces and penetrating fluid experiments

The fatigue tests were continued until the crack, by visual observa-
tion, propagated right below the central loading pin. All the specimens,

the glued adherends, were torn apart after testing, and the fracture
surfaces were optically studied. Representative fracture surfaces for

Upper 50% Lower 50%

Upper 60% Lower 60%

three different fatigue load levels are shown in Fig. 6. In addition to the
tested specimens, a fracture surface after a quasi-static ENF test is shown
for comparison.

The pre-crack was formed between two layers of film adhesive dur-
ing the specimen fabrication. The fracture surfaces indicate that the
crack propagated closer to the upper adherend (surface), as observed
similarly in other studies [24]. In most of the specimens, the crack found
its way from the adhesive layer’s centre line towards the upper

Upper 70% Lower 70% Upper static Lower static

Fig. 6. (Above) The fracture surfaces of the fatigue-tested specimens (load levels of 50%, 60%, 70%) and a quasi-static tested ENF specimen. (Below) An optical
image is taken from a cross-section of a tested specimen (50%). The red bar presents the approximate distance (1.365 mm) from the pre-crack tip to the stable crack
path point near the upper adherend. The blue line presents the thickness of the adhesive layer (0.592 mm).
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adherend’s surface just after a few millimetres of propagation (Fig. 6).
Although the fracture propagated very near the upper adherend, the
failure mode is still cohesive for every test based on adhesive residue.

Two fatigue tests at the load level of 60% were stopped before the
visually detected crack propagation below the central loading pin. The
first test was stopped after 1500 cycles, and the second after 2000 cycles.
These specimens were studied using the penetrating fluid method, and
the analysis images are shown in Fig. 7. The pre-crack tip is located on
the right-hand side of the image, and the crack has propagated to the
left. The fracture surfaces of the specimens can be divided into three
regions: 1) the white region on the left, 2) the pink-tinted region in the
middle, and 3) the dark purple region on the right. The white colour
indicates the fracture surface where the penetrating fluid had not
migrated, i.e. where the adhesive had been entirely intact when the
penetrating liquid was applied. The dark purple colour indicates the
region where the penetrating liquid had flown readily, i.e. there was a
distinct crack. In the pink-tinted region, the assumption is that the
amount of the penetrating liquid had been significantly lower than the
location of the distinct crack with the well-penetrating liquid. However,
as some liquid had penetrated through the specimen in the width di-
rection (from one surface and up to the opposite surface), there must
have been continuous cracks (or micro tunnels) throughout the adhesive
layer in the width direction of the specimen. The lengths determined
based on the colour categories are presented in Table 1. The observed
non-uniformity of the pink-tinted region, in the width direction of the
specimens, is presumed to have formed due to fabrication-based voids in
the adhesive layer.

3.2. Results based on the compliance-based approach

When the crack propagates, it results in a decrease in the bending
stiffness of the ENF specimen. Thus, crack propagation increases the
specimen’s measured compliance. As the tests here were performed with
the force-controlled movement, the deflection of a specimen increases
with the crack propagating. An example of the change in the mid-point-
related deflection (measured at the point of maximum force per cycle) is
shown in Fig. 8a. The equivalent crack length curves for different load
levels, determined by using the compliance measurements and Eq. (1),
are depicted in Fig. 8b. The tests were stopped intentionally when the
crack was visually estimated to be propagated near the central loading
pin.

In general, the shape of the curves remains similar, and the decrease
in load level shifts the equivalent crack length towards a higher cycle

Pre-crack

5 mm

Fig. 7. The fracture surface of a fatigue test specimen after the adherends have
been torn apart (60% load level) and after the application of penetrating fluid.
Two examples are shown: a test stopped after a) 1500 cycles, and a test stopped
after b) 2000 cycles.

International Journal of Adhesion and Adhesives 122 (2023) 103332

Table 1
The crack lengths determined with different methods for the specimens stopped
after 1500 and 2000 loading cycles.

Specimen  Penetrating Penetrating Effective DIC, DIC,
fluid, purple fluid, pink- crack opening- shear-
(crack) area tinted length a, based based
[mm] (microcracked) [mm] [mm] [mm]
area [mm]
Loading 4-5 17 3.5 19 7
60%,
1500
cycles
Loading 11-13 22-32 10 30 21
60%,
2000
cycles

count. The specimen-wise scatter in the crack propagation behaviour
increases with the decreased load level. The curves show that, for
approximately the first 5 mm, the value of a, propagates with a highly
nonlinear growth rate. After this regime, the crack propagates at a
steadier rate until a, reaches approximately 22-25 mm. Basically, this
crack (length) shows the point where the compression—caused by the
central loading pin—starts to cause compressive normal stress at the
adhesive. This behaviour has been explained to hinder self-similar crack
growth [10]. The compression in the loading direction can also be seen
in Fig. 5b, where the deformation curves of the adherends, determined
using the DIC-based displacements, are shown. The normal stress at the
adhesive changes from small tensile stress to compressive stress at a
distance of approximately 22 mm from the pre-crack. In addition, this
location is near the point of the ultimate valley of the deformed shape of
the specimen under bending.

3.3. Results based on the DIC-based approach

Fig. 9 shows the progression of the determined separations (Ad)
determined from the opening and shear deformation data (i.e. in y- and
x-directions of the adherends) along the adhesive line during a fatigue
test. The black dots in Fig. 9 present the points for a proceeding test,
where Ad (either opening or shear direction) having the defined
threshold value representing the crack tip is observed. To sum up, this
data presents the location maps where the deformation state at the
adherends (over a test) is similar to the initial condition (at the vicinity
of the pre-crack location).

At the beginning of a test, the opening-related Ad is naturally very
small. Still, as the test proceeds, a more prominent separation is formed,
and the curves’ shape changes. Fig. 9b shows the procedure results but
determined from the shear deformation (namely based on the dis-
placements in the x-direction).

3.4. Sensitivity of the DIC-based approach

Fig. 10 depicts the determined crack propagation using the opening
and shear data versus the cycle count for a median specimen (60% load
level). It is interesting to see the effect of the threshold on the detected
crack length, which was used to define the original crack tip. The sep-
aration value (Ad) for the pre-crack location, after the first repeating
loading cycle (‘Initial’ point), is the reference against which the accu-
mulating data is analysed in the method. The crack-defining threshold
can technically be freely selected. The results show that the method,
when based on the shear separation, is highly sensitive to the used
threshold value. However, the effect is much less for the crack length by
the opening-based data.

The normal strain (in the y-direction, matching the loading direc-
tion) in the aluminium adherend is negligible during the bending of the
ENF specimen in this study. Therefore, the measured displacement
separations (Ad values) in the y-direction due to the progressing crack in
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Fig. 8. a) An example for the maximum deflection data of the specimen’s (60% load level) middle point versus the cycle count. b) The equivalent crack length (a.) for

different load levels.
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Fig. 9. Displacement separation curves along the adhesive (line) as a function of cycle count (60% load level). The black dots present the location of the instan-
taneous equivalent crack tip defined based on the initial separation threshold based on a) opening and b) shear displacement.
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Fig. 10. Crack propagation curves and the effect of the crack-defining threshold when using a) the opening data; b) the shear data (60% load level).

the adhesive originate practically only due to the changes in the adhe-
sive layer. Thus, the exact (y-) distance of the extracted displacement
vectors at the adherends (distance from the adhesive centre line) has an
insignificant effect on the DIC-based method when using the opening
data. This is illustrated in Fig. 11, where the crack propagation length,
obtained using the adherend deformations extracted at two different (y-)
distances (1 mm and 3 mm), are shown. Again, the shear data-based
results show a high sensitivity for the selected distance.

The minimum distance where the adherend displacements can be

derived is significantly affected by the parameters used in the DIC
analysis and, especially, by the subset size. Basically, the distance must
be more than half of the adhesive thickness plus half of the subset size
(here 0.71 mm). When this condition is fulfilled, the local displacement
information for the DIC analysis is obtained only on (pixels of) the
aluminium adherend outside the adhesive-adherend interface (affine
deformations assumed).
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related to opening and shear deformation.

3.5. Comparison of the approaches to detect the crack length

The crack lengths determined using the two approaches for a typical
(median) test specimen (at 60% load level) are shown in Fig. 12. The
trend of all the curves is similar, resembling an S-curve. In these S-
curves, a clear increase in the crack propagation rate is detected after the
first essentially linear propagation phase. However, the crack propaga-
tion curves between the DIC and CBBM approaches still differ
significantly.

Although challenging, by careful pure visual observation of the
recorded (camera) images, the position of the crack tip or, at least, the
plasticised adhesive can be manually estimated at the painted specimen
surface. This basically forms a third method of determining the crack
length. By comparing the methods, the visual observation of the crack
matches best with the DIC-based method using the opening
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Fig. 12. Comparison of the crack propagation (length) determined with three
different methods.
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displacement data. On the other hand, the shear displacement-based DIC
method matches quite accurately with the CBBM results. The CBBM
shows the shortest determined crack length.

The crack lengths of the tests stopped after 1500 and 2000 cycles,
determined with the different methods, are shown in Table 1. It can be
seen that the CBBM results in comparable values with the values ob-
tained via the analysis of penetrating fluid. More specifically, the data
matches the dark purple region in Fig. 7. The opening data-based DIC
resulted in comparable values with the pink-tinted region. The crack
lengths detected with the different techniques for the specimen loaded
for 2000 cycles are illustrated in Fig. 13, together with optical micro-
scopy images. The distinct crack, close to the upper adherend (seen in
close-up 2), is visible approximately to the same point (distance) as
given by the compliance-based equivalent crack length (point B). The
region between this point (point B) and the point given by the length
result of the opening data-based DIC method (point E) shows a clear
repeating, inclined cracking pattern in adhesive. Basically, this region
also corresponds to the pink-tinted region observed using the pene-
trating fluid.

According to the results, the developed opening-based DIC method
reveals thus the region of the adhesive, in which permanent damages in
the adhesive have occurred due to the cycled loading. On the other hand,
the length of the distinct, continuously open crack can be estimated well
with the CBBM. The shear-based DIC method seem to correlate with the
CBBM, but the method is highly sensitive on the analysis parameters
hindering its use. The considered methods to monitor the progressing
crack in fatigue loaded ENF test are summed up in Fig. 14.

3.6. Remarks on the DIC-based opening separation

The opening (between adherends) in an ENF test is not intuitive
when pure mode II loading is considered. However, small ‘opening’
deformations have been documented originating from the phenomena
due to the micro-cracked and segmented adhesive [25], and the
roughness of the fracture surfaces [21]. Basically, non-zero damage
(preceding the crack tip) and Poisson’s ratio less than 0.5 of the adhesive
will also have to open the stiff adherends after cracking. The opening
deformations observed by DIC can also partly be explained by contact
surface roughness when there is no perfect match in the contact of the
adherend surfaces encountering shear-induced sliding. The ENF spec-
imen has a pre-existing crack tip made by a release film strip. Based on
our observations, it is pretty typical that the fabricated pre-crack plane
has some waviness. The waviness is formed due to the unbalanced
shrinking of the (PTFE) release film during the adhesive curing process.
This waviness at the specimen end region can clearly be detected after
tearing apart the adherends, as depicted in Fig. 15. It should be noted
here that the opening by the waviness balances out when the

Crack propagation direction
UM Sh——

Fig. 13. An optical image of the adhesive layer after the fatigue-tested spec-
imen showing various locations for the detected crack (lengths) with different
methods. The loading level was 60%, and the test was stopped after 2000 cy-
cles. A = pre-crack location, B = effective crack length, C = crack with pene-
trating fluid and purple colour, D = the minimum length of ‘FPZ’ with
penetrating fluid creating a pink-tinted region and E = crack length with DIC
opening-based data.
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Fig. 14. Summary of the compared methods for the crack tip monitoring in ENF fatigue test.
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Fig. 15. A profilometer image of a lower adherend’s portion of the fracture surface (top) and the line contour shows the height profile (bottom). The right-hand edge

is the specimen end, and the crack has propagated to the left from the pre-crack.

crack-defining threshold is selected specimen-wise in each test.
3.7. Formation of the fracture process zone (FPZ)

The FPZ is the established designation to define the non-negligible
region ahead of the distinct crack tip where the material has already
undergone softening damage. The damage can happen by different
means, including plastic deformation, microcracking, crack-branching,
microvoid formation and possible fibre bridging [22,26,27].

The results of this study revealed that extensive microcracking was
prominent in the adhesive layer after testing (the inclined cracks in
Fig. 13). The woven carrier is a feature of the adhesive film product that
can increase the likeliness of microcracking. It is suggested here that the
interfaces between the filaments of the polyester carrier and epoxy are
prone to microvoids. In practice, microcracking and damage function as
the desired toughening mechanism and also increases the size of the
FPZ.

The microcracked region was visually detected here during and after
the tests. However, accurate length measurement for FPZ is ambitious.
The penetrating fluid indicated a rather distinct region between the open
crack (purple colour) and the undamaged region. It is suggested here
that this region (the pink-tinted region) is the microcracked region.

Due to the FPZ, unambiguous detection of any ‘true’ crack length is
practically impossible [3]. Eventually, this fact complicates the analysis
of the ENF tests since the size of the FPZ affects the resolved fracture
energy. The effective crack length (a.) determined with the CBBM in-
cludes, by theory, also the FPZ because the derivation of a. bases on the
measured (real) changes in the flexural rigidity of the ENF specimen
(including the FPZ) [22,28].

3.8. Separated adherend zone (SAZ)
The DIC-based method presented here analyses crack propagation

according to the measured adherends’ separation. The determined
(crack) length for opening data, i.e. the separated adherend zone (SAZ),

shall be distinguished from the CBBM results with the FPZ. From the
mechanical point of view, the SAZ, depending on the threshold and for
the ENF specimen, makes the separation of the adherends more prom-
inent whenever damage or plastic deformation of adhesive occurs. With
the current formulation, the SAZ does not distinguish if the separation is
due to the propagation of any ‘true’ crack or the expanded plasticised or
damaged region in the adhesive layer. The penetrating fluid, however,
indicated a good correlation between the length with the microcracked
region and the SAZ.

Fig. 16a depicts the effective crack length curves (60% load level)
determined by the CBBM and DIC-based methods. The difference be-
tween the two methods is presented in Fig. 16b. The result suggests that
the SAZ begins to develop first. It is presumed to originate due to the
plastic deformation and microcracking of adhesive ahead of the origi-
nally blunt pre-crack tip (i.e. nucleation). However, this first phase does
not affect the measured compliance (within experimental scatter) nor
the effective crack length a, by the CBBM. When the SAZ reaches 11 mm,
the effective crack length determined by the CBBM increases, this in-
crease is assumed to originate due to the formation of a coalesced crack
in the adhesive (near the upper adherend surface in this study). There-
after, the FPZ and the SAZ increase at different rates. The difference
curve (Fig. 16b) indicates that the length of the SAZ (in front of the FPZ)
increases as the test proceeds. This indicates that the length of the
deformed adhesive (its zone ahead of the crack) is not exactly stable, but
increases as the crack propagates during an ENF test.

In Fig. 16b, a clear change in the curve is observed at 4000 cycles,
which equals the SAZ and FPZ lengths of 24 mm and 6 mm, respectively.
The distance of 24 mm is also the location of the valley point in the
deformed shape of the ENF specimen because of the unsymmetrical
deformation due to the pre-crack (Fig. 5). Around this valley point, the
value of normal strain in the loading direction in the adhesive layer
changes from tensile strain to compressive strain. The observation in-
dicates that when the microcracked adhesive region propagates and
reaches the valley point of the bent specimen, the slope of the crack
propagation rate determined by either of the methods significantly
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Fig. 16. a) Determined effective crack lengths with the FPZ (by the CBBM) and SAZ (by the DIC-based adherend opening). b) The difference between the CBBM and

the SAZ-crack lengths.

increases. The behaviour was similar in all the tests with different load
levels. Therefore, the development of the damaged or plasticised adhe-
sive region tends to affect the crack propagation rate of the ‘distinct’
crack determined by the CBBM.

4. Conclusion

The work focused on characterising crack propagation in FM 300-2
epoxy adhesive film under fatigue loading using the ENF specimen.
The crack propagation in the ENF test is shown as sliding at the
debonded interface when there is mode II loading. The sliding is
exceptionally challenging to observe visually. Moreover, the precise
crack length definition is not unambitious due to the damaged large
region ahead of the distinct crack. In this work, the applicability of a
DIC-based approach is developed and analysed in detail. Instead of
aiming to detect the distinctly visible crack, the new approach uses the
adherends’ deformation to define the damaged region in the adhesive by
studying the introduced specimen's separated adhesive zone (SAZ). The
applicability of both opening (vertical) and shear (horizontal) defor-
mation of the adherends was considered. The reference results were
provided with the established CBBM method. In addition to the devel-
oped approach and the CBBM, penetrating fluid measurements were
performed to study the developed crack in the adhesive layer.

Based on this work, the following conclusions can be made:

e The DIC measurements indicated small opening deformation be-
tween the adherends of the ENF specimen. The observation was used
in defining the damaged adhesive region in the specimen.

e The crack monitoring was achieved with the established SAZ-defined
crack tip.

e The DIC-based method estimates a larger crack length than the
CBBM.

e The penetrating fluid measurements indicated two different regions
at the specimen fracture surface. The intensively penetrated region
agreed with the CBBM results and was verified as the distinct crack
length. The less penetrated region agreed well with the DIC method
with the opening data and is suggested to denote the damaged
microcracked adhesive in ahead of an open crack tip.

The length of the microcracked region ahead of the distinct crack

increases as a fatigue test proceeds. However, it does not obviously

affect the compliance of the bent ENF specimen. On the other hand,
its size was eventually observed to affect the propagation rate of the
distinct crack in fatigue-loaded ENF specimens.
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