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"The secret of getting ahead is getting started. The secret of getting
started is breaking your complex overwhelming tasks into small man-
ageable tasks, and then starting on the first one."

Mark Twain
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ABSTRACT

Nowadays large scale data gathering is more common than previously, enabled by
faster communication channels. In an Internet of Things (IoT) ecosystem, different
kinds of sensor systems collect a huge amount of data from different environments.
The first steps when starting to build a data gathering system are complex and chal-
lenging. This thesis provide guidelines for making a start. More specifically, this
thesis describes data gathering with sensor devices and building a system.

In this thesis, the issue is approached using the design science method. At first,
the problem was identified and divided into sub-questions. After determining the
objective, the design of the prototype systems and development for data collection
began. The developed systems were evaluated, documented, and the findings were
published. During this thesis research work, more than ten prototype systems (most
of which are discussed in the thesis) were built for gathering data from different en-
vironments.

The results and contributions of this thesis are divided into three IoT data gather-
ing prototype development sections: sensor node architecture, a framework for IoT
prototype development, and a process model for prototype development.

The sensor node architecture section introduces the abstract models developed
for data gathering: multi node and single node architecture models. The main com-
ponents are described: the sensor node, master node, communication, and the Inter-
net as a communication channel for user applications. Furthermore, the purpose of
the models and possible applications as a data collection tool are presented.

The framework section introduces the Software / Hardware (SW/HW) frame-
work for IoT data collection. The framework categorizes prototype systems into
three different types of construction, depending on the use case. Type 1 suits large
amounts of data from a few sensor nodes. Type 2 collects simple data from sev-
eral points with separate sensor nodes. In Type 3, smartphones are used as the data
gathering sensor devices. In addition, several prototype applications with suitable
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software and hardware components are presented.
The prototype development process section introduces theDescriptiveModel for

the Prototyping Process (DMPP). The process model brings together IoT prototype
development practices that have been applied in research projects between university
and enterprises.

These contributions were verified and validated by developing several data gath-
ering prototypes. The architecture model and the framework were used in several
prototype systems. The approach entailed setting a target, designing a measuring
system, finding suitable tools, building the system, and evaluating the results. This
prototyping took shape in similar processes, and was modeled into the descriptive
model for the prototyping process itself.

The main results of the research and the thesis can be used as a guideline to make
it easier to develop data gathering applications for an Internet of Things ecosystem.
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ment of prototype systems for gathering data on the research
subjects of energy saving in the area of real estate and housing.
The author’s contributionwas to introduce the ideas about an In-
ternet of Things (IoT) prototype development framework. The
other co-authors give valuable feedback to improve and revise
the study. The author was the principal author of the publica-
tion and the article was an extension of a study by Saari et al.,
2019b.

Publication VI The article introduces a special software/hardware framework
for data gathering systems to be used in IoT related systems. Also,
the development process for IoT data gathering is introduced.
The software/hardware framework was created by the author
alone. Co-authors gave valuable feedback to improve and revise
the article. The article is an extension of peer reviewed confer-
ence publication Saari, Rantanen and Hyrynsalmi, 2020 which
was presented at the IEEE International Conference on Intelli-
gent Systems: Methodology, Models, Applications in Emerging
Technologies in August 2020 by author.
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Publication VII The article presents an implementation of university – enter-
prise collaboration in prototype development described bymeans
of process modeling notation. The focus is onmodeling the soft-
ware prototyping process in a research context. The author was
the principal author of the publication and co-authors give valu-
able feedback to improve and revise the article. The paper was
presented by Jere Grönman at EJC 2020, the 30th International
Conference on Information Modelling and Knowledge Bases in
June 2020.

Publication VIII The article presents an implementation of university – enter-
prise collaboration in prototype development. It focuses on the
present usability and evaluation of theDMPPmodel in theKIEMI
project. The author contributed to evaluating the suitability of
DMPP in this kind of research environment. Janne Harjamäki
contributed with his knowledge the enterprise collaboration the
related aspects of research. The other co-authors give valuable
feedback to improve and revise the article. The author of this
thesis presented the work at EJC 2023, the 33rd International
Conference on Information Modelling and Knowledge Bases in
June 2023.
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1 INTRODUCTION

Nowadays data gathering is very common. Commercial sensor systems of differ-
ent kinds collect a huge amount of data from different environments. This thesis
presents guidelines for building sensor devices for various environments. These
guidelines were tested with several data gathering prototype systems in different
projects carried out at Tampere University.

This thesis follows the research timeline. First, a wireless sensor network for
data gathering is examined. This is done with prototype systems where the sensor
node plays the main role. Also, the architecture model for a data gathering sensor
node is presented. Second, the development of the architecture model into a sensor
node framework is continued. The architecture model is an abstract tool for select-
ing different components and the framework is a more detailed approach, which
gives examples of possible existing product components. The framework consists of
software and hardware components, and is tested with the data gathering prototype
systems that are developed. Third, the focus changes back to modeling – modeling
of the development process. This is done by selecting four prototype systems, iden-
tifying their main factors, and modeling the process. Thus, the last part of the thesis
focuses on the model of the prototype system development process.

1.1 Motivation

The Internet of Things (IoT) refers to the expansion of Internet services, connect-
ing everyday physical objects to a network. This connection between a network
and physical objects makes it possible for the things (devices) to interact with each
other and cooperate with their neighbors to achieve common goals (Atzori, Iera and
Morabito, 2010). According to predictions made by GSMA Intelligence (GSMA In-
telligence, 2020), there will be about 24 billion IoT devices by 2025.

The first mention of the term ‘IoT’ is said to have come from Kevin Ashton in
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Figure 1.1 The big picture. A few technologies or components commonly used in the thesis have been
added to the figure.

1999 (Ashton, 2009). Several research papers have been written about IoT and what
it includes. Barr (2020) defines IoT as "including mobile devices to vehicles, home
appliances and other products that connect, communicate, and exchange data over
the Internet." A survey of the areas of “Internet of Things” was made by Atzori,
Iera and Morabito (2010). The basic features of sensor networks were compiled in a
survey conducted in Akyildiz, Sankarasubramaniam and Cayirci (2002).

Despite the above-mentioned studies, IoT could be understood to mean several
types of systems. In this thesis, the term IoT refers to the system illustrated in Figure
1.1 where it consists of sensors, the data gathering modules, data connection, the
Internet capable technologies to transfer data, and data storage, the cloud system to
store data. The users are provided with the stored data.

This research work originated from the idea of gathering data and using the gath-
ered data to deliver information to interested parties. There are several threats in
a world where information could save human lives - threats like tsunamis, volcanic
eruptions, and earthquakes. In Finland, threats of this kind are not part of everyday
life, but there are areas, like Japan, where they are. This research started in collab-
oration with Keio University. They had an interest in using the ideas we developed
in the area of delivering of emergency messages using mobile phones (Sillberg et al.,
2009).

Thus, the starting point of the research began with the idea of gathering data for
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an emergency alert system. The idea was to collect data from as many points as
possible, analyze the data, and try to recognize anomalies. Furthermore, anomalies
would cause an alert and the alert messages would be sent to the people in the area
where the anomalies occurred. (Publication I)

At the beginning of the research process, other possibilities for utilizing IoT in-
formation in the university environment were identified. IoT research in universities
is quite wide, starting from IoT teaching with the devices by testing and program-
ming (Saari et al., 2015b). The ability to collect, analyze, and use IoT data offers a
large amount of research targets, which are highlighted in studies by Saari, Baharudin
and Hyrynsalmi (2017) and a study focused more on communication technology by
Saari et al. (2018).

The termsmodel andmodeling are mentioned in this research several times. This
shows the influence of the author’s learning and research environment in the Pori
unit of Tampere University. Jaakkola, Henno and Thalheim (2016) raised the ques-
tion "Why Information SystemModeling Is Difficult?" The thesis clarifies the mod-
eling issues given below, starting with the research questions.

1.2 Research questions

This thesis claims that it is reasonable to combine wireless sensor network (WSN)
node modeling, a framework for prototypes, and a process model of prototype de-
velopment. The claim is based on the finding of this study that all these aspects are
needed to build the data collection prototype system to achieve a successful outcome.

Based on these considerations, the following research question was defined:

How to construct a system architecture model of wireless sensor network nodes and

process models for the prototyping process to efficiently develop data gathering for

IoT applications?

This sentence combines the main components of the research focus. This main
question can be divided into three sub-questions:

RQ1: What kind of sensor model architecture can be developed for data gathering
in a wireless sensor network?
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RQ2: How can IoT data gathering be generalized into a framework of required soft-
ware and hardware components?

RQ3: What kind of process model can be developed from prototype development
practices that have been applied in research projects between university and
enterprises?

The first sub-question was based on the following hypothesis: It is possible to
generate a multi-purpose sensor node model for the gathering, pre-processing, and
storage of different kinds of data. This multi-purpose model enables faster system
development and provides guidelines for the design of the internal structure of sen-
sors. The focus of the hypothesis was to construct an architecture model for a WSN
sensor node that combines software and hardware components.

Further, the hypothesis was tested with several prototypes in which the hardware
and software used were described. The hardware components were off-the-shelf (or
in other words "ready-to-use") devices such as a single-board computer (SBC), smart-
phone, single-board microcontroller (SBM), communication modules, sensor mod-
ules, power supplies and similar. The software components were open source or free
to use software, and some devices also included dedicated software. These topics are
handled and tested with prototype systems in more detail in Publications I-III. The
objectives and answers to the research questions are clarified in Chapter 3 of this
thesis.

The second sub-question was constructed from the following hypothesis: It is
possible to generalize the software and hardware components used from IoT and
data gathering prototypes into a framework that can be used in manyways for differ-
ent purposes (e.g., for energy, heating, and electricity savings (Publication V). The
framework for data gathering is a combination of software and hardware, which
is the focus of Publication VI. The answers to these sub-questions are presented in
Chapter 4.

The third sub-question was the conclusion of previous research and based on the
following hypothesis: There are prototype development practices that can be mod-
eled in a process model for use in collaboration between research institutes and en-
terprises. This topic was researched using earlier prototype development processes
in university - enterprise collaboration and by identifying the main factors, which
were role, activity, resource, and artifact. The development process is modeled in
Publication VII; its implementation is described in Publication VI. Publication VIII
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evaluates the usability of the developed model in a university research project. The
process and the model are presented in Chapter 5.

1.3 Scope and contributions

The scope of the thesis concentrates on selected IoT-related topics (1.2). The scope
of the thesis (blue ellipse) is centered on the sensor node and its modeling. Several
prototypes were made and finally the development process itself was modeled.

In addition, four major themes were involved: modeling, WSN, software design
and hardware design. These themes are only partially addressed in the thesis, depend-
ing on how each of them was needed to complement the prior knowledge. These
topics are clarified in Chapter 2 with related studies. The topics outside of the blue
ellipse are not covered in detail in this thesis. However, the out of scope topics were
handled in the research papers that support the concept of the thesis.

Several IoT-related applications were created during the study. The research theo-
rem and research questions were defined in relation to these data gathering prototype
applications. The answers were found to the research questions; the main contribu-
tions and results of the thesis are as follows:

• TheArchitecture model refers to the SN orWSN data gathering sensor node
architecture. The architecture consists of software and hardware components,
and their interconnections on an abstract level. The two architecture models
developed for the sensor node are presented in the first three Publications I-III
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and Chapter 3.

• The Software / Hardware (SW/HW) framework generalizes prototype de-
velopment into groups of required software and hardware components; more
precisely, the framework defines the guidelines for constructing prototype sys-
tems to collect data for different purposes. Publications IV-VI and Chapter 4
focus on the SW/HW framework.

• The Descriptive Model for the Prototyping Process (DMPP) is the pro-
cess model developed from the prototype development practices applied in
research projects between the university and certain enterprises. Publication
VII introduces the modeling of the process and presents the DMPP. Further,
Publication VI combines the DMPP with the context of the SW/HW frame-
work. The last publication, Publication VIII, evaluates the usability of the
developed model in a university research project. The DMPP is presented in
Chapter 5.

In this thesis, the DMPP combines the developed architecture model and the
framework with the prototype development process model (Figure 1.3). In the first
phase (1. Define Requirements) decisions must be made by the developer team:
What do we want to measure? After this decision, a suitable architecture model
for the data is selected. This provides the basic requirements for the prototype sys-
tem (2. Requirement Notes). The selection of the architecture model can be used
as a guide when selecting a suitable framework of components to construct the first
prototype in the development phase (3. Develop Prototype). The fourth phase of
the DMPP (4. Develop Artifacts) includes the working prototype and the results of
its usage.

In the context of this thesis, the phase is completed when the prototype collects
data and the datameet the requirements of phase two. The fifth phase (5. Prepare and
Conduct Presentation) is the preparation to present the prototype system, collected
data, and data analysis to the project partners. The sixth phase is the publication or
release of the developed prototype system.
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Table 1.1 Research questions

Research questions Publications Thesis chapter
RQ1: Architecture model of WSN
data gathering sensor node I, II, III 3

RQ2: SW/HW framework for IoT
data gathering prototype IV, V, VI 4

RQ3: Descriptive model of the pro-
totyping process (DMPP) VI, VII, VIII 5

1.4 Research methodology

The research method used in the thesis is Design Science (DS), which is a practi-
cal constructive research method in the information systems field. The analysis is
mostly qualitative because of the difficulties involved in proper quantitative analy-
sis. Despite this, quantitative analysis is used partially in some use cases, for example
in Publication III, where the prototype system produced a large amount of numeri-
cal data.

DS and its methodologies are explored extensively in Nunamaker, Chen and Pur-
din (1991), Hevner et al. (2004), and Peffers et al. (2007). In DS, the attempt is to
create artifacts to serve human purposes. Peffers et al. (2007) have stated: "The devel-
opment of the artifact should be a search process that draws from existing theories
and knowledge to come up with a solution to a defined problem". The DS pro-
cess includes six steps: problem identification and motivation, the definition of the
objectives for a solution, design and development, demonstration, evaluation, and
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and Purdin (1991) and Hevner et al. (2004)

communication (Peffers et al., 2007). These six phases were adapted as guidelines
to be followed in this research and thesis work. In addition, the research method
adopted makes it possible to use iteration rounds during the research, which are also
illustrated in Figure 1.4.

The first phase "Identify problem" is the main research question: "How to con-
struct a system architecture model of wireless sensor network nodes and process
models for the prototyping process to efficiently develop data gathering for IoT ap-
plications?" The conceptual framework consists of modeling, WSN, and IoT. These
top-level concepts delimit the field of study.

In the next phase "Define objectives and develop a system architecture", the main
research question was used and the specific terms were taken with the top-level con-
cepts: constructing a model for a WSN sensor node. This gave rise to the first sub-
question: "RQ1: Developing a sensor model architecture for data gathering." The
selected research method enables iterations within the development process, which
is illustrated in Figure 1.4. The iteration rounds produced sub-questions "RQ2:
SW/HWframework for IoTdata gathering prototype" and "RQ3: Descriptivemodel
of the prototyping process (DMPP)".

The purpose of the third phase "Design and develop the system" is to produce
knowledge for the base schema. In the scope of this thesis, this knowledge is col-
lected in the "related studies" sections of the publications. During the research, the
knowledge was collected by using the systematic literature review (SLR) method in-
troduced by Kitchenham and Charters (2007). The SLR method was used and the
results are presented in Publication V and Saari, Baharudin and Hyrynsalmi (2017).
The second method used, introduced by Petersen, Vakkalanka and Kuzniarz (2015),
is a systematicmapping study to give insight into the research trendswithin the scope
of the thesis. In addition, answers to the sub-questions of the thesis were sought in
this phase.

The artifactswere built in the "Proof-of-concept or artifact demonstration" phase.
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The term artifact in the scope of this thesis refers to any kind of tangible product
produced during the development process. Further, Hevner et al. (2004) advised
building artifacts within the "Design-Science Research Guidelines". These artifacts
could be a model, method, or instance of the system. Publications I-VIII present the
artifacts produced, which are summarized in Chapters 3 to 5. Chapter 3 presents ar-
chitectural models for data gathering sensor node artifacts. Chapter 4 describes the
guidelines for creating a sensor node framework artifact for building new data gath-
ering devices. Finally, Chapter 5 presents the process model artifact for developing
data gathering prototypes.

The next phase, "Observe and evaluate the system," consists of testing. The first
evaluation was made during prototype development, and some of the prototype sys-
tems proceeded to customer evaluation. The other way to test the results was to
publish a scientific article, in which case the results were evaluated by academic re-
viewers.

In the final "Communication" phase, the knowledge and data are produced and
published. This thesis is now the last communication artifact, although ideas for
future research are presented in the conclusion chapter.

The iterations offer the possibility to develop the artifacts further, i.e., the data
gathering prototype systems, architecture model, and the software/hardware frame-
work. As an example: Publication I was the first to go through all the phases in the
process. Publication II was the second iteration and Publication III was the third.
The overall communication of the artifacts is provided in Publications I-VIII.

The evaluation of the research results has been subjected to international review
by other researchers by publishing the results obtained. Furthermore, the review
comments provided valuable information for the following iterations.

1.5 Thesis structure

The thesis structure in relation to the publications is illustrated in Figure 1.5. Chap-
ter 2 contains a section, 2.1, on IoT architecture standards. After that, there are three
sections to present existing work related to the research questions presented in Sec-
tion 1.3. In addition, relevant background information, i.e., methods, techniques,
and technologies, is provided.

Chapter 3 focuses on the RQ1 sub-question and how Publications I-III relate to
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it. The main idea is to present the WSN node in two architecture models: single
node and multi node. Chapter 4 continues the subject of generalizing prototype
development into a software/hardware framework. RQ2 sub-question is presented
in the context of Publications IV-VI. Chapter 5 focuses on the modeling of the pro-
totype development process, which is the subject of the last RQ3 sub-question and
discussed in Publications VI-VIII.

Chapter 6 concludes the thesis by summarizing the research. The research ques-
tions are revisited at the beginning of the chapter. The generalization of the research
findings along with limitations are also dealt with. Finally, directions for future re-
search are discussed.
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2 BACKGROUND

"The most profound technologies are those that disappear. They weave themselves
into the fabric of everyday life until they are indistinguishable from it."Weiser (1991)
said this in his article about "ubiquitous computing". IoT could be said to be environ-
mentally aware computers that disappear into the background. This chapter starts
with the introduction of IoT and related standards. The rest of the chapter is divided
into three sections to present the existing work in relation to the research questions
presented in Section 1.2.

2.1 Standards for IoT architecture

Guidelines and instructions are needed when creating a system architecture. Stan-
dard “ISO/IEC/IEEE 42010:2011, Systems and software engineering—Architecture
description” addresses the creation, analysis, and sustainment of architectures of sys-
tems through the use of architecture descriptions. It also includes a core ontology for
the description of architectures. The ISO/IEC/IEEE 42010:2011 standard is used as
a reference when creating or presenting architecture related standards.

The architecture of the IoT system can be represented as layers. The IoT sys-
tem can be divided into three layers: device, network, and application. The device
collects the data. The application is the provider of the data. Between these, the
network is the technology which moves the data from the device to the application.
The abstract architecture sets requirements for the properties of each layer but does
not specify the exact equipment. This abstract approach creates a foundation of
component-based development when each component is a higher-level abstraction.
In software engineering, component-based software engineering (CBSE) is an impor-
tant software development approach (Sommerville, 2016). Furthermore, a compo-
nent is "an independently deliverable set of reusable services" and this information
can be utilized in component-based development (CBD) (Brown and Short, 1997).
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The three IoT standards (or related recommendations) included in this study are
listed below. These are marked by their abbreviation, name, and date. The abbrevi-
ations are used later on this study to refer to a specific document.

• ITU-T Y.2060, Overview of the Internet of Things, 06/2012 (International
Telecommunication Union, 2012)

• IEEE 2413-2019, IEEE Standard for an Architectural Framework for the In-
ternet of Things, 05/2019 (IEEE Standard for an Architectural Framework for
the Internet of Things (IOT) 2019).

• IIRA V1.9, The Industrial Internet of Things, Volume G1: Reference Archi-
tecture, 06/2019 (The Industrial Internet of Things Volume G1: Reference Ar-
chitecture, v1.9 2019)

ITU-T Y.2060 is an overview of the IoT with clarification of concept and scope.
IEEE 2413-2019 is a description of the architectural framework, which is aimed at
stakeholders in IoT systems, for example: transport, healthcare, smart grid, etc.
IIRA V 1.9 is a technical report, which describes the Industrial Internet Reference
Architecture (IIRA) for Industrial Internet of Things (IIoT) systems. It provides
guidance and assistance to Industrial Internet Consortium (IIC) members and the
wider IoT community in the development, documentation, communication, and
deployment of IIoT systems.

These two documents, IEEE 2413-2019 and IIRAV1.9, use the ISO / IEC / IEEE
42010: 2011 standard (ISO/IEC/IEEE 42010:2011, Systems and software engineering
— Architecture description 2011) as a reference and furthermore utilize the architec-
ture concepts it introduces. Also both IEEE 2413-2019 and IIRA V1.9 are based on
the layer idea presented in ITU-T Y.2060 (Figure 2.1), but contain several extensions
and refinements.
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ITU-T Y.2060 - Overview of the Internet of Thingswas developed by the Inter-
national Telecommunication Union (ITU) and is the oldest of the documents. The
document is termed a recommendation and it provides an overview of the Internet
of Things (IoT) with the main objective of highlighting this important area for fu-
ture standardization. It includes IoT-related terms, concepts, features, and high-level
requirements. In addition, the recommendation presents the IoT reference model
(Figure 2.1).

The device layer can be thought of as a physical sensor device which observes the
environment. The device has a network connection to communicate with the IoT
service and an application support layer. The support layer contains IoT applica-
tions, such as data processing and data storage. The purpose of the application layer
is to provide information to the users or clients of the IoT system.

The IoT reference model (Figure 2.1) also includes management and security ca-
pabilities in all layers. The management capabilities can be fault management, con-
figuration management, accounting management, performance management, and
security management. The security capabilities include authentication and autho-
rization in the different layers.

IEEE 2413-2019 simplifies the layer presentation into two layers “Thing” and
“Apps & Services” (Figure 2.2). “Thing” includes the device, information exchange,
and its functions. The network layer exists, but is not specified more precisely. The
terms “IoT system” (a system of entities including cyber-physical devices, informa-
tion resources, and people) and “IoT environment” (IoT components that may be
used to create the IoT systems) are clarified.
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The architecture is presented as “the Abstract IoT Domain”, which is the foun-
dation of architecture frameworks and includes the common characteristics and be-
haviors of IoT systems. IEEE 2413-2019 presents representative domains: Smart
Manufacturing, Smart Grid, Smart Buildings, Intelligent Transport, Smart Cities,
and Healthcare, which are derived from the Abstract IoT Domain.

For this thesis, an important point, presented in IEEE 2413-2019, is a stakeholder
concern “How canwemake system concepts reusable, e.g., over product generations
and/or across engineering teams?” This proves that there is still a need for the work
described in the thesis.

IIRA V1.9 presents the industrial Internet architecture viewpoints in four lev-
els: business, usage, functional, and implementation. The functional viewpoint is
important for this research work: the components, their structure, and the inter-
actions between them. The implementation viewpoint is also important when it
deals with the technologies needed to implement functional components and their
communication.

IIRA V1.9 is based on the same idea of layers (Figure 2.1), but there are several
extensions. The implementation viewpoint presents three example architecture pat-
terns:

• Three-tier architecture pattern

• Gateway-Mediated Edge Connectivity and Management architecture pattern

• Layered Databus pattern.

In terms of this thesis, these three patterns present “Edge-Tier” as a sensor or
actuator tier, which collects data from edge nodes (Figure 2.3).

In summary, all three standards are worth knowing, as they all provide valuable
background information on terms and concepts.

2.2 Current trends related to IoT

Central to this thesis is the concept of the Internet of Things (IoT), which can be en-
visioned as an advancedWireless Sensor Network (WSN) that collects and processes
data. Replacing traditional data-collecting sensors, edge computing processes data
proximally to its source, minimizing the need for long-distance data transmission to
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centralized data centers or clouds. (Roman, Lopez and Mambo, 2018), (Hamdan,
Ayyash and Almajali, 2020)

WSN communication technologies are pivotal in IoT ecosystems, facilitating data
relay between sensors and platforms. Given the limited power resources of typical
sensors, energy efficiency becomes a critical concern. To address this, innovative
sensors are being developed to preprocess data on-site, significantly reducing energy
consumption. (Gulati et al., 2022)

Furthermore, Artificial Intelligence (AI) plays an increasingly vital role in in-
terpreting the voluminous datasets generated by IoT devices. AI applications can
predict patterns, identify anomalies, and automate decision-making, enhancing the
overall efficiency of IoT systems. (Nguyen-Duc et al., 2023)

Lastly, the interconnectivity inherent in IoT devices introduces numerous secu-
rity challenges. It is imperative to implement stringent security protocols and en-
cryption methods to safeguard sensitive data against unauthorized access and main-
tain the confidentiality and integrity of the IoT network (Atlam and Wills, 2020).
More widely, the article by Porras et al. (2018) provides a comprehensive analysis
of IoT security concerns and solutions, utilizing a manual systematic mapping study
and automatic content analysis, identifying key challenges and research trends in IoT
security.
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2.3 Constructing a WSN sensor node architecture model

The architecture model of the data gathering sensor node ‘Sensor networks’ refers
to distributed autonomous sensors used to monitor the physical environment, e.g.,
temperature or pressure. The main part of IoT systems is Sensor Networks (SN),
especially Wireless Sensor Networks (WSN) (Perera et al., 2014), (Marković et al.,
2016).

A sensor network is a group of sensor nodes for collecting physical environment
data and send data to the data storage. Since sensor nodes have data processing abil-
ity, the uploaded data can be either raw or pre-processed (Akyildiz, Sankarasubrama-
niam andCayirci, 2002). AWSNuses wireless network technologies for the commu-
nication of sensor nodes and sinks, which collect the data. A WSN includes sensor
nodes, which consist of sensing, data processing, and communicating components.

During the research work of the thesis, three literature reviews were published:
Saari, Baharudin andHyrynsalmi (2017), Saari et al. (2018), and Saari, Nurminen and
Rantanen (2022). The first two of these focus on resolving the state of research on
IoT network sensor solutions. The third addresses the use of software components
in IoT studies. These studies point to building prototypes as an important way to
study the IoT environment.

A survey conducted in 2002 collected the basic design factors of a sensor network
(Akyildiz, Sankarasubramaniam and Cayirci, 2002). Design factors can be used as a
guide when developing prototype systems such as those presented in this thesis. The
list below alsomentions aspects and observed problems that were taken into account
in the prototypes developed:

• Fault tolerance – a common fault is power outage and consequent problems
such as data corruption.

• Scalability – the selected communication infrastructuremight limit the amount
of sensor nodes.

• Production costs – prototyping and testing the ideas should not be a large in-
vestment.

• Operating environment – open source with community support helps move
the research forward.

• Sensor network topology – star topology was selected for testing.
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• Hardware constraints – sensing unit, storage/processing unit, and transceiver
unit.

• Transmission media – the prototypes use a feasible communication method.

• Power consumption – depends on the use case, battery use is avoided if possi-
ble.

A conceptual model is defined as "a representation of a system, made of the com-
position of concepts which are used to help people know, understand, or simulate
a subject the model represents." In the computer science area, conceptual modeling
concerns describing the semantics of software applications at a high level of abstrac-
tion (Embley and Thalheim, 2011). Furthermore, architecture refers to the funda-
mental structures when describing the system. A study by Al-Fuqaha et al. (2015)
discusses the overall architecture of IoT and its elements by referencing several stud-
ies. In addition, the study presents four different scale models. The architecture
model of IoT can be presented as a simplified three-layer construction of system
structures, such as the sensing layer, network layer, and application layer. The sens-
ing layer represents the physical sensors of IoT that aim to collect and process in-
formation. The network layer transfers data produced by the sensing layer to the
application layer using various communication technologies. The application layer
provides the information to the customer.(Al-Fuqaha et al., 2015)

There are several ways and reasons to model prototype systems in aWSN. An ar-
ticle by Galkin (2016) analyzes the different models of collecting information from
WSNs. The data collection model is based on a suitable schedule for monitoring
parameters. Jin et al. (2014) introduced the Physical Service model, where they sep-
arated a device model, resource model, and service model. Laukkarinen (2015) in-
troduced a Wireless Sensor Network abstraction model with three levels: node ab-
straction, network abstraction, and infrastructure abstraction.

WSN sensor nodes can be divided into three categories: time-driven, event-driven,
or query-driven (Barrenetxea et al., 2008). The time-driven system collects data pe-
riodically, for example, a temperature sensor measures the temperature every 10 sec-
onds. In event-driven systems, data are collected if a particular event occurs (Publica-
tion IV). One example of this is a GPS-driven camera application. The query-driven
systemonly sends data if someone asks for it. An example of the query-driven system
is the sensor node, which stores data in itself and does not forward the data except
upon request.
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The query-driven system was used in the data gathering prototype system pre-
sented in Publication I, but subsequently the systems most often used in data gath-
ering prototypes were time-driven (e.g., Publication II) or event-driven (e.g., Publi-
cation IV).

Rapid prototyping embedded SW/HW systems is important because system dif-
ferences have increased and the product includes variation in software and system
features (Buchenrieder, 2000). In addition, involving users in the specification pro-
cess is crucial because an increasing number of customers expect solutions and ser-
vices customized to their specific requirements. In a study, Kruger, Abu-Mahfouz
and Hancke (2015) developed a working prototype using commercial off-the-shelf
components. This also showed that a lengthy product development life cycle is not
required when using a rapid prototyping process (Publication IV). The development
of SW/HW systems is accelerated if the framework of the components used in the
design of prototypes is defined. (Kreiner et al. (2001), Saha, Mitra and Basu (1997),
Srivastava and Brodersen (1991), Saari, Rantanen and Hyrynsalmi (2020)

The off-the-shelf software component development and maintenance process is
widely handled in the framework cited in Mäntyniemi, Pikkarainen and Taulavuori
(2004). A strict focus on the applications in a software-hardware combination can
also be found. For example, Rojas and Barrett (2017) introduce a platform for ma-
chine and structural monitoring.

There is also another, a wider way to divide SW/HW components - IoT architec-
ture layers. In this, the components can be divided into layers: sensing layer, net-
working layer, service layer, and interface layer (Xu, He and Li, 2014), (Vakaloudis
and O’Leary, 2019). In this thesis (Chapter 4), the SW/HW framework is focused
on the sensing layers. The networking layer exists and is needed for data transfer,
but is not the focus of our research. The interface layer is described to the user in the
SW/HW framework but is excluded from the study.

The related studies introduce the design factors used through which the guide-
lines of development are selected. Furthermore, this section confirms the usage of
selected devices in academic prototype research. The devices support rapid software
prototyping with good documentation of interfaces and supported features. With
the selected devices, the focus of research can be placed more on software develop-
ment instead of hardware development.
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Table 2.1 Programming languages used in the context of this thesis.

Language Context
Assembly / Assembler
language (ASM)

Low-level programming language. Usable in micro-
controller programming.(Barnett, O’Cull and Cox,
2003)

C Programming lan-
guage

"General-purpose programming language with fea-
tures economy of expression, modern flow control
and data structures, and a rich set of operators."
(Kernighan and Ritchie, 1978)

C++ "General-purpose programming language with a bias
toward systems programming". (Stroustrup, 2013)

Python High-level general-purpose programming language.
(Python Software Foundation, 2021)

(Bash) Shell scripting Enables the task automation in Linux OS.(Nemeth,
Snyder and Hein, 2002)

Java Generic, Object-oriented programming language
(Oracle, 2021)

2.4 Programming languages and hardware for prototyping

WSN applications

IoT prototype systems can be built using several technologies. This section intro-
duces the hardware and software used during the research work of the thesis.

Embedded Systems - "A combination of computer hardware and software, and
perhaps additional mechanical or other parts, designed to perform a dedicated func-
tion." (Barr, 2020) For this thesis, the term "embedded system" is not suitable when
talking about IoT orWSN devices and systems. IoT is an abstract term and theWSN
is more precisely defined. Therefore, the pair of terms “Software” and “Hardware”
are used in this thesis. The studies focused on WSN solutions where the software
and hardware are usually handled together and it is hard to find research where one
part is not mentioned at all.

Single Board Computers (SBC) are commonly used technology in the develop-
ment of prototypes (Saari, Baharudin and Hyrynsalmi, 2017). Developing a proto-
type is often deemed challenging and expensive, primarily due to the costs involved
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in hardware and software design, development, and manufacturing. However, em-
ploying SBCs can mitigate these expenses. There are already off-the-shelf hardware
solutions, like the Raspberry Pi, with pre-installed embedded Linux software. Ad-
ditionally, numerous online communities and user groups are available to offer help
and support to developers. (Saari, Baharudin and Hyrynsalmi, 2017)

This thesis focuses strongly on prototyping and not on reliability issues. There-
fore, for example the hardware used is not designed to operate in an industrial envi-
ronment.

The programming languages used during the thesis work are listed inTable 2.1. In
the early years of this research (2000-2005), the microcontrollers were programmed
with C programming language which gave the possibility to modify the compiled
assembly code. The focus of the modification was to improve the assembly code and
software produced by the compilers before it was uploaded to the microcontroller
chip. Nowadays (2023) the programming tools used are similar to Arduino IDE1

with SBM. This tool enables the use of C and C++ type programming languages.
Shell scripting and Python are used to control the operation of the system. Shell

scripting enables simple automation such as opening the data connection, file trans-
fer, and log file writing. The Python programming language has more capabilities
thanks to its support libraries2. These libraries can be used for connection and data
transfer to third party software, such as database systems. In addition, Python has
good capabilities for data manipulation if needed (Perkovic, 2012).

In the thesis context, Java is a more specific programming language compared
with the above. Java is used in the Android based smartphone environment and
there is no need to use other languages (also the User Interface (UI) needs XML and
the compiler needs configuration files).

Hardware in the context of this thesis usuallymeans theWSN sensor node, which
collects the data in some way. A basic sensor node consists of the sensor, CPU,
communication module, and power supply (Healy, Newe and Lewis, 2008). The
study by Ojo et al. (2018) divides IoT devices, with a lot of examples of hardware,
into three categories: low-end, middle-end, and high-end. The low-end devices are
the most restricted, with small processing power and a small amount of Random
Access Memory (RAM). The data gathering prototypes presented in this thesis, for
example Arduino, are in this device category. Middle-end IoT devices have more

1https://www.arduino.cc/en/software
2https://docs.python.org/3/library/
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Figure 2.4 SBC Raspberry Pi and SBM Arduino Uno.

processing capabilities andmemory. In the last category, high-end IoT devices, SBCs
have enough capabilities to runOSs like LinuxOS. The data gathering prototypes in
this thesis use this level of devices for applications where the data are more complex
or the amount of data is larger.

The hardware and devices used in our data gathering prototypes are mostly off-
the-shelf devices, which means that the devices are available in electronics stores at a
reasonable price. More reasons to use off-the-shelf devices are as follows:

• cheap to buy

• easy to use, good documentation

• community support

• widely used

• widely configurable

These features are most often the advantages of prototypes, but it should be noted
that, for example, "community support" may mean a single enthusiast somewhere
in the world. This kind of research problem arose when the commonly available
NB-IoT development board was used in the study by Rantanen et al. (2021).

During the thesis research, several different devices were used when constructing
data gathering IoT prototypes. Two main hardware devices were the Raspberry Pi
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SBC 3 and Arduino Uno SBM 4 (Figure 2.4). The third experiment device family
was Android smartphones, which were used as is without hardware modification.
The smartphone includes the basic features of an IoT sensor device as a ready-made
package: power source, processing power, various communication capabilities and
modifiable software. The smartphone experiments were application layer experi-
ments on top of the smartphone OS. The software was developed to use the phone’s
capabilities, e.g., sensors. Table 2.2 presents the most useful features of different
hardware in the thesis context.

Several different SBC devices were used to make the prototypes, as shown in Ta-
ble 2.2. The Intel Galileo (Intel Corporation, 2014) and BeagleBone (Coley, 2014)
devices are comparable to Raspberry Pi and all of them are low-cost development
devices suitable for testing or educational purposes. The Raspberry Pi is the most
popular of the three in the field of research according to the keyword search in the
IEEExplore database (December 21, 2020: "Raspberry Pi" - 3317 hits, "Intel Galileo"
- 58 hits, "BeagleBone" - 133 hits ).

2.5 Data gathering prototype development process

The IoT prototyping process can be viewed from two perspectives: a software de-
velopment process and an embedded hardware development process. Furthermore,
the author researched the IoT data gathering prototype development process by col-
lecting data from several prototyping processes.

Regarding software related development processes, three different ways to model
a development process are presented in Figure 2.5. The "Waterfall" model (Royce,
1970) represents the steps in developing large computer programs, but it has limi-
tations, for instance returning to an earlier phase is forbidden. The second model
in Figure 2.5 – Agile software development process model allows a cycle of differ-
ent phases. Agile software development is the use of light but sufficient rules of the
project behavior and the use of human- and communication-oriented rules (Cock-
burn, 2007). Furthermore, Agile processes value code production more than plan-
driven processes (D. Mishra and A. Mishra, 2011). The last model in Figure 2.5 is
rapid prototyping, which is based on rapid development cycles.

3https://www.raspberrypi.org/
4https://www.arduino.cc
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Table 2.2 Features of Arduino Uno and Raspberry Pi hardware.

Raspberry Pi Arduino Uno Android Smart-
phone

Price
(Euro)

35 20 50-1000

Release
date

24 February,
2012

20 February,
2010

OS Version 2.3,
9 February 2011
(Nexus S was our first
developer enabled
smartphone)

Recent
version

Raspberry Pi 4 B Arduino Uno
Rev3

OS version 11 ( ver-
sion 10: Nokia 8 and
7.2 devices)

Processor 24 Broadcom
BCM2711B0

ATmega328P Qualcomm Snap-
dragon 660

Memory 2- 8 GiB 32 KB, 2 KB,
1 KB (flash,
SRAM, EEP-
ROM)

4/6 GB RAM

OS Suitable for
e.g., Linux,
OpenBSD, Win-
dows 10 ARM64

None Android

References Raspberry Pi
Foundation
(2020)

Arduino (2020) Android (operating
system) (2021), HMD
Global (2021)

Liou (2019) presents the basic ideas of prototyping in his book "Rapid Prototyp-
ing and Engineering Applications". Rapid prototyping can be represented as a circle
(Figure 2.5). Rapid prototyping includes three stages: making a prototype, review-
ing the result, and refining and iterating (Babich, 2019).

Both rapid prototyping and Agile require the making of incremental improve-
ments over several iterations, but implementing a prototype focuses on rapid proto-
typing, while Agile’s focus is on the product. The idea of rapid prototyping was used
in the prototype projects of the thesis because coding guidelines could be ignored.
According to Hunt and Thomas (2000)(p. 54), prototyping allows the ignoring of:
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Review Build prototype
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6. Review

b) Agile

1. Requirements

2. Specification

3. Design

4. Implementation

5. Testing

6. Maintenance

a) Waterfall

c) Rapid prototyping

Figure 2.5 Software development process models. a) Waterfall process model, b) Agile process mode,
and c) Rapid prototyping process model.

• Correctness – using dummy data

• Completeness – the prototype can work only in a limited area (i.e., input data
or functionality).

• Robustness – error checking

• Style – coding of the prototype can be without style guide and documentation
and comments can be missing.

In the context of IoT, the working prototype solution is the following: hardware
to run the software; software for collecting, storing, and transferring data; the right
technologies for use cases to make things easier for both developers and users. (Pub-
lication VI)
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During the research phase of the thesis, several prototypes were developed and
these include a lot of software development. Therefore, a suitable development pro-
cess from the area of software development was selected. For this research, there are
two significant process models: prescriptive and descriptive. The prescriptive model
describes how the process should be performed. In the software development con-
text the "Waterfall" model (Royce, 1970) is an example of the prescriptive process
model (Scacchi, 2002). A descriptive model describes how a process is performed in
a particular environment (Becker, Hamann and Verlage, 1997).

The descriptive processmodel (DPM) (Becker,Hamann andVerlage, 1997), (Becker-
Kornstaedt andWebby, 1999) introduces an eight-step approach to producing a pro-
cess model from software processes. These steps are divided into two phases: the
setup phase and the execution phase. The eight-step approach was used when the
descriptive model for the prototyping process (DMPP) was developed, as presented
in Chapter 5 .

Furthermore, regarding embedded systems there is some need for focusing the
development process. The book "Introduction to Embedded Systems – A Cyber-
Physical Systems Approach" by Lee and Seshia (2017) is based on the idea that de-
signing and implementing an embedded system consists of three major parts of the
process: modeling, design, and analysis. (Lee and Seshia (2017), Publication IV)

2.6 Summary

This section gave an overview of the thesis within the area of the research questions
presented in Section 1.2. The first section, 2.1, clarified the research area by intro-
ducing the related standards. In summary, all three standards are worth knowing and
they all give valuable background knowledge about the terms and concepts. How-
ever, they are also strongly focused on stakeholder concerns and business issues,
which are not the main focus of this thesis. Furthermore, these standards present
high-level architecture models and frameworks, which are good guidelines, but can-
not directly be implemented in the technical construction of IoT systems.

The state of the art on data gathering prototypes was presented in Section 2.3
with several related studies. Section 2.4 continued the briefing by introducing the
technological terms with components from the software and hardware areas. The
last section 2.5 clarifies the background of the development process models when
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building data gathering prototypes.
Each topic has been addressed with sufficient precision to give the reader an un-

derstanding of the subjects of the thesis. With this background knowledge, the first
main subject of the thesis can be addressed: the WSN data gathering sensor node
architecture model.
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3 ARCHITECTURE MODEL FOR SENSOR

NODES IN DATA GATHERING

The research goal covered in this chapter is the presentation of a Wireless Sensor
Network (WSN) sensor node architecture model for data gathering. The architec-
turemodel contains software and hardware components, and their interconnections.
With the use of this fundamentally simple model, it is possible to create highly prac-
tical and interoperable sensor applications to gather data on environmental condi-
tions.

The research started as a practical approach – what is possible and what is not. In
Publication I, the aimwas to research and solve the idea of how condition changes in
indoor spaces could be observed and how to collect these data. Our research group
had suitable devices and a lot of knowledge about software development, but not
specifically regarding the building of IoT device prototypes. Therefore, the develop-
ment work started by experimenting with the structures of different data collection
prototypes. These experiments showed the need to define the guidelines for inter-
connecting components. The purpose of the guidelines was "to keep the architects
of the system from drifting off into the blue with unimplementable or costly speci-
fications" (Brooks, 1995), p.43.

Later on, the main research method for developing the model was iterative devel-
opment. The system development research process is illustrated in Figure 1.4 and
more widely in Section 1.4. In addition, the design factors of WSN were followed,
where applicable (introduced in Section 2.3 and based on Akyildiz, Sankarasubra-
maniam and Cayirci (2002)). Design factors were used as a guideline in approaching
the WSN sensor node architecture model by designing concept prototype systems.

The prototype systems were built for different purposes to gather, store, and de-
liver data to the user. From these prototypes, an abstract architectural model for
sensor applications was built. The model was applied using the iterative develop-
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Figure 3.1 Multi node architecture model abstraction when collecting simple data on multiple sensor
nodes.

ment approach and evaluated several times in the developed prototype systems. The
practical outcome of this chapter is a guideline for constructing the architecture for
IoT sensor applications. Further, this section creates the basis of the later introduc-
tion of the SW/HW Framework and the prototyping research process model.

This chapter starts with the introduction of two architecture models. These are
evaluated and used within the IoT data collecting prototype systems, which are also
presented. The last part summarizes the usability of the architecture models.

3.1 Architecture models for WSN data gathering

This section presents two architecture models developed for data gathering. The
purpose of these models was to facilitate the initial design of the data collection sys-
tem. The development and timeline of research produced two architecture models
for different purposes. Figure 3.1 presents the multi node architecture model and
Figure 3.2 presents the single node architecture model.

Both architecture models contain the following main abstract components:

• Sensor nodes, containing sensors to measure environmental conditions, e.g.,
temperature, humidity, acceleration, photos.

• Master node OS and controlling application, controlling the collection and
delivery of the data. A data cache is useful if data analysis or processing is
needed.

• Communication between sensor nodes and master nodes, and the Internet is
needed.

• The Internet is the channel used when data are provided to a user or service
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platform.

Multi node architecture is focused on systems that collect data from several points
in an area - the communication technology chosen determines the extent of the area.
In the implementations described in this thesis, a group of sensor nodes are suit-
able for collecting simple numerical data, e.g., temperature or humidity. The master
node controls the sensor nodes and collects the data. The data can be stored, ana-
lyzed, and processed, and sent further on or offered via the Internet. The advantages
of this architecture model are the ability to collect a large amount of environmental
data with low power and reasonably priced devices. The limitation of the model is
that the type of data to be collected is limited to simple sensor data. For example, a
surveillance camera sensor network would require too much processing power from
a master node and the reasonable price advantage would be lost.

Single nodemodels are focused on systems for a smaller amount of sensors, but
the collected data can bemore diverse, such as photos or a large amount of numerical
data chunks (e.g., the mean value of acceleration). The sensor node and master node
are software components which work in a single device, such as a smartphone or
Raspberry Pi with sensors. This architecture model has been designed to collect data
which are at least partially processed in a device. The advantages of this architecture
model are its configurable and reasonably priced devices. The limitations, e.g., data
processing ability, guides device selection for more expensive devices.

The multi node and single node models were developed to clarify the inner ar-
chitecture of the sensor node in the data gathering prototype systems. These models
can be used as a guideline when designing IoT systems. The information collected
determines which model it is more sensible to use. The architecture models do not
limit the amount of systems, for example two single node systems (Raspberry Pi
constructions) are suitable for collecting data from multiple locations (Grönman et
al., 2019).

3.2 Developing the architecture models with prototype

systems

This section follows the timeline of data collection model development. Publication
I presents the starting point for the research – the first prototype and the background
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Figure 3.2 Single node architecture model abstraction when collecting larger data from a single location.

of the development process. This is followed by the second prototype system and the
multi node architecture model of WSN data gathering. The model defines the com-
ponents to build the working prototype at an abstract level. The single node archi-
tecture model is introduced in Publication III. In this further developed architecture
model of data gathering, the hardware configuration is replaced by a smartphone, a
fully operational embedded off-the-shelf sensing device.

Thefirst prototype system and basis of the studywas the intelligent alarm system
that was under development at Keio University Shonan Fujisawa campus1. The in-
telligent alarm system consists of several data gathering prototypes – Data Collector
Services. (Publication I)

Publication I presents the first prototype system (Figure 3.3) that was developed.
This is an early phase single node architecture construction. The hardware consists
of a BeagleBone Black SBC, which runs on Linux OS (Ångström) (Coley, 2014). In
the OS, database services were constructed to store data and a web service to offer
the data to the Internet. BeagleBone has an Ethernet connection to the Internet. The
data were collected with sensors: the first sensor collected humidity and temperature
data and the second one, a photo-conductive cell, collected brightness data.

In conclusion, Publication I presents the features and architecture, the hardware
and software components of the prototype, and the physical connections between
the components. The structure of the developed software used for data collection is
also described.

The second prototype, amulti node system developed for WSN data gathering
contains a master node managing several sensor nodes. The architecture is presented

1https://www.sfc.keio.ac.jp/en/
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Figure 3.3 System Architecture of Data Collector Service - Starting point of data gathering model. The
figure is adapted from Publication I.

Figure 3.4 System architecture of the prototype system introduced in Publication II. In a multi node
system, the master node gathers sensory data from several sensor nodes.

in Figure 3.4. The sensor nodes collect data from several points and route the data to
one master node. The collected data are stored on the master node and are provided
to the user via the Internet. (Publication II)

The basic features of the second prototype (Publication II) are as follows:

• Collecting temperature, humidity, and air pressure data from the environment
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Figure 3.5 System deployment diagram for the "ShockApp" prototype system. The figure is adapted
from Publication III.

with several sensor nodes. The number of sensor nodes is not limited.

• Data collected and cached onmaster node SBCs: OS in SBCoffers the database
application.

• Data processing: no processing.

• SBCs use an Ethernet connection.

• User access to data: Data provided to the clients over the Internet.

The single node architecture model was introduced in a data gathering pilot
study by Sillberg et al. (2018), where the focus was on collecting data from several
sensor nodes. The developed prototype system and architecture model are presented
in Publication III (Figure 3.2. Figure 3.5 presents the deployment diagram of the de-
veloped data gathering prototype system. The mobile phone application collects
data from the mobile phone sensors, the data are stored on the phone and then sent
to the cloud service. The users and client can fetch or process the data in the cloud
service. The test software named ShockApp was developed during the study. The
application and its features are discussed in depth in Sillberg et al. (2018). (Publica-
tion III)

The usage of smartphones enables the crowdsourcing idea, where a large amount
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of people use the software and collect data. ShockApp can be installed on all modern
Android smartphones. The identification mark of the user helps to order the data
points in the cloud. The data are cached on the smartphone and stored in a cloud
service. Publication III uses (Figure 3.5) the relational database MySQL. The other
possibility is to use a time series database, as presented in the accompanying research
study Saari et al. (2020a). The cloud service enables the processing and usage of the
data.

3.3 Evaluating architecture models with prototype systems

The architecture models were evaluated by building prototype systems. The topic
of prototype testing methods and procedures was oriented by means of a literature
survey entitled "Survey of Prototyping Solutions Utilizing Raspberry Pi" (Saari, Ba-
harudin andHyrynsalmi, 2017), although the focus of the study was more about the
usage of Raspberry Pi for prototyping purposes than finding overall prototype test-
ing methods. The survey emphasized the limited use of testing practices and meth-
ods in this context. Often only functional testing was performed, which in practice
means testing that the prototype works. In our prototype systems, the testing was
also functional testing, i.e., does it work as planned? In some cases, a service stress
test or data transfer coverage test was also performed.

The multi node architecture model was evaluated with off-the-shelf SBCs and
other instruments in three studies: Publication I, Publication II, and Baharudin et
al. (2016).

Publication I presents a data collector service that utilizes a BeagleBone Black
computer and sensors. The goal of the study was to evaluate how an off-the-shelf
SBC could be used to collect sensory data and how this data could be provided to
the client over the Internet. The developed prototype produces data regularly and
has proven to be stable and reliable in practice. The research presents the features
and architecture of the developed service, the hardware and software components
used, the physical connections between the components, and the structure of the
software. The research gives a concrete example of using an SBC with embedded
Linux distribution. In addition, the study presents the design of the system, which
was tested and found to work as planned. (Publication I)

Publication II presents a WSN implementation of a prototype system. The em-
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Table 3.1 Design factors and how they are implemented in the prototypes. Publications I and III describe
the single node system and Publication II describes the multi node system.

Design Factor Implementation
Fault tolerance Publications I and II - Automatic recovery from power outage

managed by OS. Publication III highlights OS version related
software problems.

Scalability Publications I-III introduce independent software based con-
structions where the amount of devices was unlimited. Pub-
lication II describes the separate sensor node-master node con-
struction. There is a theoretical limit for the amount of sensor
nodes within a master node, but this was not reached in the
tests.

Production costs Off-the-shelf hardware and Open source or free-to-use soft-
ware. The hardware constructions and software development
(or configuration) were made by the research group.

Operating environ-
ment

Indoor and outdoor usage tested. Further, the environment for
using the prototypes is not limited.

Sensor network
topology

Star topology or its variants. The special case of fog gateways
is handled by Baharudin et al. (2018)

Hardware con-
straints

Publications I and II use SBCs - Sensing unit (sensors), data stor-
ing and processing unit (Linux OS), and transceiver unit (net-
work communication). Publication III introduces the proto-
type implemented in a mobile phone (Android smartphone).
Only software modifications made.

Transmission media Publication I - Ethernet network. Publication II - Ethernet and
ZigBee communication. Publication III - Mobile network(3G,
4G)

Power consumption Baharudin et al. (2016) deals with maximizing energy savings
through software-related optimization.
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Table 3.2 Summary of benefits and challenges of single node and multi node architecture models in
prototyping for the design factors presented in Table 3.1

Single node Multi node
e.g., SBC prototype or smart-
phone

e.g., SBC master node with sev-
eral SBM sensor nodes

Fault toler-
ance

Allows easy booting recovery
from a fault condition.

Easy booting – the master node
will restore the fault state.

Difficult to start remotely. Sensor nodes are difficult to boot
remotely if configured without
remote access (only send data).

Scalability:
Number
of physical
devices

Scales linearly with amount of de-
vices.

Singlemaster node has theoretical
limit of sensor nodes, but it not
reached in prototype systems.

Scalability:
Data

Enables complex or large size data
packets.

Restricted for small size data
packets.

Production
costs

Consumer product smartphones
can be used. SBC production
costswith off-the-shelf devices are
low.

Price depends on the quality and
quantity of sensor nodes.

Sensor
network
topology

Allows multiple network topolo-
gies (star network tested).

Allows multiple network topolo-
gies (star network tested).

Transmission
media

Allows use of multiple network
communication technologies.
Smartphone has internet connec-
tivity built in.

Possible to optimize the range,
power consumption, or price
when selecting the sensor node
communication technology.
Allows the use of multiple net-
work communication technolo-
gies.

Power con-
sumption

Moderate power consumption
with SBC; smartphone has lim-
ited battery operation allowing
short power blackouts.

Allows sensor nodes to work
with lowpower consumption (de-
pends on selected software / hard-
ware).
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bedded Linux controlled sensor network utilizes sensors for the Arduino SBM sen-
sor nodes and an Intel Galileo SBC for the master node. ZigBee expansion boards
handle the communication between sensor nodes and master nodes. In the protocol
stack related to ZigBee, the Physical Layer(PHY) and MAC (Media Access Control)
Layer are below the ZigBee network layer, and theApplication Layer is above it. The
study proved by testing that cost-efficient SBCs have the ability to gather data from
sensor nodes and provide it to users over the Internet. Publication II also presents
the features and architecture of the developed service, the hardware and software
components used, the physical connections between the components, and the struc-
ture of the software. The research gives a concrete example of using an SBC with
embedded Linux distribution. (Publication II)

The third study, (Baharudin et al., 2016) used a multi node architecture model
when testing a low-energy algorithm for data transfer between the sensor nodes and
the master node. The system architecture of the prototype was similar to that pre-
sented in Figure 3.4. Themaster node receives data from the sensor nodes via ZigBee
communication. The focus of the studywas on reducing energy consumption due to
wireless data transmission without sacrificing the reliability of data for real-time vi-
sualization. The total power consumption can be significantly reduced by applying
the algorithm to the sensor nodes.(Baharudin et al., 2016)

The single node architecture model is presented in Sillberg et al. (2018) with a
description of the ShockApp application in smartphones. Furthermore, Publication
III extends the study by Sillberg et al. (2018) by introducing a combination of models
for data gathering and an analysis of the collected data.

The deployment diagram of a system that utilizes data collected by smartphone
sensors is presented in Figure 3.5. The data were obtained from a group of smart-
phone users driving on the roads in western Finland. The developed smartphone
testing software itself is an Android application, which consists of a single main view
that allows the user to stop and start the sensors, and a settings screen, which allows,
for example, the modifying of user credentials. The application collects accelerom-
eter data, direction, speed, location, and timestamps. The data are stored in a cloud
service at predefined intervals. (Publication III)

Publication III combines a data gathering model with a data analysis model to
evaluate the condition of road surfaces. This was implemented and tested in a pro-
totype system. The trial period showed that the selected methods were successful in
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identifying individual road surface issues, such as potholes, but more importantly,
they were also effective in providing an overall assessment of the road condition.
(Publication III)

Despite the variety of hardware used, the prototype systems presented in Publi-
cation I and Publication III use the architecture model where master node and sen-
sor node are separated into separate software components. The separation is imple-
mented at software level, creating the necessary software components.

The implementations of the different evaluations are listed in Table 3.1. The
table summarizes the practical implementations, comparing the design factors pre-
sented in 2.3. These practical implementations are also categorized by the design
factors (Akyildiz, Sankarasubramaniam and Cayirci, 2002).

The benefits and challenges of single node and multi node architecture models
in prototyping are listed in Table 3.2.

3.4 Discussion and summary

The goal of this chapter was to answer the first research sub-question: RQ1: What
kind of sensor model architecture can be developed for data gathering in a wire-
less sensor network? The design factors from Akyildiz, Sankarasubramaniam and
Cayirci (2002) served as a guideline for prototype development. The study by Bar-
renetxea et al. (2008) presented time-driven, event-driven, and query-driven cate-
gories for WSN systems. The architecture of the sensor node model can work in
all of these categories. The first prototype introduced in Publication I is a combina-
tion of time-driven and query-driven, where the data are collected periodically and
served only in a query. As explained in Chapter 4, two event-driven prototypes are
presented in Publication IV.

The main contribution of this chapter and the first artifacts of the research are
the multi node and single node architecture models. The chapter described the
main components: the sensor node, master node, communication, and the Internet
as a communication channel for user applications. Furthermore, the purpose of the
models and possible applications as a data collection tool were presented.

The architecture model and prototype development along with the related pro-
totypes were described in Section 3.2. The evaluation of the architecture models was
approached by constructing prototypes. The working prototypes show the usabil-
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ity of the architecture models as a guideline when constructing data gathering sensor
devices.

The research work on this chapter was done by means of several prototype sys-
tems. The most significant findings and results from the prototype systems are pre-
sented in Publications I-III and this chapter presents them as a single entity.

Publication I shows the ability to prototype data collectionwith reasonably priced
off-the-shelf devices. The data collection, analysis, storage, and offeringwere demon-
strated with the proof-of-concept prototype. Furthermore, the prototype system
highlights the strength of component based prototype development where some
components are ready to use with only slight configuration or modification. Publi-
cation I presents the first implementation of the single node architecture model.

Publication II presents the proof-of-concept implementation of the multi node
architecture model which was utilized to construct sensor nodes – master controller
combinations in the IoT environment. The evaluation of the multi node model
shows the usability of an off-the-shelf SBC to collect data frommultiple sensor nodes.

Publication III demonstrates the ability to use lessons learned from earliermulti
node prototypes with a new device family of smartphones. The presented proof-of-
concept ShockApp smartphone application showed the usability of smartphones in
an IoT data gathering system. The same component based ideology as described in
Publications I and II was used but only the software side; the system used consumer
devices without hardware modifications. Therefore, the smartphone application is
a single node architecture model implementation.

The related research section 2.3 also introduced several studies related to themod-
eling topic. Regarding the thesis, the node level abstraction, which is also the idea
and starting point of Chapters 3 and 4, is presented in Laukkarinen (2015).

Despite the similarity of the idea, more ready-made off-the-shelf components
were used in the development of prototypes. Building the prototype systems showed
that the hardware selection supports rapid prototyping and that test configurations
were reproducible. Furthermore, several related studies were selected for construct-
ing a similar off-the-shelf component tool set. These studies showed that the hard-
ware used, i.e., Raspberry Pi, Arduino, and similar devices, were suitable (and com-
monly used) in the academic research area for prototyping and evaluating ideas (Saari,
Baharudin and Hyrynsalmi, 2017).

This chapter presented the basic approach when building the first implementa-
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tions of the architecture of data gathering prototype systems.
Table 3.2 lists the benefits and challenges of the architecture models. The abstrac-

tion of the models is the main feature, so developers have ample opportunities to
make choices between different features and different technologies. Furthermore,
choices made by developers can significantly affect the price of the prototype, mak-
ing cost-effective development possible if desired.

The presented twomodels can handle wide variations of data gathering prototype
systems, which is proved by the following Chapter 4. The presented architecture
models are focused on the data gathering side of systems and therefore they do not
deal with data storage, usage, and processing on the cloud side. Future research topics
could focus on the cloud side, closer to data use and utilization.

The results described in this chapter give a strong background to the development
of the framework presented in the next chapter. After formulating the architectural
model, the research continued with the development of a framework that utilizes
the model.
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4 FRAMEWORK FOR IOT PROTOTYPE

DEVELOPMENT

This chapter introduces the second artifact of the research – the Software /Hardware
framework (SW/HW framework) for IoT data gathering. The framework general-
izes prototype development into a group of required components; more specifically,
the framework defines the guidelines for constructing prototype systems to collect
data for different purposes. In addition, this chapter answers the research question
RQ2: How can IoT data gathering be generalized into a framework of required soft-
ware and hardware components?

Development work on the framework began from the previously created multi
node and single node architecture models. The research method used in this phase
of the study was the same as that introduced in 1.4, i.e., data were collected when
the prototype artifacts were implemented, and these data were used to develop the
framework. This chapter is based on Publications IV-VI.

The SW/HW framework is a guideline for producing practical implementations
– data gathering IoT prototypes. Three different constructions are presented for
building prototype systems. The software and hardware components are presented
for all three types of construction. Also, the practical implications are introduced
where these constructions have been evaluated.

This section starts by presenting the research approach, the timeline of the re-
search, and the studies that are relevant to the SW/HW framework development.
The SW/HW framework is presented by introducing the sensor network environ-
ment, three types of data gathering constructs, and the components with their in-
terconnections. Section 4.3 introduces the use cases that are congruent with the
construction of framework Types 1-3. Also, some examples of program code are
presented from selected real-life use cases to illustrate the role of the different com-
ponents in the system. Finally, the benefits of using this developed framework are
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Figure 4.1 SW/HW framework validation with prototypes in the timeline of the thesis research.

listed.

4.1 Development of the SW / HW framework

The SW/HW framework was produced from several data gathering prototype sys-
tems, which have been developed and evaluated during several research projects. Fig-
ure 4.1 presents the publications in a timeline. Publications I and II describe the
start of the prototype development with the first experiments of suitable software
and hardware. The study by Saari, Baharudin andHyrynsalmi (2017) explores more
broadly what others in the academic world have done within this research area, iden-
tifying the lack of formalized testingmethods andminimized testing in general when
developing prototypes for research purposes.

Five different prototype systems for data gathering are presented in four studies:
Sillberg et al. (2018), Publication IV, Grönman et al. (2019), and Rantanen and Saari
(2020). The main idea was to design a data gathering system and test it with suitable
off-the-shelf devices and open source or free to use software. One of the studies,
Sillberg et al. (2018), was expanded into Publication III including modeling aspects
and was not made public until 2020.

Publication IV can be said to be the first iteration of the SW/HW framework.
The study presents the ideas and criteria for the components that are suitable for
data gathering prototypes. Publication V includes studies with potential methods
and technologies for monitoring energy consumption and savings. Also, Publica-
tion V summarizes the proof-of-concept demonstrations and prototype applications
that were developed to illustrate how to utilize cost-effective, open, and modular so-
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Figure 4.2 Requirements from data handling guide the selection of software and hardware in the SW/HW
framework.

lutions. Saari, Rantanen and Hyrynsalmi (2020) includes the second iteration of the
SW/HW framework. This work was extended to become Publication VI. Chapter
4 is based on Publication VI with minor additions.

4.2 SW/HW framework

This section introduces the SW/HW framework for an IoT data gathering system.
The abstract multi node and single node architecture models were introduced in
Chapter 3. The framework is the concrete application framework which uses the
developed architecture models.

The application framework is a guideline for producing practical implementa-
tions of data gathering sensor prototypes. The main purpose of the SW/HW frame-
work is to guide and assist in the construction of data gathering prototypes, and
therefore a set of hardware and software components to use for building data gath-
ering systems is introduced. The advantage of the framework is the support of re-
usability, portability, and interchangeability.

The SW/HW framework was defined during academic research projects where
the focus was on data gathering with self-made prototype systems. The framework
and its relationships are illustrated in Figure 4.2.

Essentially, when collecting data for a project, the types of data to be collected
determine the hardware and software components required. Optional features that
can be helpful can also guide the selection process. Ultimately, it is important to
ensure that the chosen hardware and software work together seamlessly.
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Figure 4.3 The SW/HW framework within the layer diagram for gathering IoT data.

"What information or data to collect" is the first question for the implementer
of an IoT data gathering system when constructing a prototype. The answer to the
question should be clear and it should also be the motivation for constructing the
system. During the thesis research work and the construction of prototypes, the
following three questions were asked after the decision of collecting data had been
made (Publication VI):

• How to gather the data?

• How to store the data?

• How to process the data?

The availability of the collected data is crucial for the end user. To ensure this, it is
preferable to store and process the data in cloud storage or a server, which could be an
old Linux server or a commercial cloud computing service. However, before sending
the data to the cloud storage, they should be collected and temporarily stored in a
sensor device or gateway device. This ensures that if there are any communication
issues with the network, the data can be saved temporarily, reducing the risk of data
loss. In this context, the SW/HW framework is designed to focus on data storage
and processing at the sensor or gateway layers. This allows for more efficient data
management and helps ensure that the end user has access to the data when needed.
(Publication VI)

Figure 4.3 presents an IoT data collection system with layers starting from data
sensor and ending with the user of the data. In this layer presentation, the SW/HW
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framework, and all three types of configurations are located in the lower layers. The
following parts of the system should be noted:

• The collected data are utilized by the user/client (human or computer appli-
cation).

• In most use cases, the data are processed in some way according to customer
needs.

• The raw data are collected and saved in the storage layer.

• The outbound communication layer offers a suitable data transfer method for
the SW/HW framework. The most developed prototype systems have a con-
nection to the Internet, but this is not mandatory.

• In the SW/HW framework, three different hardware constructions (Types 1-
3) are presented: master node-sensor node; multiple sensor nodes with one
master node; sensor device (for example a smartphone). Types 1 and 3 are
derived from the single node model and Type 2 is derived from the multi
nodemodel.

• On the gateway level, the data could be cached and/or processed if it is neces-
sary and possible.

• Remote control for monitoring and configuring is enabled.

The versatility of the SW/HW framework is supported by dividing the main
node-sensor node into three different structures, which enables the collection of a
versatile data set. (Publication VI)

Hardware of the SW/HW Framework

The hardware of three types of SW/HW framework constructs uses off-the-shelf
devices; the most commonly used hardware is listed in Table 2.2. The use of at least
partially tested ready-made devices speeds up the development of prototypes. The
devices can be categorized into two parts (Publication VI):

• Sensor node hardware contains a combination of data sensors and a control
device.

• Master node hardware for gathering, processing, and storing of collected data.
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Table 4.1 Most notable features of the three different types of construction referred to in Chapter 3 in-
cluding presented architecture models (Publication VI)

Type 1 Type 2 Type 3
Architecture
model

Single node Multi node Single node

Hardware
construction

SBC with sen-
sor(s), SBC works
as a control device
of sensor(s)

SBC master node
and group of
sensor nodes with
sensors

Smartphone

Data gather-
ing

No limitations –
suitable for large
data chunks such
as photos

Suitable for low
data transfer –
SBC limitations

Device sensors –
no hardware mod-
ifications

Data process-
ing

SBC limitations e.g., mean value
calculus, visualiz-
ing

e.g., mean value
calculus, data
packaging

Data storage Temporary stor-
age

Temporary stor-
age or Database
storage and
visualization

Temporary stor-
age

When compared to the three types of data gathering devices, the division into
three parts is sufficient for hardware. Types 1 and 3 are combined on the hardware
side, with sensors and processing capabilities integrated into a single device. Type 2,
on the other hand, allows the master node to manage multiple sensor nodes. Table
4.1 includes references to previously presented architecture models. (Publication VI)

The data collection process is executed by the sensor node, which employs sen-
sors to gather the necessary data. The data could be basic information, like temper-
ature and humidity, or more intricate data, such as photos. The hardware utilized is
determined by the data requirements. The sensor node is separate due to being Type
2, where the aim is to use multiple sensor nodes with a single master node. Con-
struction sensors are connected to an SBM, i.e., an Arduino or similar, in Type 2,
which can manage simple data, such as numerical values. The Type 2 sensor nodes
are connected to the master node, and the volume of transferred data must be in
bytes or kilobytes. Android smartphones can process a significant amount of basic
information from their built-in sensors, as well as more intricate data such as images
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captured by the device’s camera. (Publication VI)
Themaster node receives data from the sensor nodes (sensor nodes send data or

the data are fetched by the master node). The master node can preprocess and/or
cache data if needed. The master node has a communication channel, for example,
3G/4G/5G1, Wi-Fi2, or LoRa. Depending on the master node’s communication
channel, remote control and configuration can be enabled. For example, Raspberry
Pi with Linux OS and a suitable communication channel is achievable with remote
control tools. (Publication VI)

TheType 3 construction is based on the idea of amaster node in a smartphone and
in such cases the solution is implementedwith a self-made application, which handles
data collection, storage, and processing. The application limitations come from the
OS of the smartphone and the fact that no hardware changes or modifications have
been made. (Publication VI)

This SW/HW framework relies on communication with the Internet, but in ad-
dition, suitable wireless technologies can be used (e.g., ZigBee, LoRa, 4G). The col-
lected data are transferred via the Internet to data storage devices. This storage could
be cloud servers with a database or dedicated Linux servers for saving data. The
study by Saari et al. (2020a) presents several ways for storing and visualizing sensor
data. The SW/HW framework can also be applied to these techniques. (Publication
VI)

Software of the SW/HW Framework

The SW/HW framework primarily relies on open-source software, which has been
in most cases tested by the community and comes with freely available source code.
Since open-source software is also free to use, multiple software combinations can
be utilized for testing without extra costs. (Publication VI)

The software components are divided into three parts:

• Sensor software - receives sensor data from sensors

• Data gathering and preprocessing software

• Data storage software

1Generations of wireless mobile telecommunications technologies
2Wi-Fi is the IEEE 802.11 standard based family of wireless network protocols
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Figure 4.4 Software components and their connections when collecting data.

The diagram shown in Figure 4.4 serves as a guide for dividing software compo-
nents between themaster node and sensor node at an abstract level and demonstrates
how these parts work together. This kind of approach facilitates modular develop-
ment and the ability to interchange components. Additionally, the diagram depicts
how the sensors provide input and how data are transmitted to the cloud. (Publica-
tion VI)

The pseudo code examples of the SensorApp (4.1) read the state of the sensor
and send the data. The ControlApp (4.2) receives data and sends the data to the
cloud. These programs illustrate the software components of the data gathering sen-
sor node. The SensorApp (Program 4.1) works in a loop, reading the sensor mea-
surement and sending the read value at appropriate intervals. In this example, the
interval is 1000milliseconds. The ControlApp (Program 4.2) waits for the data from
the SensorApp and, depending on the setup, the data can be handled in various ways.
However, the last step of the ControlApp is to send data to the cloud database. All
three types of data gathering constructions implement these two programs 4.1 and
4.2; the programming language varies depending on the working environment.

1 setup{
2 environment configuration
3 }
4

5 loop{
6 data = read_sensor;
7 send(data);
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8 sleep (1000);
9 }

Program 4.1 Pseudocode for SensorApp implementation

1 void read_send_data{
2 receive data
3 if check==true
4 check data
5 if store==true
6 store data locally
7 if modify data==true
8 modify data
9 Send data
10 }

Program 4.2 Pseudocode for ControlApp implementation

Table 4.2 presents all three types and the relevant software aspects. The list of
software components goes from sensing to storing the data. Low-level programming
with C++, Python, or Perl scripts is suitable in Types 1 and 2 for sensing and sensor
software for reading, reviewing, and storing the data. (Publication VI)

SBCs can serve the dual purpose of sensing and data gathering. In Type 1, for
example, the Raspberry Pi is connected to the sensors and utilizes sensor software
to read values from them. If a Type 2 construction is used, the gathering software in
the SBC can handle the data collection from several SBM sensor nodes. Also, Type
2 SBC devices should be equipped with the full OS if data gathering and preprocess-
ing software are more complex. In the data storing and preprocessing phases, the
SW/HW framework utilizes pre-made software and libraries. For example, Rasp-
berry Pi could offer the gathered data to the Internet with a server application. Pre-
processing could be, for example image recognition using image recognition soft-
ware. (Publication VI)

The assumption in the SW/HW framework is that the collected data are stored
in a cloud server. In addition to this, the data could be temporarily saved to the
master node using a suitable database format. If the data meet the definition of a
time series: "A sequence of numbers collected at regular intervals over a period of
time" then a time series database is a good choice (Namiot, 2015). For example,
the open-source time series database InfluxDB3 is suitable for SBC hardware and is

3https://www.influxdata.com/
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Table 4.2 Software features and examples of the three different types of data gathering construction.

Type 1 Type 2 Type 3
Construction
type

SBC with sensor(s) SBC master node
and group of SBM
sensor nodes with
sensors

Smartphone

Sensor soft-
ware - code

Collect data from
sensors - C/C++
or Python

Collect and send
data - C/C++

Collect, store and
send data - Android
(service) program

Data gath-
ering and
preprocess-
ing software

Python, suitable
program library

Communication
and processing,
Python

The same as above

Data storage
software

Filesystem Filesystem or
database

Filesystem,
database or cloud
storage

Data Photos or similar
large data chunks

Temperature, hu-
midity or similar
low data chunks

Photos or numeri-
cal sensor values

widely used in IoT solutions (Bader, Kopp and Falkenthal, 2017). Also, the relational
database model is suitable for storing the collected data locally in a sensor device, for
example a combination of Raspberry Pi with Linux OS, MariaDB4 database, and
a RESTful API. REST (REpresentational State Transfer ) is an architectural style
for distributed hypermedia systems (R. Fielding, 2000), (R. T. Fielding and Taylor,
2002). The RESTful API5 (Application Programming Interface) is a web service
which follows REST guidelines. With a RESTful API, the service allows remote
control or management of a device over the network. There are other alternatives to
the RESTful API technique, such as CoAP6 and MQTT7. The study by Saari et al.
(2020a) deals with the storage of sensor data more comprehensively.

Android smartphones have been used with this SW/HW framework. The An-
droid OS software development kit (SDK) enables the wide use of smartphone capa-

4https://mariadb.org/
5https://restfulapi.net/
6https://www.rfc-editor.org/rfc/rfc7252.html
7https://datatracker.ietf.org/doc/html/rfc9431
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bilities. For example, the SDK enables usage of a smartphone camera (Publication
IV) and the smartphone’s accelerometer sensor (Sillberg et al., 2018).

Also, Android OS facilitates data storage on smartphones via files and databases,
enabled by the SDK.The SDKalso enables users to utilize the datawithin the SW/HW
framework, as well as transferring the data to cloud services. (Publication VI)

When considering data storage, cloud storage for data is a better choice than local
storage in the master node because of security and availability. Cloud storage, such
as the commercial Google Firebase or a self maintained Linux server, has more ca-
pabilities to store a larger amount of data than the local database in a Raspberry Pi.
(Publication VI)

This section presented the developed SW/HW framework, as well as the proto-
type implementations. The SW/HW framework can be used as a guideline, with
which it is possible to rapidly construct a data gathering prototype system for dif-
ferent purposes. The main limitation, but also advantage, is relying on off-the-shelf,
open source, and community supported components. This is a limitation if produc-
ing a commercial product, but an advantage when rapidly prototyping a new data
gathering system.

4.3 Use of the SW/HW framework with three types of

systems

This section gives an overview of the developed prototype systems and lists the main
findings made during the research. The prototypes are divided into Types 1 and 2,
which are SBC and Linux OS based data gathering prototype systems, and Type 3
which is a smartphone based solution. (Publication VI)

In Type 1 constructions, one or more sensors are connected directly to the SBC.
The four different studies and main findings related to the SW/HW framework are
presented briefly below. (Publication VI)

• Publication I presented the first implementation: a data collector service. In
this prototype, a Beaglebone Black SBC gathered temperature, humidity, and
brightness data. The data were stored in the SBC and server software offered
the data to users. The SBCs used an Ethernet connection for data transfer.
The main goal of the study was to test how well a cost-efficient off-the-shelf
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SBC could collect, store, and provide data. This goal was reached successfully,
and the designed system was tested and found to work as planned. The study
proved that fully operating, data gathering prototypes can be developed with
off-the-shelf devices and open source tools. (Publication I)

• The study by Saari, Baharudin and Hyrynsalmi (2017) focused on the usage of
off-the-shelf devices when prototyping a sensor network solution in academic
research. In addition, the study determined the advantages and limitations
of prototyping when the Raspberry Pi was used. The study showed that the
Raspberry Pi SBC is a widely used device in research implementations of dif-
ferent kinds. Some prototype system testing methods were found: software
testing, software performance testing, and validation of data tests. The study
by Saari, Baharudin and Hyrynsalmi (2017) clarified the operating environ-
ment for the SW/HW framework. (Publication VI)

• The third (Publication IV) and fourth (Grönman et al., 2019) studies were
based on Raspberry Pi and camera combination prototypes. Both prototypes
used 3G/4G communication. The data and photos were stored and processed
in cloud storage. The SBC based prototypes collected and sent data for sev-
eral weeks in the customer’s environment, which raised the need for a remote
control channel (for example the SSH service and terminal). (Publication IV)

AType 1 construction typically consists of programs for data fetching, data check-
ing, and data storing. An SBC environment has an OS and some programming lan-
guage options for programming and implementing the software. The example use
case, Program 4.3 uses Python programming language to read, modify, and store
data. The function readData() reads two temperature values (the data) from an Ar-
duino, which is connected with a USB cable8 to a Raspberry Pi. The function write-
Data(values) modifies and stores data temporarily in an internal text file and sends
the data to the Firebase Cloud Storage. This use case demonstrates data collection
with a sensor, storing on the document database, and using a smartphone applica-
tion, as described in the study by Saari et al. (2020a). The example is not a typical
Type 1 construction because the sensors are used with an Arduino. The reason for
selecting this kind of approach was educational - this example was used as a real-

8USB (Universal Serial Bus) is an industry standard for cables for the connection, communication
and power supply between computers and peripherals.
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world data gathering example in an Embedded Systems9 course. Furthermore, the
collected temperature data in the Firebase cloud service were used as an example in
a course on Mobile Programming10. Both courses were held at Tampere University
in 2019.

1 import time
2 from firebase import firebase
3 firebase = firebase.FirebaseApplication(
4 ’https :// kevat2019 -b8e28.firebaseio.com/’)
5 ser = serial.Serial(’/dev/ttyACM0 ’ ,9600, timeout =0)
6

7 def readData ():
8 data=ser.readline ()
9 temp1=’’
10 for value in data:
11 temp1=temp1+chr(value)
12 writeData(data)
13

14 def writeData(values):
15 time_hhmmss = time.strftime(’%H:%M:%S’)
16 date_mmddyyyy = time.strftime(’%Y/%m/%d’)
17 data=date_mmddyyyy+’;’+time_hhmmss+’;’+arvot
18 print(data)
19 filename=’Output.txt’
20 with open(filename , "a") as text_file:
21 print(data , file=text_file)
22

23 #Data saving to Firebase
24 line=data.split(’;’)
25 try:
26 result = firebase.post(
27 ’https :// kevat2019 -b8e28.firebaseio.com/Pikkuasevelitie ’
28 ,{’pvm’:str(line [0])
29 ,’Kello ’:str(line [1])
30 ,’alalampo ’:str(line [2])
31 ,’ylalampo ’:str(line [3])})
32 except:
33 print(’Error ’)

9PLA-32311 Embedded Systems, 5 op
10PLA-32820 Mobile programming, 5 op
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34 pass

Program 4.3 Python functions for data modifying and storing on Firebase Cloud Storage. First the

Firebase Cloud Storage address is defined. The timestamp and collected measurements

are combined into one line with a separator for local storing. In the last step "firebase.post"

data are split and sent to the cloud. This prototype system is presented in a study by Saari

et al. (2020a)

The Type 2 construction was evaluated in three prototypes which had one SBC
as a master node and several sensor nodes. These constructions use one-way com-
munication from sensor nodes to the master node. This configuration was evaluated
in several research cases:

• The first study, Publication II, concerned an Intel Galileo Gen 2 development
board which functioned as a SBC master node. The sensor nodes were Ar-
duino SBMs, which collected and sent data to the master node using wireless
XBee11 technology. The targets of the study were threefold: to test the multi
node architecture model, to determine how well cost-efficient, off-the-shelf
SBCs could be used to gather sensory data from several SBM sensor nodes,
and how to deliver collected data to clients over the Internet. The study shows
the usefulness of a Type 2 construction when several sensor nodes collect data
from a small area (the size of area depends on the ability of the selected commu-
nication technology between the master node and sensor node). (Publication
II)

• In the second use case, Rantanen and Saari (2020) presented a prototype system
for monitoring indoor living or working conditions. The area of the sensor
nodes was extended by using LoRa technology as a communication channel.
In this prototype system, the Raspberry Pi master node with a LoRa expan-
sion board received and stored data from several Sodaq sensor nodes12. The
goal of the tests was to validate the prototype system construction. In addi-
tion, the study shows LoRa technology to be a good choice for sensor appli-
cations within concrete buildings (Rantanen and Saari, 2020).

• The third use case (Saari et al., 2020a) used a RuuviTag13 consumer product

11Brand name forwireless connectivitymodules, based on the IEEE 802.15.4-2003 standard designed
for point-to-point and star communications

12https://support.sodaq.com/Boards/ExpLoRer/
13RuuviTag technical specifications, https://ruuvi.com/files/RuuviTag-tech-spec-2019-7.pdf
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as sensor node. RuuviTags collect temperature, humidity, pressure, and mo-
tion data and use Bluetooth communication to send data to the Raspberry Pi
master node. The master node has an InfluxDB14 database for data storing,
and Grafana15 for data visualization. The advantage of ready-to-use consumer
products is that the prototype system is quick to configure. The master node
needs configuring, but the re-using of previously utilized software keeps the
development effort low. These prototype systems showed that, even though
the gathered data were small in quantity, the visualization required a lot of
processing by the Raspberry Pi. The second issue raised was a restriction on
the number of memory operations that could be performed using a memory
card on a Raspberry Pi. Therefore the data had to be stored and processed
on a cloud server. Regarding the SW/HW framework, this prototype system
demonstrated the effectiveness of modular development and the interchange-
able nature of both the sensor nodes and the master node. (Publication VI)

The software in Type 2 is divided into two types– sensor node and master node
devices. The program 4.4 is an Arduino type solution for data gathering from sen-
sors: First, the environment is configured in the setup loop. Second, two arrays are
introduced in the loop: a "buffer" array variable for the message and a "tbuf" ar-
ray for the sensor values. This construction consists of two sensors: SGP3016 and
BME68017. The data are fetched by means of functions. The last function "send-
LoRa(buffer, strlen(buffer))" sends data to the master node using a LoRa wireless
network.(Rantanen and Saari, 2020)

1 void setup()
2 {
3 setupLoRa ();
4 setupBME680 ();
5 setupSGP30 ();
6 }
7 void loop()
8 {
9 char buffer[LORAWAN_MESSAGE_MAX ];
10 if(! getSodaqBuiltInData(buffer)){

14https://www.influxdata.com/
15https://grafana.com/oss/grafana/
16https://learn.adafruit.com/adafruit-sgp30-gas-tvoc-eco2-mox-sensor
17https://learn.adafruit.com/adafruit-bme680-humidity-temperature-barometic-pressure-voc-gas
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11 return;
12 }
13 char tbuf[LORAWAN_MESSAGE_MAX ];
14 if(! getSGP30Data(tbuf)){
15 return;
16 }
17 strcat(buffer , tbuf);
18 if(! getBME680Data(tbuf)){
19 return;
20 }
21 strcat(buffer , tbuf);
22 sendLoRa (( uint8_t *) buffer , strlen(buffer));
23 }

Program 4.4 Data gathering code for the sensor node. (Rantanen and Saari, 2020)

The master node software in the use case in Rantanen and Saari (2020) was im-
plemented in a Raspberry Pi equipped with an additional LoRa shield device18. The
program code was based on the GitHub project19 described in Semtech S.A (2021)
with several modifications. A pseudo code program 4.5 clarified the procedure of
the master node functions. First, the message is received from a sensor node and
checked. Then, if the message is approved it is divided into parts (timestamp, device
ID, sensor value) and stored on the database.

1

2 loop{
3 configurate LoRa device IDs
4 Listen the LoRa communication
5 If messages LoRa device ID is known
6 saveMessage(message)
7 }
8 saveMessage(message){
9 if message not ok
10 return
11 data = parseToSQLTable(message)
12 send data to SQL
13 }

Program 4.5 Data processing and storing SQL code. (Rantanen and Saari, 2020)

18WiMOD Lite Gateway Data Sheet, https://wireless-solutions.de/downloadfile/lite-gateway-
documents/

19https://github.com/Lora-net/packet_forwarder
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Programs 4.4 and 4.5 describe the functioning of the data gathering system. This
prototype system (Rantanen and Saari, 2020) showed the inconvenience of using
ready-made code. The "Lora-net/packet_forwarder" GitHub project offers code ex-
amples, but the code implementation in one’s own implementation is not always
straightforward, due to missing code libraries or dependencies. Furthermore, the
project’s last commit (=update) was done in 2017 and there were only two main-
tainers for the project. However, the general conclusion remains that it is easier to
modify existing code than to create entirely new code.

Type 3 uses smartphone related prototype systems because they are suitable for
WSN sensor nodes. Smartphones come equipped with essential hardware compo-
nents such as power source, communication capabilities, and sensor devices. Ad-
ditionally, their operating system is well-suited for extensive utilization of the hard-
ware. Our first attempt of using a smartphone as a sensor was presented in Sillberg et
al. (2009). The research question of the studywas "How to utilizemobile technology
to supply disaster information to both mobile terminals and desktop computers?"
(Sillberg et al., 2009).

Android smartphones were used in the two documented data gathering proto-
types and their features are discussed from the perspective of the SW/HW frame-
work. (Publication VI)

• The study by Sillberg et al. (2018) presented the initial prototype implementa-
tion for data collection, which relied on smartphone sensors, including GPS
and an accelerometer, to identify changes in road surface conditions. An An-
droid smartphone was the preferred choice for data acquisition as the study
was conducted by a group of individuals who were driving on roads located
in western Finland, and the majority of them possessed smartphones that met
the requirements for prototyping purposes. The use of smartphones also fo-
cused on crowdsourced data collection. The developed software, ShockApp,
was a combination of a user interface application and background service. The
interface shows the state of the application and the background service tracks
the location and gathers data from the sensors embedded in a smartphone.
However, some issues arose concerning manufacturer-dependent features. Re-
garding the SW/HW framework, the prototype exhibited the capability of
employing a smartphone as a sensor node for WSN. (Sillberg et al. (2018),
Publication III)
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• The second data gathering prototype was a solution for concept testing. The
prototype system (software in a smartphone) consists of tracking a bus travel-
ing on a route by collecting images, location data, and timestamps. The pro-
totype is fully autonomous. The stops on the bus route were assigned to the
prototype as GPS coordinate targets. The program code reads the GPS coor-
dinates continuously and compares them to the assigned targets. When the
coordinates match, a picture is taken. The working prototype solution for
this problem is presented in Publication IV. For the SW/HW framework, this
prototype again showed that a smartphone can be used as aWSN sensor node.
(Publication IV)

The software differs significantly from that of Types 1 and 2. In Type 3, the An-
droid smartphone environment is a sophisticated OS for mobile phones and it has
several services and libraries available for software developers to use. On the other
hand, the Android OS is limited due to security issues and the software has to be ap-
proved in order to use certain services with permissions. For example, the workflow
of permission requests is clarified in programs 4.6 and 4.7. First, the necessary per-
mission is declared - Camera in Program 4.6. After the permission configuration in
4.7, the program asks the user for permission to use the camera with a method (line
2) and collects the answer of the user with a method. When permission is approved,
the software listens to the changes of service and, when a change of picture happens,
the software should respond to the change if needed. After permission approval, a
background function takePicture() is called whenever needed.

1 <uses -permission android:name="android.permission.CAMERA"/>

Program 4.6 A Permission declaration in manifest.xml configuration file

1 private boolean checkCameraHardware(Context context) {...}
2 private void requestCameraPermission () {
3 if (shouldShowRequestPermissionRationale(Manifest.permission.

CAMERA)){
4 ActivityCompat.requestPermissions(
5 this , new String []{ Manifest.permission.CAMERA},
6 REQUEST_CAMERA_PERMISSION);
7 } else {
8 requestPermissions(new String []{ Manifest.permission.CAMERA

},
9 REQUEST_CAMERA_PERMISSION);

58



10 }
11 }
12 @Override
13 public void onRequestPermissionsResult(int requestCode ,
14 @NonNull String [] permissions ,
15 @NonNull int[] grantResults) {
16 if (requestCode == REQUEST_CAMERA_PERMISSION) {
17 if (grantResults.length != 1 || grantResults [0]
18 != PackageManager.PERMISSION_GRANTED) {
19 requestPermissions(new String []{ Manifest.permission.

CAMERA},
20 REQUEST_CAMERA_PERMISSION);
21 }
22 } else {
23 super.onRequestPermissionsResult(requestCode ,
24 permissions , grantResults);
25 }
26 }
27

28 protected void takePicture () {
29 CameraManager manager = (CameraManager)
30 getSystemService(Context.CAMERA_SERVICE);
31 ...
32 ImageReader.OnImageAvailableListener readerListener
33 = new ImageReader.OnImageAvailableListener () {
34 @Override
35 public void onImageAvailable(ImageReader reader) {
36 ...
37 }
38 }
39 }

Program 4.7 Java file for Android environment and permission request.

Program codes 4.6 and 4.7 give a certain example of coding in an Android OS en-
vironment. The environment contains dozens of sensors20 (depending on the device)
and it has all the necessary features for the working sensor device (communication,
battery, and programmable environment). Therefore, if values can bemeasuredwith
a smartphone, it should be used.

20https://developer.android.com/reference/android/hardware/Sensor
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4.4 Discussion and summary

This chapter outlines the impact and significance of the framework, and aimed to
resolve the research question: RQ2: How can IoT data gathering be generalized
into a framework of required software and hardware components? To answer the
question, several data gathering prototypes were made.

The research and the prototype system development projects presented above
show that it is possible to categorize prototype systems into three different types of
construction depending on the use case. Type 1 constructions are suitable for large
amounts of data from a few sensor type systems, for example camera applications.
In addition, Type 1 prototype systems are freely modifiable unlike Type 3 systems.
TheType 2 construction collects simple data from several pointswith separate sensor
nodes, for example living conditions from a residential building. In Type 3 construc-
tions, a smartphone is used as a data gathering sensor device, and this is a suitable
construction if the smartphone’s sensors are appropriate for the selected use case.

In the realm of developing IoT data gathering systems, studies have highlighted
several aspects regarding the construction of a SW/HW framework. The utiliza-
tion of off-the-shelf devices offers significant advantages, particularly in terms of
lightweight development and cost efficiency. These devices, including readily avail-
able hardware like Android smartphones and Raspberry Pi Single Board Computers
(SBCs), provide a versatile and cost-effective solution for rapid prototyping and de-
velopment. (Publication V)

The operating systems of the selected devices support the usage of sensors, fur-
ther enhancing their applicability in IoT environments. Off-the-shelf devices enable
a quick start to development, eliminating the need for extensive custom hardware
design, thereby reducing the initial time and investment required. This approach is
especially advantageous in the early stages of a project, where the focus is on validat-
ing ideas and concepts through prototyping. (Publication IV

The idea of the framework is not new and there have been a few closely re-
lated studies (Kreiner et al., 2001), (Srivastava and Brodersen, 1991), (Mäntyniemi,
Pikkarainen and Taulavuori, 2004). Nevertheless, the main idea was to give a new
perspective on developing a framework for data gathering using off-the-shelf com-
ponents, both software and hardware. The related research provided the building
blocks, e.g., Xu, He and Li (2014) and Vakaloudis and O’Leary (2019) introduced
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IoT layers: sensing, networking, service, and interface, which fit our framework
architecture. In addition, Chapter 3 and the design factors (Akyildiz, Sankarasubra-
maniam and Cayirci, 2002) provided a basis for developing the SW/HW framework.

The SW/HW framework development raises several new research topics. As the
first topic, all the prototypes discussed in this context feature sensor software, which
is responsible for reading the sensor’s output. For instance, in the case of a temper-
ature sensor, the software converts the byte value into an integer using a suitable
formula, and either sends or saves the data at an appropriate location. Sensor soft-
ware is mentioned several times in this thesis, but its algorithm has not been dis-
cussed in detail. This low-level algorithm is programmed using C/C++, Python,
Java, or a similar programming language. It should be noted that the initial data
processing could be performed at this level, e.g., averaging the accelerometer sensor
values within one second. How should low-level software be programmed in order
to improve performance without data loss? (Publication VI)

For the second topic, a large amount of sensor data were collected by the pro-
totypes. Data processing and data mining are important aspects, which this study
leaves for future research. Data visualization has been touched on briefly in the stud-
ies by Sillberg et al. (2018) and Saari et al. (2020a). In addition, sensor data will be-
come more usable if merged with other publicly available data such as weather data
or map data (Sillberg et al., 2018), (Soini et al., 2019).

The third topic would be performance issues, which have not been extensively
addressed in this research. In the Type 2 data gathering construction, the amount
of sensor nodes is limited, but no exact limit can be set because it depends on the
range, communication channel, transferred data, and so on. Performance problems
may also be affected by data processing such as in the case of photos or especially
motion detection. This raised the point of what should be processed in SBC devices
and what should be processed in the cloud service? (Publication VI)

The quality criteria for components is not defined in the SW/HW framework.
This raises the question of how to select good components and devices for proto-
types. This question is left to the framework user.

The vulnerability issues of the data are worth considering. What happens if data
are not available and second, if the data are critical? What would the consequences be
if the data weremanipulated? The SW/HW framework ignores thematter, but these
are significant issues. Furthermore, security issues for IoT devices are important to
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note. The study by Babar et al. (2011) discusses security vulnerabilities and attacks
on IoT systems. (Publication VI)

The SW/HW framework was presented in this chapter as the second artifact of
the research. It was proved in this chapter that the architecture models presented
previously in Chapter 3 can be extended to the SW/HW framework, which more
precisely determines the guidelines for constructing an IoT data gathering prototype
system. With the SW/HWframework guidelines, it is possible to rapidly construct a
data gathering prototype system for different purposes. Furthermore, this SW/HW
framework together with Chapter 3 "Architecture model for sensor node" provides
a base for developing a model for the prototyping process, which is presented in the
next chapter.
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5 MODELING THE PROTOTYPE

DEVELOPMENT PROCESS

The purpose of this chapter is to discuss the development of the prototype develop-
ment process model, the Descriptive Model for the Prototyping Process (DMPP),
described in Publications VI-VIII.

During the research phase of the thesis, several data gathering prototypes were
developed using the same development process. The focus of this chapter is the de-
scription and assessment of the prototype development process itself. This chapter
answers the research question presented in the introduction: RQ3: What kind of
process model can be developed from prototype development practices that have
been applied in research projects between university and enterprises?

The subject is approached by introducing a modeling procedure with example
prototype pilot cases. An eight-step process modeling approach was utilized to rec-
ognize instances of activity, artifact, resource, and role. With these instances, the
artifact DMPP was developed.

The main result of this modeling – the developed prototype development process
model – can be used as a guideline when building prototype systems with a client.
An evaluation of the DMPP is presented in Publication VIII and Section 5.3.

5.1 Developing the process model

During the research it was noticed that the same procedure was followed when con-
ducting the process. This observation led to a further development idea: How to
model the development process? The prototype development projects and their re-
sults demonstrated the ability to execute projects quite effectively. Also, both the
customer and the project group were satisfied with the results, i.e., prototypes, doc-
uments, and data.
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Figure 5.1 Fundamentals of the prototype development process. Adapted from Publication VII.

In this section, the aim is to present the creation process of the DMPP. The De-
scriptive Process Model (DPM) approach proposed by Becker, Hamann and Verlage
(1997) was followed. This approach consists of eight steps grouped into two phases:

Setup phase

1. Objectives and Scope

2. Define Schema

3. Select Language

4. Select and Tailor Tools

Execution phase

5. Elicitation

6. Create Model

7. Check Model

8. Check Process

The DPM approach was applied in the following way: To collect data for the
models, the developers involved in the processes were interviewed. The schematic
diagram shown in Figure 5.1 guided the data collection, the results of which were
shown on stickers on the wall during the work (Figure 5.2). In the resulting model
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Figure 5.2 The modeling of the bus case development process with whiteboard and notes. The bus case
prototype system is introduced in Publication IV.

(Figures 5.3 and 5.4), the activities are represented as rectangles with rounded cor-
ners. The roles are represented by stick figures and resources are represented by dif-
ferent icons. Parallelograms, cylinders, and document symbols represent artifacts.
Continuous arrows represent the associations between activities and artifacts, while
the links between activities and roles and resources are dashed. Graphical represen-
tations of the models were produced using free online diagram software: draw.io1.
(DPM Steps 2-4). (Publication VII)

The objectives and scope of the modeling were presented in the introduction of
this chapter (DPM Step 1). The following section provides an example of data elicita-
tion (DPM Step 5) and the modeling results (DPM Step 6). After that, the possibili-
ties for improving themodeled processes are discussed (DPMSteps 7-8). (Publication
VII)

The DPM approach handles process elicitation in Step 5 and creates the process
model in Step 6. This section highlights the process knowledge by introducing one
of the prototype development processes – the bus case – as an example. The bus
case prototype system is described in Publication IV. The development process prac-
tices can be highlighted using a whiteboard and Post-It notes (Figure 5.2) (Raninen
et al., 2013)]. Publication VII presents three other prototype development processes,
which were used as a knowledge base when developing the DMPP.

The bus case was established to address customer complaints received by a bus

1https://app.diagrams.net/
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Figure 5.3 Bus case development process. The project group developed a working prototype introduced
in Publication IV. Adapted from Publication VII.

company. Customers had complained that buses were not stopping to pick them
up or not coming at all. To collect photos with timestamps at specified bus stops,
a prototype was developed and implemented on mobile phones. The main idea of
the prototype was to collect photos of the bus stops as the bus approached. The
university’s project group developed a working prototype, which was then tested in
the buses. (Publication IV)

The bus case prototype system development process is illustrated in Figure 5.3.
The development group in this process consisted of the university’s research group.
The development process began with a design discussion, which was the first activ-
ity (rounded corner rectangle) that produced the first artifact (parallelogram): the
whiteboard sketch. The artifacts or results were subsequently utilized in the soft-
ware construction phase activity. (Publication VII)

The activity steps "Construct Software" and "Test System" were later combined
into the "Develop Software" activity (Figure 5.4). The resources used during the
development process, including the programming language, test device with GPS,
camera, and network, were involved in the activity step. The activity step "Test
System" included the testing environments: the laboratory and the bus itself. The
artifact step "Code including Docs" consisted of the prototype device and software
code with documentation. It also included the API definition and Data Format De-
scription. After that the testing activity started, which produced the collected data
artifact. The coding and testing activities could be iterated several times. (Publica-
tion VII)
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Figure 5.4 Process model for prototype development. The rounded corner rectangles represent activi-
ties and the parallelograms represent artifacts. Adapted from Publication VII.

The presented bus case development process produced a working prototype. In
this case, the prototype was then presented to the customer, i.e, the bus company.
(Publication VII)

5.2 The DMPP

The Descriptive Model for the Prototyping Process (DMPP) is a result of DPM Step
6. The process model describes the prototype development practices that were ap-
plied in research projects between university and enterprises. Figure 5.4 presents the
developed DMPP and gives an overview of the steps included in the process. The
process model developed seeks to present the methods and practices used in proto-
type development projects in general terms.

The DMPP is not limited to a specific type of artifact, so it can be extended to
include hardware. Therefore, in this thesis, the term "process" generally refers to
all types of artifacts, whether software or hardware, produced in the prototype de-
velopment process. Although the DMPP primarily models the prototyping process
within a research context, it is not restricted to this context. (Publication VI)

The fundamental concepts related to processes are role, activity, resource, and
artifact. For example, in a software development activity, a developer (role) uses a
programming tool (resource) to create software (artifact), which is later employed in
the prototype system. (Publication VII)

The DMPP is based on the six main steps (Figure 5.4) presented below. The use
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of previously presented architectural models and the SW/HW framework is also
described in steps (Publication VII):

1. The Discuss Requirements step is initiated with the collaborative require-
ments definition discussion between the developer group and the client. Dur-
ing this discussion, the client specifies the type of data they require, while the
developer group establishes the hardware and system architecture, as well as
how the software will collect the data. The choice of hardware mainly influ-
ences the software environment and tools that will be utilized.

2. The first artifacts,Requirement Notes, are the outcome of the discussion: the
first architecture model of the component interconnections, which includes
the prototype system requirements within the discussion notes. The thesis
focuses on the idea of selecting an architecture model between single node or
multi node, but naturally more architecture models are possible. (Publication
VI)

3. TheDevelop Software step involves the research group, including the project
manager, in the development of the software/hardware prototype. The client’s
representatives are involved in the development process in the role of instruc-
tor. In this step, the selected architecture model and the SW/HW framework
are used as the guidelines for selecting the components for the developed pro-
totype. (Publication VI)

4. The Development Artifacts step introduces the working prototype artifact.
It contains the developed software and hardware components. The intercon-
nections of the components are tested, and the prototype system is function-
ally tested. The gathered data are also inspected and, if possible, compared
with the expected results. Iterations are possible especially in situations where
the prototype functionality has been tested in a laboratory environment be-
fore the field tests. (Publication VI)

5. The Prepare & Conduct Presentation step includes preparing the outcome
of the development process. Possible results include a prototype system and
documentation, collected data, and project documentation. Also, the SW/HW
framework can be complemented if necessary. (Publication VI)

6. The Presentation step is to publish the results, for example, the prototype
system, collected data, and analysis of the project. The audience for the publi-
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cation is at least the client, and in most cases the results are freely available for
further development. (Publication VI)

Prototyping is a powerfulway to figure out the possibility of implementation. Other
benefits of prototyping include cost estimation and workload estimation. The pro-
cess model shown in Figure 5.4 is a simplified presentation of the prototype devel-
opment process and therefore it does not mention common procedures such as iter-
ations, testing, and customer testing (Publication VI).

When analyzing the process model and the selection processes (DPM Steps 7 and
8), the lack of iteration notation arose. Iteration is used in most prototype devel-
opment projects when configuring, constructing, or testing a prototype. The use
of iterations is an efficient way to test and develop an idea. The first iteration starts
with a basic prototype, which consists of simple and basic components. For instance,
the hardware could be chosen solely for the purpose of testing the idea. If the ini-
tial prototype works, subsequent iterations improve upon it by replacing the basic
components withmore suitable ones, including hardware and software components.
Iterations can help identify flaws and limitations, and thus refine the prototype until
it meets the requirements. (Publication VI)

5.3 Evaluation of the DMPP

Publication VIII focuses on the KIEMI research project and its use of the DMPP
to facilitate collaboration between university and enterprises. The project included
23 pilot case projects where prototypes were developed in collaboration with en-
terprises to address real-world issues. The term "pilot case project" is used here to
distinguish individual prototype projects from the KIEMI project. This section re-
views Publication VIII which evaluates the suitability of the DMPP for usage in a
research project.

Clarifying the benefits of the different stages of the DMPP and their applicability
to collaboration pilot case projects, the following points are discussed:

Discuss Requirements: Most prototype development pilot case projects involve
an external partner in discussing objectives, with varying levels of collaboration. In
low-level collaboration, the partner provides the premises formeasurementswithout
making any special requests. The output is typically a report that may or may not
lead to further actions.
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Inmid-level or high-level collaboration, the partner takes amore active role in dis-
cussions and directs the starting point towards a specific issue they want to research.
High-level collaboration often involves expanding the original task assignment and
bringing in additional partners or stakeholders.

The DMPP is well-suited for this type of activity because the non-commercial
leader, i.e., the university research team, is focused on research goals rather than fi-
nancial goals. Additionally, any additional research or technical goals set by partners
are shown to be applicable to the model’s operation within the iteration rounds. In
these cases, the university research team led the pilot case project and collaborated
with necessary partners. (Publication VIII)

The main purpose of Requirement Notes is to guide the pilot case project in
the selected direction, making them an important part of the documentation. The
DMPPdemonstrates the advantage of "light documentation" for getting started quickly,
using previously defined architecture models and device configurations to speed up
operation. This approach also involves reusing technological choices and definitions
from earlier pilot case projects, based on the idea that "SomeThings Are Better Done
than Described" by Hunt and Thomas, 2000.

Light documentation and process modeling are particularly suitable for univer-
sity and other research institution environments focused on prototyping, rather than
commercial product development. However, this approach may require more work
if technology transfer to a partner begins with a prototype. Internal requirements
are also mentioned in several cases, such as when the research group wants to change
or update a specific feature. (Publication VIII)

TheDevelop Software phase uses the artifacts of previous requirements as a loose
guideline. For example, user interface software by Nurminen et al., 2021 and back-
end software by Nurminen, Saari and Rantanen, 2021 developed in early stage pi-
lot case projects were used in several subsequent pilot cases. The DMPP allows for
changes to requirements if they are deemed beneficial. These changes are not typi-
cally discussed with partners unless their input is required. While the DMPP does
not specify requirements for software or hardware components, it was observed that
using off-the-shelf components accelerated prototype development. Additionally,
this approach offers the advantage of flexibility in adapting prototype solutions to
conform to the requirements of selected components. (Publication VIII)

The main goal of the DMPP phase is to develop fully working prototype sys-
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tems, which are considered as Development Artifacts. In the KIEMI project, this
phase typically involved installing the prototype at a target location provided by the
partner to collect data. The majority of the prototypes were working SW/HW pro-
totypes, although some were only SW prototypes used for analyzing and visualizing
the partner’s collected data. TheDMPP aims to produce a functional prototype, and
as such, only the primary functions of the prototype are utilized, with documenta-
tion or testing done only partially. While this approach speeds up development, it
could potentially slow down technological transfer later on. (Publication VIII)

The phase of Prepare & Conduct Presentation is intended for reporting the
results of the pilot case project. In longer pilot case projects, it was observed that
the reuse of skeleton reports accelerated this phase of the pilot case project. The
automation of this process significantly sped up the reporting phase. This highlights
the fact that when using the DMPP model, reporting will typically consist of the
same components. (Publication VIII)

The final phase of the DMPP involves Presenting and publishing the pilot case
project results. In successful pilot case projects, partners often express interest in
further developing the prototype, and technology transfer continues from this point.
One significant advantage of the DMPP model is that it ultimately aims to publish
scientific and other public material from the pilot case projects. (Publication VIII)

Overall analysis: The KIEMI project demonstrated the usability of the DMPP
and its suitability for pilot case projects. The project utilized two approaches: soft-
ware development style and collaboration style. The software development style
emerged during the prototype system development with the goal of implementing
new systems to collect, process, and present environmental data. The collaboration
style was a result of cooperation with various partners during the prototype devel-
opment process. The DMPP is able to connect both styles. (Publication VIII)

The project successfully demonstrated collaboration between a university and en-
terprise in the context of prototype development. In most cases, the DMPP process
was in the background and invisible to the partners, but it provided support for col-
laboration throughout all six phases. The DMPP can support technology transfer,
especially in phases 1, 3, 4, and 5, where cooperation with the partner is necessary.
(Publication VIII)

To improve collaboration, it is beneficial to add a step where the company pro-
vides a suitability assessment of the prototype’s general level and associated return
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on investment (ROI). With the feedback received, the research team can accumulate
expertise in designing the next prototype and produce a result that is more interest-
ing to the company. The ability to rapidly produce prototypes valued by companies
is a significant strength and advantage for a university that organizes projects. (Pub-
lication VIII)

5.4 Discussion and summary

This chapter’s related studies in Chapter 2 started with a discussion about software
development processes: Waterfall, Agile, and rapid prototyping. Of these, rapid
prototyping was the closest to the process model. However, rapid prototyping did
not include everything we needed as a definition, e.g., customer contact or presenta-
tion of final outputs, so we developed our own. The process of model development
is strongly related to prescriptive and descriptive process models. A prescriptive
model describes how the process should be performed, whereas a descriptive model
describes how a process is performed in a particular environment. The outcome of
this chapter is the process model that was developed in a descriptive way. Previous
prototype development projects were used to develop the model.

Another related model – the DPM process model – was used as a guideline for
developing software. This chapter showed the ability of the selected models and
methods to build up the DMPP. In addition, using the three major parts of devel-
oping embedded systems – model-design-analysis (Lee and Seshia, 2017) was a good
approach: first, select the data to collect, next build a prototype to collect the data,
and finally, analysis, to determine whether the outcome was successful.

This chapter introduced theDMPP – amodel for the prototype development pro-
cess by modeling a procedure with example prototype cases. The research method
used and presented here was an eight-step process modeling system. The basic con-
cepts relating to the prototype development process included four factors: activity,
artifact, resource, and role. The outcomes of the modeling procedure were conveyed
through textual and graphical representations, and the process knowledge obtained
during the model creation was described. Furthermore, certain shortcomings in the
existing practices were discovered. Based on the findings, both the model and the
prototype development process and practices could be further improved in the fu-
ture. (Publication VII)
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The DMPP was developed to guide the prototype development process. The
process model in Fig. 5.4 is a representation of the prototype development process.
It gives the abstract instructions for the operation with defined steps to implement
data gathering IoT prototypes from start to finish. If all steps are performed, the level
of the outcome is predictable. Themodel is sufficient for developing prototypes, but
it also makes it possible to add more activities if needed. For example, procedures
such as iterations, testing, and customer testing could be included in the process.

The model presents the basic concepts: customer and developer team Roles; the
Activity phases of the project; Resources, e.g., the software and hardware to use;
and Artifacts such as notes, software, hardware, prototype, published reports, and
presentations. More specifically, it provides the necessary steps for handling require-
ments and specifications, including the implementation phase and the publishing of
the developed prototype. When the model steps are followed, this produces the ar-
tifacts: notes, prototypes, and collected data, and finally the published results of the
project. If the developer team, or at least the project manager, knows these concepts
the project can be expected to be successful.

The modeling work environment presented in this chapter was focused on a uni-
versity environment and similar research organizations. This raised the question,
which could even be the research question of the thesis: How to generalize the use
of the process model and the development process? Furthermore, the prototypes
were developed with quite a small group – even when customers were included the
number of participants was below twenty. What if the number of participants were
fifty for example, would themodel still be applicable? These questionsmust be taken
into account in the selection of future research topics.

When considering the process model research and validating the results presented
in this chapter, the question of timeline arises, and more specifically the question: Is
the process model the desired output of the thesis or is it a side result of the overall
thesis research project? The article "Threats to validity of Research Design" points
out the "reactive or interaction effect of testing" thread, where pretest arrangements
jeopardize the test input and results ( Shadish, W., Cook, T., Campbell, T. (2002) as
cited in Chong-ho (2021)). To prevent this effect, previously executed case studies
were selected when developing the DMPP.

In summary, the DMPP provides a concrete and systematic example of how col-
laboration between university and enterprise can be executed in practice. Thus,
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based on the observed results, the model can be considered successful and fit for
the needs of the development cases in question.
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6 CONCLUSION

This thesis began with an introduction of the DS method and the six phases it con-
tained (Figure 1.4) that were used during the research. At first, the problem was
identified and the research questions set, and the scope was defined. The design and
development phase was described in Publications I - VII. Chapters 3-5 presented the
artifacts: the architecture model, SW/HW Framework, and DMPP. The evaluation
of the work was done when the publications went through the review processes.
This is part of the last phase of the research process: communication.

This final chapter summarizes the thesis research work and presents the final con-
clusions of the outcome. This chapter revisits the research theorem, discusses its se-
lection, and how it was approached. The research theorem was developed further
into three research questions. These questions and how the answers were found are
also revisited. Furthermore, the limitations of the presented models, framework,
and process are discussed. Finally, future directions for research are introduced.

6.1 Revisiting the research questions

The research theorem and the main question in the thesis was: How to construct a
system architecture model of wireless sensor network nodes and process models for
the prototyping process to efficiently develop data gathering for IoT applications?
The answer to the question is divided in this thesis into three chapters: 3, 4, and 5.
The thesis chapters are constructed by dividing the main question into three sub-
questions.

Chapter 3 focused on answering the research question: RQ1: What kind of sen-
sor model architecture can be developed for data gathering in a wireless sensor net-
work? The research started by exploring the subject and by constructing data gath-
ering prototypes in the period from 2014 to 2018. The results were first published
in Publications I – III.
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The architecture model contains software and hardware components, and their
interconnections. Two different architecture models: multi node and single node
have been presented. The architecture models present the basic approach when con-
structing the first implementations of data gathering prototype systems using off-
the-shelf components, hardware or software. The use of these fundamentally simple
models enabled the creation of highly practical and interoperable sensor applica-
tions to gather data on environment conditions. Furthermore, the models provided
a strong background to start the development of the SW/HW framework.

The focus of Chapter 4 was on answering the question RQ2: How can IoT data
gathering be generalized into a framework of required software and hardware com-
ponents? The research started by collecting and summarizing the features of the data
gathering prototypes. Three publications, IV –VI, built up a general framework and,
in addition, Chapter 4 summarized the different aspects. Chapter 4 introduced the
software / hardware framework for IoT data gathering. The SW/HW framework
generalizes data gathering prototype development into a group of required compo-
nents and, more precisely, the framework defines guidelines for constructing proto-
type systems to collect data for different purposes. The framework presents three
concrete examples (Types 1-3)with software and hardware components to help devel-
opers to get started. The lessons learned from the SW/HW framework are suitable
when starting to develop a data gathering prototype. With these instructions, the de-
velopment process can be guided toward selecting the components for constructing
a prototype system.

Chapter 5 answered the last question RQ3: What kind of process model can be
developed from prototype development practices that have been applied in research
projects between university and enterprises? The method for this research was an
eight-step process modeling approach, which was selected from the software pro-
cess modeling area. The selected research method gives reasonable solutions to the
research problem.

The last research question RQ3 was examined in publications VI-VIII. Publi-
cation VII introduced the prototype development process in a university environ-
ment. The prototypes were made in collaboration with companies, which offered
real-world use cases. The prototype development process was introduced using a
modeling procedure with four example prototype cases. Publication VI combined
the development process from Publication VII with the SW/HW framework and
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showed that the framework and process model could be used together. Publica-
tion VIII showed that the model is practically usable in collaborative environments,
particularly in enterprise-university research projects and can support such develop-
ments in similar environments.

At the beginning of the thesis, Figure 1.3 illustrated how the research questions
and contributions were connected to each other. The first subject to discuss when
a project group follows the DMPP is the requirements. At this point, decisions on
the collected data and further on the architecture model of the data gathering device
are needed. The architecture model guides the selection of SW/HW framework data
gathering device type. The project group can continue to develop the system after
these fundamental decisions have been taken. The rest of the DMPP should proceed
flawlessly with the selected technologies. If not, the DMPP gives the possibility to
return and perform a second iteration round, as was done in Publication IV, where
the original technology (smartphone) was switched to another (Raspberry Pi) due
to a reliability problem.

6.2 Contributions and summary

The thesis scope and contributions were described in Chapter 1.3. The methods and
approaches proposed in this thesis were implemented and experimentally verified
by prototyping different kinds of data gathering systems. The results of the research
have been documented and presented to the scientific community. The contribu-
tions of this thesis are as follows:

• Single node and multi node architecture for guiding the design of data gather-
ing IoT sensor devices.

• The SW/HW framework for guidance when selecting suitable components
for building data gathering IoT sensor devices.

• The DMPP, which allows the guidance and control of IoT prototype develop-
ment projects in university - enterprise collaboration.

Chapter 3 focused on the architecture model for the data gathering sensor node
and presented a concise overview of the subject. The main contributions of the
chapter are the multi node and single node architecture models. The multi node
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architecture model is designed to collect simple environmental data with an unlim-
ited number of sensor nodes. These sensor nodes are controlled by the master node,
which controls and manages the sensor nodes. The single node architecture model
was developed to represent more complex data acquisition systems.

Themain components of bothmodels were described: sensor node, master node,
communication, and the Internet as a communication channel for user applications.
Furthermore, the purpose of themodels and possible applications as a data collection
tool were presented. The possibilities for the architecture models are much more
than the two presented instances. Nevertheless, with these two architecture models
the thesis subject remained sufficiently narrow; additionally, these two provide a
strong background to Chapter 4.

In Chapter 4 the framework for IoT prototype development was presented and
defined – several prototypeswere built and the framework is the generalization of the
software and hardware components used. The main contribution of the framework
is the generalization of the necessary components. The software components for
collection, preprocessing, and storage were presented. The hardware components
for different purposes were also presented. For a developer, the framework gives a
starting point for building a data gathering prototype system.

Chapter 5 introduced the DMPP to guide the prototyping process. The main
contribution is a concrete process model of prototype development for university –
enterprise collaboration in practice. The development process was examined and an-
alyzed by introducing the roles, activities, resources, and artifacts involved. Further,
it described how the prototypes were developed independently or with an external
partner.

6.3 Limitations and future work

Chapter 3 focused on the architecture model and Chapter 4 focused on the SW/HW
framework. The hardware to test both of these was based on a selected set of off-the-
shelf devices, with limited variation. Furthermore, no quality requirements (e.g.,
performance) were set for the hardware components. Therefore, in future the varia-
tion should be expanded, and the quality requirements would have to be defined to
find more suitable devices.

Chapter 5 introduced the DMPP for guiding prototype development in collabo-
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ration between university and enterprises. Also, an evaluation of the process in an
academic research project was presented. However, it did not describe how to gener-
alize the process to the real world – outside a university or other research institution
environment.

Thesis was closely linked to prototypes and projects, though its primary aim was
not to delve into the commercialization of these prototypes. A key goal in these
projects was to disseminate developed technology to the general public and for cor-
porate use. We frequently discussed within project teams how small and medium-
sized enterprises, and startups should manage the prototype for its continued devel-
opment and support. Despite these discussions, we did not find an easy, clear-cut
solution. Nevertheless, several prototypes were eventually deployed in production.
An interesting aspect of these production-deployed prototypes was the significant
involvement of the client or company in identifying issues and participating actively
in the prototype’s development(e.g., (Rantanen et al., 2021)).

As future work, ways should be found to extend and utilize the architecture node
model, the SW/HW framework, and the development model of the prototyping
process in new areas of the IoT environment.

The architecture model described in Chapter 3, and the SW/HW framework in
Chapter 4, are based on the idea of building sensor nodes, but what if reasonable
(and open-source) off-the-shelf devices were used? This kind of approach has already
been tested in an ongoing research project where RuuviTag sensor nodes were used
for data collecting and the research focused on the construction of an architectural
system with data storage, visualization, and analysis (Nurminen et al., 2021), (Nur-
minen, Saari and Rantanen, 2021). One of the research conclusions from those stud-
ies was that there are several ready-to-use components available for an IoT system
developer. In addition, these two models were designed for general purposes, and
specific industrial cases were avoided. In the future, one possible variation of the
models may be for example an evaluation of industrial data collection.

The main focus of the thesis was the testing of the ideas of models, architectures,
and processes. In the future, there will not be any limitations to support the theory
of the thesis and the use cases can be expanded to new fields. One such example
is the study by Rantanen et al. (2021) where the basic configuration described in
Chapter 4 represented a Type 1 construction - sensors connected directly to an SBC.
The specialties in this case were the hardware and software: the hardware was an
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NB-IoT capable SBC and the software was based on libraries from the hardware user
community. In these cases, the goal was low power and long-term usage. The study
shows that the basics of this thesis are suitable for a variety of use cases.

All of the data gathering prototype development processes have been based on
light documentation. This could have been due to the laziness of the developer group
but, as stated inHunt and Thomas (2000) (page 218), "Some Things Are Better Done
thanDescribed": it was a workingmethod used in data gathering prototype develop-
ment. The light documentation and the process modeling environment focused on
university and other research institution environments where the focus was on pro-
totyping rather than the development of commercial products. One further study
topic could be: How to generalize the use of the process model and the development
process so it could be used in the business world?
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Abstract - Nowadays embedded systems are one of the most 

important application areas in information technology. 

Embedded systems are often used in life critical situations, 

where reliability and safety are more important criteria 

than performance. This paper presents a data collector 

service that has been developed based on embedded Linux, 

which operates as a key element in a larger intelligent alarm 

system. The target of this study was to test out how well a 

cost-efficient single-board computer could be used to gather 

sensory data, and how this data can be provided for the 

client over the public Internet. The paper describes the data 

collector service currently in use and its functionality and 

also gives a concrete example of how to utilize a 

microcontroller with an embedded Linux distribution. The 

paper presents one solution on how to utilize embedded 

systems for managing and controlling conditions in 

buildings and also environmental conditions in a smart and 

cost-effective way.  

I. INTRODUCTION 

Sensors are commonly utilized components including 
various kinds of warning and alarm systems. With the 
huge development of sensor technology, it has been 
possible to create minuscule, reasonably priced 
components, sensors and controllers with ultra-low power 
consumption. These kind of components are enabled for 
the rapidly improvement of the sensor networks and 
therefore it can be seen how sensor network 
implementations have been applied in numerous different 
fields of operation. A sensor network consists of single 
sensors, with the purpose of sensing the surroundings and 
to forward the collected data. There is a great variety of 
sensors available and their classification is based mainly 
on the features of the information collected. These kinds 
of physical features include temperature, humidity, 
brightness or air pressure. 

In this research, one particular subject was to sense the 
condition changes in indoor spaces and data collection and 
entry related to their authentication as well as transmitting 
them forward. The objective of the research was to 
construct an automatic service – i.e. a data collector 
service – for collecting condition data that would, in turn, 
enable the collection and transmission of condition data 
for a backup system that exploits and analyzes 
measurement data as flexibly as possible in real-time. The 
starting point was the development of a system optimally 
attending to an independent, selected backup system for 
collecting, recording and transmitting condition data. The 

aim was to study and develop a solution that was as 
simple, reliable, cost-effective and easy to maintain as 
possible for the defined purpose. In this case, it was 
decided to implement the solution by adapting a 
microcontroller with embedded Linux for data collection 
and distribution. Embedded systems usually adopt 
embedded Linux as the operating system because of the 
numerous economic and technical benefits – the Linux 
kernel sources are well structured so that CPU-specific 
code is easy to find and is minimized. A prototype for 
realizing the service in question, which will be presented 
in detail in this paper, was created during the KiiauData 
research project in 2014. 

The study presented here is part of the intensive 
collaboration between the Tampere University of 
Technology (TUT) in Finland and Keio University in 
Japan. The Global Environmental System Leaders 
(GESL) Program, ongoing in Keio University’s Shonan 
Fujisawa Campus (SFC), and the Alert system for 
detecting anomalous situations developed as one of its 
outcomes serve as the background of the research. One 
main part of the alert system under development is the 
data collector service which was developed in 
collaboration by the university partners in TUT Pori, 
enabled by the ongoing KiiauData (Smart analysis of 
property systems data) project. One of the main aims of 
this two-year (2013-2014) project, funded by TEKES [1], 
was to study potential new technologies for managing and 
controlling conditions in buildings in a smart way. The 
expected results of the project will enable providers of 
products and services in the built environment to form 
wider and more automated solutions both for new 
breakthroughs and recognized problems in the smart built 
environment. The data collector service presented here is 
one concrete example of the studied and piloted solutions 
produced during the joint project. 

Related research in this specific area – i.e. utilization 
of a microcontroller with embedded systems – has been 
conducted by Rakesh et al. [2], for example, who have 
introduced a system which implements an embedded 
system for monitoring wireless sensor nodes and a camera 
installed inside a building for security surveillance. 
Toshniwal and Conrad [3] have studied how to make a 
cost-effective network-based sensor monitoring system 
which is portable for various applications. They have 
developed Linux-based systems based on desktop 
architecture with a sensor package, and also another 
system which used an embedded Single Board Computer 



(SBC) together with sensors. In addition, Cheng and Shen 
[4] have introduced a wireless sensor network 
communication terminal based on embedded Linux. 
Voinescu et al. [5] describe a device which can work as a 
network connection to a single board computer 
(BeagleBone or similar), where the target was to make an 
easy-to-use wireless networking device.  Sawant et al. [6] 
studied a device that is capable of making file manager 
operations with two USB flash drives. Their study gives 
basic knowledge of using of an ARM-based embedded 
Linux and touch screen. Banerjee et al. [7] proposed and 
implemented the design of a secure sensor node prototype. 
They built the prototype using a single board computer 
(Raspberry Pi in this case), accelerometer, and Bluetooth 
dongle. The above-mentioned studies deal with the same 
research area and have a very close connection to the 
specific research topic presented in this paper. 

The following section (Section 2) briefly describes the 
background system and Section 3 gives a detailed 
explanation of how its first part – the data collector service 
– has been carried out. Section 4 includes a discussion and 
suggestions for future research on the topic and finally 
section 5 summarizes the study. 

II. BACKGROUND – THE INTELLIGENT ALERT SYSTEM 

The basis of the study is the alert system under 
development in Keio SFC. With this planned system it is 
possible to collect environmental data for different 
purposes. The system will make environmental sensing 
easier in various places by using small sensors, and there 
are many ways to utilize this collected data. One of the 
intended applications for using the system is for detecting 
anomalous situations. The aim of such a system is to 
handle environmental sensor data collected from multiple 
locations. In practice, it is not easy to understand the 
problems inherent in a given place just by looking over a 
graph of sensor data. Therefore, an alert system is need for 
interpreting the environmental changes in the space in 
question and associated problems. 

This intelligent alert system consists of three (3) main 
parts shown in Fig. 1: the first part is the collection of 
environmental sensor data via the new data collector 
service. The second part is the detection of anomalous 
situations by utilizing the sensor data. The third part is 
sending the alert to where the situations were detected. 

This particular system targets indoor spaces utilized by 
the public such as offices, meeting rooms, stations, trains, 
etc. In this case, the variables being sensed include 
temperature, light, and humidity. The system 
automatically collects the sensor data from sensors placed 
in various places, and analyzes changes over time. As 
environmental sensor data is collected for a given place 
over a long time-span, the results become more useful, not 
only by evaluating the results at one location but also by 
comparing the results from the sensor data from many 
locations. Each type of sensor data has four (4) feature 
values: location information, time, data type, and sensing 
value. The alert system registers the collected sensing data 
with an active database system in real time. The active 
database (upper left corner in Fig. 1) automatically reacts 
in response to detected state change rules that have been 
pre-defined by the users of the alert system. If an 
anomalous situation is detected as specified in the active 
database’s rule set, the database system sends alerts to the 
anomalous location. In this case, the role of the active 
database is to support rule definition, compare data 
between sensors, compare similar data at different time-
points, and compare between different sensor types. 

This paper deals with the first part of the alert system, 
i.e. the data collector service (lower left corner in Fig. 1), 
and does not describe the Intelligent Alert System as a 
whole. The paper presents the features and architecture, 
hardware and software components of the developed 
service, and also the physical connections between the 
components. The structure of the developed software used 
for data collection is also described.  

III. DATA COLLECTOR SERVICE – IMPLEMENTATION 

The architecture of the Data Collector Service is 
shown in Fig. 2. The purpose of the service is to measure 
light, temperature, and humidity. The sensors used are 
shown in Fig. 2 (right side). The data can be collected 
continuously, up to six times a minute. The collected data 
is then provided as a service for clients, who access the 
service using the Internet (left side of Fig. 2). In our use 
case the clients can also be other service providers. 

The physical device itself is placed in a public space – 
TUT’s laboratory in this case – to collect data. Attention 
had to be paid to the physical size of the device as a 
device smaller than an ordinary PC is easier to install in a 
public area. In this implementation, the device must also 
have Ethernet or Wi-Fi capabilities in order to be remotely 
accessible. These two requirements lead to the use of a 
device with embedded Linux. The embedded Linux in this 
context means Linux that can run on ARM-based 
processors. The embedded Linux devices often have 
database and web server capabilities, or they can be easily 
added afterwards. The size of the device’s internal mass 
memory is not critical as long as the device has peripheral 
ports for external flash memory or Secure Digital (SD) 
cards. 

The integral component of the Data Collector Service, 
the BeagleBone Black [8], is a low-cost, high-expansion 
focused SBC using an ARM Cortex-A8 based processor. 
It can host a Linux operating system and has a 10/100 
Ethernet connection and a microSD connector, with 512 

 
Figure 1.  Overview of the Alert system 



MB system memory and 2 GB of embedded 
MultiMediaCard (eMMC) memory. 

The BeagleBone Black has two expansion headers, 
labeled P8 and P9, which allows the integration of 
BeagleBone electronics projects [8, 9], and in this research 
the features of these expansion headers were used. The 
sub system developed utilizes GND (Ground), 3.3V and 
1.8V power, two GPIO (General Purpose Input/Output), 
and AIN (analog input) pins to drive light, humidity, and 
temperature sensors. 

A. BeagleBone Black with Embedded Linux 

The BeagleBone board comes with a pre-installed 
operating system called Ångström Linux, which is a stable 
and user-friendly distribution for embedded devices and is 
categorized in the Embedded Linux category. [10] Despite 
being designed for embedded devices, the Ångström 
Linux has many of the capabilities that can be found in 
other full-fledged Linux distributions, such as the X11 
windowing system and a substantial amount of software 
packages in its package repositories. 

Some basic Linux server hardening configurations 
were made to the Ångström Linux for more secure 
network operation. For example, the system time 
management was changed to use ntpdate [11], the X11 
service was disabled, direct root user access was removed 
and a new basic user was created which could be used for 
remote Secure Shell (SSH) access. Python programming 
language was used together with an Adafruit-BeagleBone-
IO-Python library, to utilize the I/O operations of the 
sensors [12]. 

The Data Collector Service itself does not utilize the 
data it collects, as this was to be done by a remote 
computer with more computing capacity. Thus the Data 
Collector Service only collects the data and serves it over 
the Internet for use or as input to the next part of the alert 
system. We chose to store the data to persistent memory 
so it could be later accessed by one or more clients. In this 
case there were no special requirements on how, when and 
how often the data should be delivered to the remote 
computer, so the decision was to implement relatively 
simple server software utilizing the client-server 
architecture. This way the consumer of the sensor data can 
decide the most convenient update cycle. 

The Data Collector Service provides the data to the 
clients over a representational state transfer (REST) 
HTTP/GET [13] interface. Clients may access the 
interface for historical data from a chosen time interval, or 

if they choose to, poll periodically for the newest data. By 
using a short enough polling interval, it would be possible 
to get near real-time data from the service within the 
limitations of the computing performance of the 
BeagleBone platform. The number of new data points per 
minute would be limited by how often the sensors are read 
on the Data Collector Service. 

The server software was deployed on an Apache 
Tomcat web server [14] and the sensor readings stored in 
a MySQL database [15]. In Fig. 2, these two components 
are called Web Service and Database, respectively. A 
third major software component called SensorApp also 
runs on the BeagleBone Black platform. The task of the 
SensorApp is to communicate with the Expansion headers 
which are used to drive the physical sensors attached to 
the BeagleBone Black. 

The SensorApp and the Web Service running on top of 
the servlet container were written by the project team. The 
Database and Servlet Container were written by a third 
party. Ångström’s own package manager provided 
MySQL, while Apache Tomcat and Java Virtual Machine 
(Oracle’s Java in this case) were installed using their latest 
available installation packages for Linux operating 
systems. 

Fig. 2 also illustrates the directions of data flow which 
happen between the components. The Web Service can 
only read data from the Database, while the SensorApp 
has read and write access to the device’s GPIO headers in 
order to operate the sensors, and it also directly writes the 
collected data into the Database. For the completeness of 
the REST interface, the full CRUD (Create, read, update 
and delete) operations could have been implemented 
through the interface, but that would have increased the 
total code complexity of the system. In addition, it would 
have raised security issues, such as the malicious removal 
or modification of the collected data. Unauthorized access 
could be mitigated by the use of access control such as 
passwords or certificates. In the end, the prime interest 
was on collecting the data, so keeping outside access as 
“read only" was the most effective method in terms of 
computational capacity and code complexity. 

Fig. 3 shows the architecture of the physical device 
with the sensors attached. BeagleBone expansion header 

 
Figure 2.  System Architecture of Data Collector Service 

 
Figure 3.  Sensor device used for Data Collector Service 



P9 was used to connect the sensors – a photoconductive 
cell (NSL-19M51 [16]) and humidity and temperature 
sensor (SHT11 [17]). The photoconductive cell is 
connected by using a typical application circuit [18]. The 
humidity and temperature sensor is connected to the 
BeagleBone by using a datasheet application circuit [17]. 

B. System Functionality 

The web service provides the collected data through 
one read-only interface. The interface can be accessed by 
using a simple HTTP GET request. The default query 
without any parameters returns the ten latest data points. 
By using different parameters (such as begin_date, 
end_date, limit and paging) one can request a desired data 
set from the service. Fig. 4 shows the sequence of 
accessing the data from the web service. The Client 
connects to the device’s Web Service interface, which in 
turn retrieves the requested data from the Database. The 
data is then marshaled into XML format by utilizing 
JAXB (Java Architecture for XML Binding) annotations 
and sent back to the client. 

As the data is stored to the device’s persistent 
memory, the data can be requested when needed and as 
often as needed. However, due to the limited computing 
resources of the platform, a request for a large data set 
may take a long time or even fail. The code for the web 
service was not specially written nor optimized for this 
use case, but merely as a generic proof-of-concept 
implementation. The marshaling of the XML output at 
least could have been done in a more memory-efficient 
way, or a different approach such as JSON serializing 
could have been used instead. An often-used paradigm is 
to limit the maximum measurement count to a known safe 
figure, and use the paging parameter to retrieve the rest of 
the results. The current implementation appears to cap at 
around 40000 measurements (or about five days of 
collected data) on the device, while a desktop machine 
was able to double that amount (both are with the default 
Java VM settings). Requesting any more than the 
aforementioned number of measurements either causes 
serious degradation of performance, or results in an out-
of-memory situation because of the limited memory 
capabilities of the BeagleBone platform. 

The sensor data is collected in a separate process to the 
web service. Fig. 5 is an illustration of one loop of the 
sensor reading process. Each loop corresponds to a single 
measurement point. The humidity and temperature sensor 
used has its own built-in circuit, and the measurements 
can take up to 80 or 320 milliseconds at the default 
accuracy (12 bits for humidity and 14 bits for 

temperature). Also, in order to avoid excess self-heating of 
the sensor, a maximum of one measurement per second at 
12 bit accuracy should be made. [17] These limitations set 
a theoretical maximum of 15 measurements per minute at 
default accuracy (when the communication with the 
sensor is not taken into account). When a lower accuracy 
(20ms/8bit and 80ms/12bit) is used, a maximum of 60 
measurements per minute can be achieved. For this 
application, it was decided to use the default accuracy and 
an interval of six measurements per minute. 

As can be seen in Fig. 5, first the application reads the 
raw temperature value for the combined humidity and 
temperature sensor, and then pauses for a while to let the 
sensor cool down, after which the raw humidity value is 
read from the same sensor. Then the raw value from the 
photoconductive cell is read. The raw signal values have 
to be converted before they can be stored to the database 
by using the conversion formulas provided by the 
manufacturer. After the database has been updated, the 
application enters sleep mode to attain the desired 
measurement interval. 

IV. DISCUSSION & FUTURE RESEARCH 

This paper presents a data collector service, which 
utilizes BeagleBone Black development board with an 
embedded Linux distribution. The goal was to experiment 
how well a cost-efficient SBC can be used to gather 
sensory data, and how this data can be provided to the 
client over the public Internet. This goal was reached 
successfully, and the designed system was tested and 
found to work as planned. Nevertheless, the development 
process raised several improvement ideas, which could be 
realized in the future. 

One of the issues is the packaging of the sensor 
system. The current version was a prototype version, and 
consequently the focus was on making the system 
functional, both by testing the sensor connections and 
readings, as well as benchmarking the functionality of the 
REST API and the software components. This limited the 
practical usability of the system, for example, making it 
unfit for use outdoors. In addition, the current software 
consists of various libraries, programming languages and 
components, and is as such slightly tricky to install. The 
software components could be packaged into a single 
application for easier installation. There is also the 
possibility to release the source code as an open source 
release. 

 
Figure 4.  Sequence diagram for accessing the data from the web 

service 

 
Figure 5.  Sensor device used for Data Collector Service 



The chosen sensor components could also be 
improved. The serial interface of SHT11 offers good 
power efficiency, but it cannot be addressed by standard 
I2C (Inter-Integrated Circuit) protocol, which would make 
programming tasks easier. In this use case the system is 
always provided with a continuous power supply and thus 
better programmability would be a major asset in future 
studies. In our case, the limited amount of sensor devices 
to be deployed makes the cost of the single board 
computer largely irrelevant, though it should be noted that 
there are other SBCs that are slightly cheaper, but still 
offer reasonable computing performance. One popular 
choice is the RaspberryPi (e.g. [19]), which would work – 
specification-wise – equally well in this use case. Both of 
these boards offer excellent extension capabilities and can 
be expanded with additional sensors. The addition of 
multiple sensors raises another issue, which has not been 
studied in this research. It is unclear how well the board 
and the developed system would cope with a very large 
number of sensors. Also, in this system, all sensors are 
located very close to the actual board, and thus, the signal 
degradation can be thought negligible, but this is not 
necessarily true in large-scale monitoring systems. One 
example of this kind of system would be the monitoring of 
an entire apartment complex, where sensors are physically 
located very far apart and connected to the board by long 
wires or cables. In this case, it would be possible to deploy 
a multiple sensor system, but simply using multiple 
sensors with a single board is a more cost-efficient 
solution. 

In addition to the aforementioned improvement ideas, 
our future research will focus on topics only briefly 
discussed in this paper, such as the utilization of the 
collected data using the designed REST API in various 
end-user applications. 

As can be seen, there are many ways to continue and 
improve this study. However, the current service produces 
real-time data regularly and reliably for the benefit of the 
main system. The prototype developed has proven to be 
stable and reliable in practice. Work on building the final 
alarm system is currently ongoing at Keio University. 

V. SUMMARY 

The paper introduced a prototype system created for 
sensor data collection and transmission. The presented 
data collector service is part of a larger alarm system and 
provides sensor data for the main system. The aim of the 
study was to test how a single board computer can be used 
to gather sensory data and how this data can be provided 
to clients over the public Internet. The paper presented the 
features and architecture of the developed service, the 
used hardware and software components, the physical 
connections between the components, and also the 
structure of the software. The paper gives a concrete 
example of how to utilize a microcontroller with an 
embedded Linux distribution. 
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Abstract - This study utilizes a simple model for 

constructing sensor nodes – master controller combinations 

in the Internet of Things. The model combines hardware 

and software for embedded systems which measure a 

predefined set of parameters. The master controller 

manages several sensor nodes, collects data from them and 

provides data for clients. The paper introduces a proof-of-

concept implementation based on the model. The 

implementation uses an embedded Linux based small 

computer and microcontroller based sensor nodes in the 

context of condition measurement, and represents a way to 

use wireless data transfer between controller and nodes. The 

target of this study was to test the model, to determine how 

well a cost-efficient single-board computer could be used to 

gather sensory data from several sensor nodes, and how this 

data can be provided for clients over the public Internet.  

I. INTRODUCTION 

Wireless sensor networks have developed at a fast 
pace in recent years and have also been one of the major 
focuses of research in wireless technology. This rapid 
development has been facilitated by the evolution of 
electronics miniaturization, growth in performance and 
energy efficiency, and the development of protocols. 
Through the fast performance, optimization and 
miniaturization technology of hardware, the sensors that 
collect environmental information from the surroundings 
have been miniaturized. The developments of ever smaller 
processors and falling prices have enabled brand-new uses 
for electronics. 

Embedded systems are typically designed for a 
specific application or purpose and come in a variety of 
shapes and sizes. Moreover, embedded systems are 
suitable for application systems with strict requirements 
for functionality, reliability, cost, size, and power 
consumption. One application of embedded systems that 
is in constant demand and under continuous development 
is telecommunications components. The price of wireless 
components in particular has fallen so much that experts 
can see clear potential there. In regards to rising energy 
costs and energy savings, regulation and control 
technology for buildings would seem to offer considerable 
potential for embedded solutions. In addition, the 
property, safety and surveillance technology sector offers 
growth in the area of embedded systems. 

Because of the numerous economic and technical 
benefits, embedded systems usually adopt embedded 
Linux as the operating system. This paper introduces a 
proof-of-concept implementation that uses a small 
embedded Linux based computer and microcontroller 

based sensor nodes in the context of condition 
measurement, and represents a way to use wireless data 
transfer between controller and nodes. The paper 
introduces the implementation of a sensor network 
solution for sensor data collection and transmission. This 
study was performed in intensive collaboration between 
Tampere University of Technology (TUT) in Finland and 
Keio University in Japan. The implementation was created 
in the TUT Pori department in 2015.  

The construction of this paper is as follows. In section 
II, we review related work. The model of our system is 
introduced in Section III. In section IV we describe the 
proof-of-concept implementation. Section V includes a 
discussion and suggestions for future research on the topic 
and finally, section VI summarizes the study. 

II. BACKGROUND 

The Internet of Things (IoT) is the expansion of 
Internet services, which connects everyday physical 
objects to the network.  This connection between network 
and physical objects makes it possible to access remote 
sensor data and to control the physical world from a 
distance. The first mention of the term IoT is said to have 
come from Kevin Ashton in 1999. There are also several 
books about IoT. The Amazon web store found 3114 
instances with the phrase “Internet of Things” in January 
2016. In this paper we introduce one implementation of 
the IoT-world. 

In our earlier research [1], the focus was on collecting 
data from one sensor packet which was connected by wire 
directly to a single-board computer. This was done by 
using embedded Linux and BeagleBone Black hardware, 
which is a credit card–sized single-board computer similar 
to Raspberry Pi. The focus of the research was to collect 
data and to deliver it over the network. The plan was to 
build several of these data collector service computers and 
use them in a specific alarm system.  

In this research the focus has been redirected toward 
the Wireless Sensor Network (WSN) type of solution. A 
survey conducted in 2002 compiled the basic features of 
sensor networks [2].  The aim was to collect data from 
several points to one master node. The collected data are 
provided to the network. This data could be used in smart 
house type construction. For example [3] presented a 
small smart house system, based on one Arduino 
development board. In that research, the proposed system 
monitored the environment and also controlled lights, 
temperature, alarms, and other household appliances. In 
Finland, where heating is necessary most of the year, a 



low cost sensor network could be used for monitoring and 
controlling the heating and air ventilation systems. 

The research started with modeling the construction of 
a system with one master and several nodes. We 
introduced an abstract model of the sensor network. There 
are several studies about more complex models designed 
for IoT. For example, one research study [4] introduced 
the Physical Service model, where they described a device 
model, resource model, and service model. Another piece 
of research [5] introduced a Wireless Sensor network 
abstraction model that has three levels: node abstraction, 
network abstraction and infrastructure abstraction. If this 
is compared to our research, we focused on the simpler 
infrastructure abstraction and we used low-cost off-the-
shelf equipment available from a local store for our 
example implementation. The choice of hardware supports 
rapid prototyping and the test configurations are easily 
repeatable. For example, [6] and [7] use the Raspberry Pi 
kind of approach in their wireless sensor network gateway 
prototyping.  The model itself does no set any limitations 
but one target was to use low-cost and easy-to-use 
hardware. Also, open hardware and open source software 
were the selection criteria for the components of the 
implementation.  

The security issues are an important part of wireless 
sensor networks – How to prevent information leakage or 
whether the transferred data is vulnerable. The research 
about security issues of wireless data communication was 
made by [8]. They focused on ZigBee [9], which we also 
used in the proof-of-concept implementation. 

III. MODEL OF THE SENSOR NETWORK 

The model of the sensor network is shown in Fig. 1. 
The sensor nodes are used to gather measurements such as 
temperature, humidity and air pressure from the 
environment. The number of sensor nodes is not limited to 
any particular amount and in theory there can be an 
unlimited number of nodes. The nodes are meant for 
simple tasks which consist only of passive data collection 
without the need for advanced data analysis or 
preprocessing. The Master node, in general, has the 
capability to run a full-feature operating system, and its 
job is to control the sensor nodes and manage the data 
collection process. The collected data is stored on the 
master and provided for client devices over the public 
Internet or using a more restricted local network. 

 

Figure 1 Model of sensor network. 

In an earlier research study, we concluded that when 
using cost-effective single-board computers, such as the 
BeagleBone, the limited computing performance could 
cause issues [1]. Problems arise when a single computer 
(i.e. the master node) runs the web service and database, 
and also measures the sensor data, in which case the 
requirements for the hardware can simply be too much. To 

mitigate this issue, separate sensor nodes are added, which 
manage the actual process of collecting the data. This way 
the number of sensors can be increased without additional 
strain on the limited processing capabilities of the master 
node. 

 

Figure 2 Sequence of operations. 

The collection, storing, providing and usage of the 
sensor data are carried out by four components – or roles. 
Fig. 2 shows the sequence of operations of each of the 
components. The Client is the consumer of the collected 
data. The client retrieves the data by accessing the Master 
Node, which consists of two software components to 
facilitate the collection, the storage and delivery of the 
sensor data. The master node is a centralized gateway for 
the Sensor Nodes. They include the software that collects 
and relays the sensor data to the master node. In our 
prototype system, the client is simply a web browser 
accessing the data for visualization purposes. The rest of 
this section describes the details of the model and the three 
other components – SensorApp, ControlApp, and Web 
Service. 

A. Sensor Nodes 

The sensor nodes are devices that provide the raw 
data. They should be inexpensive, easy to deploy and 
replaceable. Each sensor node may have a different sensor 
configuration, and they should operate independently from 
other sensor nodes.  

It was determined that the sensor node should 
implement the following features (steps denoted in italics 
are not part of the prototype implementation): 

1) Detect attached sensors. 

2) Associate with the master node and synchronize 
configuration data. 

3) Read raw data from the attached sensors. 

4) Convert the raw data to a transferable format. 



5) Send the data over a wireless network to the 
master node. 

6) Sleep and start over from the third step. 

The choice of data format used between the sensor 
nodes and the master node depends on: the available 
network, bandwidth, and computational resources; 
developer preference; and use case. Especially for testing 
and debugging, a human readable format is recommended, 
but not strictly required. 

B. Master Node 

The requirements for the master node are higher than 
for a sensor node. The master node is specified to be a 
gateway between data consumers (clients) and data 
producers (sensor nodes). The master node should be 
powerful enough to execute multiple processes, such as: 

 communications with sensor nodes, 

 database operations and 

 web services. 

As the master node is powered on, it will run the code 
to listen for sensor nodes to associate and send the data. It 
will also start the Web Service for processing the data and 
delivering it to the outside world over the Internet. 

When the master node receives the data packet, it will 
inspect the address and details of the sender, compare it to 
the associated sensor nodes, and parse the data. As a 
security measure, the master node could be instructed to 
discard all data sent by an unknown sensor node or by a 
sensor node that does not provide the correct 
configuration. 

If the data received from sensor nodes is not in a 
structured format it should be transformed to allow easier 
use. Commonly used formats for Internet applications are 
JSON and XML, and both are good choices for delivery of 
data to clients. 

IV. EXAMPLE SYSTEM IMPLEMENTATION 

The example works as a proof-of-concept 
implementation, and we do not have a particular use case 
for it as such. In our earlier publication [1], we presented a 
system for environment sensing, which utilizes various 
sensors for collecting measurements (e.g. temperature, 
humidity), and the case is still equally valid. In fact, the 
model presented in this paper can be seen as an 
improvement on the system described, and the model has 
also been developed based on the findings of the studies 
performed earlier. The primary purpose of the prototype 
solution was to show that a feasible system for remotely 
collecting sensor data can be constructed based on the 
model. 

For the master node we chose an Intel Galileo Gen 2 
Development Board [10], which is based on Intel x86 
architecture. The Galileo is a single-board computer 
similar to Beagle Bone or Raspberry Pi. Each of the three 
boards has the features required to implement our example 
use case, and in principle, either of the other boards could 
have been chosen instead. We chose Arduino Uno for the 

sensor nodes. Galileo, BeagleBone and Raspberry Pi 
belong to a higher price category than Arduino Uno. 
Because of the lower price, Arduino Uno makes a more 
feasible platform for numerous sensor nodes. 

Galileo includes a 10/100 Ethernet connection, which 
we use to connect to the public Internet for the purpose of 
delivering the collected data to the clients. The web 
services are provided by a server built on Node.js [11]. 
The Node.js instance can be somewhat resource intensive, 
but it seemed to work acceptably in our tests with a small 
number of concurrent users. 

The internal memory of the Galileo is quite limited, so 
we installed the Yocto Linux operation system [12] on a 
microSD card to provide a larger storage space. This is 
especially important, as the database is also located on the 
master node, and the built-in memory may not be capable 
of holding all of the collected data. Additionally, the 
embedded Linux based operation systems usually include 
common Linux software such as Secure Shell (SSH) 
server for easier configuration of the node and they are 
also capable of running other applications primarily 
targeted for full-feature desktop or server computers (e.g. 
Apache Tomcat, Java virtual machine). 

One advantage of the Galileo board is the support for 
ready-made hardware expansions shields designed for 
Arduino. In our example implementation we used the less 
powerful Arduino Uno [13] for the sensor nodes, which 
allows us to use the same expansion components for both 
the master node and the sensor nodes. In this construction 
we used the Arduino Wireless Proto Shield with XBee 
modules [14] to implement the communication between 
the master node and the sensor nodes. The XBee modules 
are based on ZigBee and are designed for low-power 
wireless networks. The expansion modules make it 
possible to add and remove components easily reducing 
the need for soldering. 

Communication with XBee can be done using the 
basic AT or the more advanced API mode [15]. In our 
implementation, the XBee API mode was utilized. Using 
the API mode with packet communication allows the 
transport layer to handle collision situations and possible 
data corruption. 

Communication between sensor nodes and the master 
was tested indoors for finding out the average operation 
range. At a range of one to two rooms (about 15 to 20 
meters) the communication did not drop any packets. At 
larger distances (about 30 to 40 meters) with a few walls 
between the sensor node and the master node, some 
packages were dropped, but the communication still 
worked at an acceptable level. When the distance was 
about 50 meters and there were several walls no packets 
were received. The most significant factor of operating 
range was the thickness and amount of walls. In the worst 
case, no packets were received when the sensor was on 
another floor and the distance was less than 30 meters. 
Our test environment was an old factory building 
converted to office use. The walls and floors are 
somewhat thicker than in an average building, which 
could affect the results. 



We also ran stress tests against the master node's web 
service interface. The concurrent communications 
between master node and sensor nodes had only a minor 
effect on the overall performance of the web service. 
Based on our observations the Galileo board reserved 
about half of the CPU time for the Arduino process that 
performed the communication between the nodes. For use 
cases with low amount of clients, the limited CPU 
capabilities were not a problem. With a larger amount of 
concurrent clients (more than 50) the service experienced 
a noticeable increase in response times. Even higher 
amount of clients (more than 150) the latency became 
excessive and the server occasionally dropped the client 
connections. 

Each of our sensor nodes contains three types of 
sensors: an air pressure sensor [16]; a photoconductive 
cell luminosity sensor (NSL-19M51) [17]; and a 
combined humidity and temperature sensor (AM2302) 
[18]. There are plenty of community created libraries and 
drivers for interacting with the attached hardware on 
Arduino, though in our case, we had some difficulties in 
finding useful code examples of how to utilize the sensor 
components we had chosen. 

For the visualization of the data we utilized the 
methods presented in [19]. Importantly, the visualization 
is performed by the client’s web browser displaying the 
JavaScript-based web page hosted on the master node. 
This approach is useful as it conserves the limited 
resources of the master node by off-loading the 
visualization work-load to the client side. 

V. DISCUSSION 

The model presented in this paper does not define the 
requirements for data encryption. The reason is that 
whether encryption is required or not largely depends on 
the use case. In our case, we chose ZigBee for data 
transmission between the master and the sensor nodes. 
ZigBee provides encryption by default, which is strong 
enough for our case. In fact, in our example use case, no 
encryption would be required simply because the data is 
not sensitive - for example, temperature and humidity can 
be measured by anyone, simply by entering the sensor 
location (room). If the sensor nodes autonomously send 
the details to the master node, and the master does not 
actively control the sensors, the requirements for 
encryption are lower than in the case where the master 
node actually controls the slaves. If any control data – 
orders on if, what, and how often – are sent by the master 
node, more thought should be put into the encryption, as 
well as into the authentication methods to reduce the risk 
of malicious use of the nodes. Often the chosen 
transmission method (e.g. ZigBee, Bluetooth and WLAN) 
can offer hardware based authentication and encryption 
options fit for most cases. 

Another equally important issue not discussed in this 
paper is energy efficiency. The components chosen for the 
example system have low power consumption, but we 
have not performed extensive measurements for the power 
usage of the implemented system. Similarly to encryption, 
the model defines the requirements. In practice, the master 
node can usually be placed in a location, which has access 

to a constant power source, but the remote nodes may 
need to be run on battery power. For this reason one 
should carefully choose which components to use in the 
remote sensors to minimize the power consumption. In 
addition to component choices, the energy efficiency can 
be improved by the device software. The measurements 
performed by the sensors do not necessarily use much 
power, and most of the energy is spent on the wireless 
transmission of data. In our case, we control the power 
consumption by limiting the frequency and number of 
data transfers. In this case, there is no need to gather the 
measurements strictly in real-time. This makes it possible 
either to take measurements at a more relaxed pace (for 
example, every few minutes) or take measurements more 
often, but send the results infrequently in larger result sets. 
If control data is sent between the master and the sensors, 
the master can also control the rate of transmission. Also, 
if the data is preprocessed on the sensor nodes, the nodes 
themselves can make simple decisions on the frequency of 
communication. For example, if the nodes detect that 
there is a larger change in the measured values, there 
might be a need for more frequent transmission of data, 
but if the values stay the same, the data can be sent less 
frequently. In principle, there is no need to transfer any 
data as long as there is no change in the measurements, 
although in practice, status checks between the master and 
the sensor nodes should be performed to ensure that the 
sensors are alive and well. 

One possible future research topic this paper does not 
analyze in depth is the matter of scalability. From the 
model’s point of view, there can be an unlimited amount 
of sensor nodes for each master node, but often the chosen 
technologies pose limitations on the actual number of 
devices. In our tests the networks have been relatively 
small with a single master and only a few (less than ten) 
sensor nodes. With these kinds of small configurations the 
model has been proven to work, but it would be 
interesting to see what problems would arise in larger 
networks. Of course, reaching the technical device limits 
for the communication methods for testing purposes may 
be difficult simply because the required number of devices 
can be so high that it would cost too much to ever acquire 
enough sensor nodes. In fact, it is possible that the master 
node’s capacity to process and store the received data 
would run out sooner simply because of the limited 
computing performance of the master’s hardware. 

VI. SUMMARY 

This paper introduced a model for sensor networks 
used for gathering and distributing sensor measurements. 
The model consists of several sensor nodes and of a 
master node. The sensor nodes collect the raw sensor data, 
and the master node gathers the data from each of the 
sensor nodes, and provides the data for clients in a 
structured format. A proof-of-concept implementation 
based on the model was also introduced. 
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Abstract   Nowadays almost everyone has a mobile phone and even the most 
basic smartphones often come embedded with a variety of sensors. These sensors, 
in combination with a large user base, offer huge potential in the realization of 
crowdsourcing applications. The crowdsourcing aspect is of interest especially in 
situations where users’ everyday actions can generate data usable in more com-
plex scenarios. The research goal in this paper is to introduce a combination of 
models for data gathering and analysis of the gathered data, enabling effective da-
ta processing of large data sets. Both models are applied and tested in the devel-
oped prototype system. In addition, the paper presents the test setup and results of 
the study, including a description of the web user interface used to illustrate road 
condition data. The data were collected by a group of users driving on roads in 
western Finland. Finally, it provides a discussion on the challenges faced in the 
implementation of the prototype system and a look at the problems related to the 
analysis of the collected data. In general, the collected data were discovered to be 
more useful in the assessment of the overall condition of roads, and less useful for 
finding specific problematic spots on roads, such as potholes. 

1 Introduction 

It is important to keep road networks in good condition. These days, technology 
and mobile devices in particular enable the automation of environmental observa-
tion [1, 2]. Mobile phones can be deployed for a particular purpose for which they 
were not originally designed. In addition, applications that combine road mainte-
nance and mobile devices have already been developed [3]. In Finland, there has 
been a similar study on how to utilize mobile phones for collecting road condition 
information [4]. In the study, bus companies tested mobile phone soft-ware that 
sends real-time weather condition data to road maintainers in winter time. Never-
theless, traditional road condition monitoring requires manual effort – driving on 
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the roads and checking their condition, observing traffic cameras, and investigat-
ing reports and complaints received from road users. Automation of the monitor-
ing process, for example by utilizing crowdsourcing, could provide a more cost-
efficient solution. 
Data gathering is an important part of research related to the Internet of Things 

(IoT) [5]. In this research, the focus of data gathering has been redirected toward a 
Wireless Sensor Network (WSN) [6] type of solution. Previously, we have studied 
technologies related to applications that automate environmental observations uti-
lizing mobile devices. In a recent research study [7], we introduced two cases: the 
tracking and photographing of bus stops, and the tracking and photo-graphing of 
recycling areas. The first case used mobile phones and the second used a Raspber-
ry Pi embedded system. Our other study [8] facilitated the utilization of infor-
mation gathered from road users. As part of the research work, a mobile applica-
tion was developed for gathering crowdsourced data. 
The gathered data per se are not very usable and therefore some kind of pro-

cessing is necessary. Ma et al. discussed IoT data management in their paper [9] 
and focused on handling data in different layers of WSN. Also, they discussed da-
ta handling challenges, approaches, and opportunities. In this study we use our 
previously introduced Faucet-Sink-Drain model [10]. In this model the data pro-
cessing and data sources are combined in a controlled and systematic way. 
This paper is an extension of Sillberg et al. [11], where the focus was on intro-

ducing the prototype system. In this extension paper, more emphasis is placed on 
the models behind the prototype system. We have developed a mobile application 
for sensing road surface anomalies (called ShockApplication). The purpose of this 
application is to sense the vibration of a mobile phone installed in a car. The ap-
plication was tested by gathering data on real-life scenarios. The data were stored 
in a cloud service. In addition, we present methods that utilize the free map ser-
vices available on the Internet for visualization of the data. 
The research goal in this paper is to combine models of 1) data gathering and 2) 

analysis of the gathered data that enables effective data processing of large data 
sets. Both models were applied and tested in the developed prototype system. Our 
previous studies related to the models are presented in Section 3, where the data 
gathering model and the modifications made for this study are introduced in sub-
section 3.1. Data processing produces useful information for the user. Subsection 
3.2 describes the processing model used in the prototype system. This model is 
designed as a general-purpose tool for systematic control and analysis of big data. 
With the use of these fundamentally simple models it is possible to create practical 
and interoperable applications. 
The rest of this paper is structured as follows. In Section 2, we introduce the re-

lated research on crowdsourcing efforts in the collection of road condition data. 
Section 4 integrates the models presented in Section 3. In Section 5, we present 
the test setup and results. Section 6 includes a discussion and suggestions for fu-
ture research on the topic and finally, the study is summarized in Section 7. 
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2 Background 

Nowadays almost everyone has a mobile phone and even the most basic 
smartphones often come embedded with a variety of sensors [2]. This opens up the 
possibility of crowdsourcing through the use of mobile phones. The term 
crowdsourcing was defined by [12] in 2006. When several users use their devices 
for gathering data for a specific purpose, it can be considered a crowdsourcing ac-
tivity. The idea of utilizing crowdsourcing as a model for problem solving was in-
troduced in [13]. Furthermore, crowdsourcing can be used to support software en-
gineering activities (e.g., software development). This matter has been widely 
dealt with in survey [14]. 
There have been several studies on using a mobile phone to detect road sur-face 

anomalies. One piece of research [15] presented an extensive collection of related 
studies. Further, the research introduced an algorithm for detecting road anomalies 
by using an accelerometer and a Global Positioning System (GPS) integrated into 
a mobile phone. The application was described as easy-to-use and developed for 
crowdsourcing, but the crowdsourcing aspects were not elaborated. The tests were 
performed with six different cars at slow speeds (20 km/h and 40 km/h). The route 
used in the test was set up within a campus area. The research paper did not dis-
cuss the visualization aspect nor the application itself and focused primarily on the 
algorithm that was presented. 
The research presented in [16] and [17] was aimed at finding particular holes in 

a certain road. [16] used a gyroscope instead of an accelerometer and looked for 
spikes in the data. The other information logged was sampling time, speed, and 
GPS locations. The test was conducted on a route that was about four kilometers 
long and the test was repeated five times to ensure consistency and repeatability. 
The crowdsourcing aspect was not mentioned and, according to the paper, the da-
ta were collected “through a common repository.” The research [17] presented an 
Android application for detecting potholes, but did not provide much detail on the 
technical implementation. 
There are several studies where the research was performed in a real-life sce-

nario using taxis [18, 19] or buses [20]. In study [18], the data were gathered by 
seven taxis in the Boston area. The data collection devices were embedded com-
puters running on a Linux-based operating system. In study [19], the data were 
gathered by 100 taxis in the Shenzhen urban region. The devices consisted of a 
microcontroller (MCU), a GPS module, a three-axis accelerometer, and a GSM 
module. The devices were mounted inside the cars and sent the data to servers 
over a wireless connection. The main idea of the research [18] was to collect data 
and then train a detector based on the peak X and Z accelerations and instantane-
ous velocity of the vehicle. The result reported in the paper was that over 90% of 
the potholes reported by the system were real potholes or other road anomalies. 
The crowdsourcing aspect was not mentioned, and the visualization was limited to 
showing a set of detections on a map. In study [20], the data were gathered by 
phones installed in buses. The data were projected on a map, but the amount of da-
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ta collected (100 MB/week) and how this would affect a larger crowd were not 
discussed. 

3 Two-phased Model of Data Processing 

The research goal in this paper is a combination of models for 1) data gathering 
and 2) analysis of the gathered data which enables effective data processing of 
large data sets. Both models were applied and tested in the developed prototype 
system. With the use of these fundamentally simple models, it is possible to create 
highly practical and interoperable applications that can improve the overall quality 
of software. 
The data gathering model and the modifications made for this study are intro-

duced in subsection 3.1. The model is one type of Wireless Sensor Network 
(WSN) solution. In addition, the usage of the model in our previous research is in-
troduced. 
Subsection 3.2 describes the processing model used in the prototype system. 

The processing model is designed as a general-purpose tool for systematic control 
and analysis of big data. However, the model is very flexible and should fit a wide 
range of applications. 

3.1 Data Gathering 

Data gathering is an important part of research on the Internet of Things (IoT). In 
this research, the focus of data gathering has been redirected toward the WSN type 
of solution. Because we use mobile phones as sensor nodes, it could be catego-
rized as a mobile sensor network. The advantages of a mobile sensor network have 
been discussed by Dyo [21]. In addition, Leppänen et al. [22] discuss using mobile 
phones as sensor nodes in data collection and data processing. A survey conducted 
in 2002 compiled the basic features of sensor networks [23]. 
In this study, we used the previously presented data gathering model. This 

model was introduced by Saari et al. [24] and it has three main parts: sensor node, 
master node, and cloud. The sensor node sends data to the master node. The mas-
ter node collects and saves data, but does not process the data significantly. The 
master node sends data to the cloud service which stores the data. The data gather-
ing model includes the following WSN features presented in [23]: 

• Sensor nodes can be used for continuous sensing - When using a mobile phone 
as a sensor node, this is enabled by dedicated software. 

• The mobile phone includes the basic components of a sensor node: sensing 
unit, processing unit, transceiver unit, and power unit. 
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• A sensor network is composed of a large number of sensor nodes - The proto-
type design presented in this study does not limit the number of mobile phones 
used. 

• The network - Mobile phones have the communication network provided by 
telecommunications companies. 

The model has been tested with an off-the-shelf credit card sized computer and 
other instruments [24-26]. The data collector service [25] used a BeagleBone 
Black computer and sensors. The embedded Linux controlled sensor net-work 
[24] used Arduino boards and sensors for the sensor nodes and an Intel Galileo 
Computer for the master node. Communication between sensor nodes and master 
nodes was handled with ZigBee expansion boards. The third study [26] used the 
model to test a low-energy algorithm for sensor data transmission from sensor 
nodes to master node. 
Fig. 1 shows the modified data gathering model. The present study differs from 

previous research in that we used mobile phones for data gathering, which caused 
changes to the data gathering model. Another difference from the previous model 
[24] is that the sensor nodes and master nodes are combined into one entity. This 
was due to the use of mobile phones as sensor devices. The mobile phone includes 
the necessary sensors, data storage, and communication channels for this proto-
type system. In addition, the mobile phones use the Android operating system 
(OS), which has enough capabilities to gather and store data. Also, the communi-
cation protocols are supported by OS. We developed the testing software during 
this research. This software, called the ShockApplication, and its properties are 
described later in Section 5.1. 

Fig. 1. The modified data gathering model. 

The usage of mobile phones enabled the crowdsourcing idea. The developed 
ShockApplication can be installed on all modern Android phones. The user has an 
identification mark which helps to order the data points in the cloud. The data are 
stored in a cloud service. 
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3.2 Data Processing: Manageable Data Sources 

For the data processing part, the Faucet-Sink-Drain model introduced in [10] is 
applied to the system architecture. The ultimate goal of the model is to enable re-
alization of a framework that is able to manage data and data sources in a con-
trolled and systematic way [10]. In this study, the model was applied to the proto-
type system, but the implementation of the framework was not carried out. This 
prototype is the first instance of the model in a real-world use case and will help in 
the further evaluation and development of the model. 
The model considers that data processing can be modeled with a water piping ap-
paratus consisting of five components: faucets, streams, sink, sieves, and drains 
[10]. The data flow through the model as many times as is deemed necessary to 
achieve the desired information. At each new cycle, a new set of faucets, sieves, 
and drains are created, which generate new streams to be stored in the sink. [10] 

Fig. 2. Abstract data processing model. [10] 

The components of the Faucet-Sink-Drain model are shown in Fig. 2. The fau-
cet is the source of the data (e.g., original source or processed source). The run-
ning water (i.e., strings of numbers and characters) are instances of data streams, 
and the sink is used for storing of the data. The sieve is a filter component with the 
capability of selecting and processing any chunk of any given data stream. The 
drain is a piping system to transfer data to other locations. The drain may also be 
utilized for removal of excess data. [10] 
The Faucet-Sink-Drain model, by design, does not specify how the data are 

gathered into it. As shown in Fig. 2, the initial data simply appear in the model by 
means of the attached faucet (or faucets). The gap can be filled by utilizing models 
that are stronger in this respect, such as the data collection model described in 
subsection 3.1. 
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4 Integration of the Models in the Prototype System 

The models used lay out the basis for measurement and data analysis. By follow-
ing them, it is then possible to implement the artifacts of the prototype system. 
The implemented prototype system has five identifiable high level tasks: 

1. Acquisition: The data are gathered by a mobile device, which acts as a com-
bined sensor-master node as it is capable enough for both of those tasks. 
2. Storage: The cloud service receives and parses the data (communicated by 
the master node). Parsing of the data is the first task to be done on the system 
before the received data can be fully utilized. After parsing is finished, the ser-
vice can then proceed by storing and/or by further processing the data. 
3. Identification and Filtering: The data will be identified and filtered when the 
service receives an HTTP GET query on its REST (Representational State 
Transfer) interface. The selection is based on the rules that are passed in the re-
quest as parameters. 
4. Processing: The selected data are processed further by the rules given out by 
the program. 
5. Visualization: The data provided by the service are finally visualized in a 
client's user interface, e.g., web browser. 

The data gathering is performed by a mobile phone by utilizing several of its 
available sensors. Secondly, the collected data are communicated to the cloud ser-
vice where storage, selection, and further processing of the data are implemented. 
Once the data have been processed the last time, they are ready to be presented to 
the user, for example, to be visualized in a web browser or provided to another 
service through a machine-to-machine (M2M) interface. 

Fig. 3. System deployment diagram. 
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Fig. 3 shows the deployment diagram of the implemented system. It also de-
picts where the aforementioned tasks are carried out. These tasks can also be iden-
tified from the incorporated models, the Data Gathering model and the Faucet-
Sink-Drain model. The first task, data acquisition, corresponds to the whole data 
gathering model and also to the combination of the (leftmost) faucet and stream 
icons in Fig. 2. The storage task matches the sink icon in Fig. 2. The (right-most) 
sieve in Fig. 2 represents the third task, identification and filtering whereas the 
combination of (rightmost) drain and faucet represent the processing task. The fi-
nal step, visualization, is said to be handled by the sink as it is "used to store and 
display data" [10]. However, the visualization step could begin as early as when a 
data stream has emerged from a faucet and could last until the moment the data 
have finally been drained out from the sink. 

5 Testing 

The high-level description of our testing setup is illustrated in Fig. 4. The purpose 
was to gather data from mobile devices – primarily smartphones – that could be 
used to detect the surface condition of the road being driven on. These data could 
be further refined into more specific data, such as reports of bumps on the road, 
uneven road surfaces, roadworks, and so on. The traffic signs visualize the possi-
ble roadside conditions that users might be interested in. The data are sent to a 
central service and can be later browsed using a user interface running in a web 
browser. 

 
Fig. 4. High-level diagram of the test setup. 

In our case, the users travelled by car. In principle, other road users such as cy-
clists or motorcyclists could be included, but in the scope of this study, only pas-
senger car users were considered. 
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5.1 Setup 

Existing studies often assume that the device is firmly attached in a specific place 
inside the vehicle, and in a specific way, but for crowdsourcing purposes this is 
not a feasible scenario. It should be possible to attach the device in a way that is 
the most convenient for the user, and in an optimal scenario the device could also 
be kept, for example, inside the pockets of the user. In our benchmarks, the device 
holder was not limited although we presumed that the devices were placed in a 
fairly stable location, and did not move about the vehicle in an unpredictable fash-
ion (e.g., sliding along the dashboard). 
In addition to the attachment of the device, several other factors (e.g., suspen-

sion, tires, vehicle load, and weight) may affect the sensor reading. It can be chal-
lenging to implement measurement of these factors in crowdsourcing scenarios. 
Due to these limitations, we decided to focus on sensors available in commonly 
used mobile devices. 

Fig. 5. The Android test client. 

The testing software itself was a simple Android application, usable on any rea-
sonably recent Android phone. Most of the newer smartphones generally contain 
all the necessary sensors required in our use case. The application consists of a 
single main view, shown on the left side of Fig. 5. In our case, the user only needs 
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to input his/her credentials (in the example, “user”) and use the start and stop but-
tons to control when the sensors are active. The user interface also contains a few 
convenience functions: the possibility to attempt manual transmission of all col-
lected data; a count, which shows the total number of measurements (a single 
measurement contains all sensor data collected at a particular point in time, in the 
example pictures taken from an Android emulator the value is shown simply as 
“0”); the option to create all measurements as “public”, which means that any 
logged-in user can see the travelled route and the collected measurements; the op-
tion to save the updated settings, mainly authentication details; and two debug op-
tions that the users do not generally need to use. The software will automatically 
select between the linear accelerometer (which is used, if available) and the basic 
accelerometer. If the device is set on a stable surface the linear accelerometer 
should show zero for all axes and the accelerometer should show gravity, but in 
practice the devices showed slight variances from the expected values. The “show 
systematic error” option can be used to show the currently measured values and to 
select whether the systematic error should be removed from the values before 
sending the results to the service. The “print log” can be used to show a debug log 
of the events (such as errors) detected since application startup. It would have also 
been a minor matter to simply hide the debug options from the user interface, but 
as the primary purpose of the application was to collect data and this version of 
the application would not be made available for public down-load and installation 
(e.g., in an application store), there was no specific need to polish the user inter-
face. Thus, the users were simply instructed to input their credentials and use the 
start and stop buttons, and to ignore the other options. 
The sensor measurements are collected by an Android foreground service, 

which runs as a background process. After the service has been started, the main 
application can be freely closed and the statistics of the collected data (number of 
measurements) can be seen in the Android’s pull-down menu, which is visible on 
the right side of Fig. 5. In the trial, the users kept the sensors on while driving (i.e., 
when “participating” in the trial) and off at other times. In addition to changing the 
user credentials, no further configuration was required by the users.  
The application was used to measure accelerometer data (X, Y, and Z accelera-

tion), direction, speed, location (GPS coordinates), and timestamps.  The collect-
ed information was automatically sent to the service at pre-defined intervals (eve-
ry 30 minutes) by the background process. In addition, gyroscope and rotation da-
ta were stored on-device in an SQLite database for possible future debugging or 
testing purposes (e.g., for detecting braking or acceleration events, or the orienta-
tion of the device in general), but these data were not synchronized with the ser-
vice. 
For practical reasons (e.g., limitations in the available server capacity), the user 

trial was not open to an unlimited number of users. A total of ten users participat-
ed in the trial, of which half were university personnel and the other half volun-
teers from the staff of the City of Pori and from a company participating in our re-
search project. The users either used their own smartphones or borrowed one from 
the university. The user’s choice of car was not limited, but as the users generally 
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drove their own cars, the selection of cars driven turned out to consist of smaller 
personal cars. A couple of users reported driving two different cars, so the number 
of cars was slightly higher than the number of users. The routes driven were a 
mixed set of commuting, work-related trips, and leisure. The majority of the driv-
ing involved consisted of driving from home to work, as reported by the users. 
This can also be seen in the collected data, as the same (identical) routes were 
driven on a daily basis. 
Most of the driving was concentrated around the cities of Pori and Rauma, lo-

cated on the west coast of Finland. Additional driving was done around the city of 
Tampere, which is located further inland, including the highway connecting Pori 
to Tampere. The distances were approximately 110 kilometers between Pori and 
Tampere and 50 kilometers between Pori and Rauma. Pori and Rauma are slightly 
smaller cities (with populations of about 85 000 and 40 000, respectively) whereas 
Tampere is the third largest city in Finland (with a population of about 232 000), 
although in the case of Tampere the routes driven were located mostly outside the 
city center. The routes are also illustrated in Fig. 6 (Section 5.3). The total dura-
tion of the testing period was about three months (from March 2018 to June 2018). 

5.2 Results 

The number of data points can be seen in Table 1, where the count and percentage 
figures of the data are grouped by different Shock Levels. The shock levels are ar-
bitrary levels used for breaking down the data from the accelerometer readings. 
The first row (LN/A) indicates the data points where the test device did not calcu-
late the shock level. The highest level (L4) represents the most intense values re-
ported by the accelerometer. The levels can be recalculated afterwards for each 
device if needed. The shock levels are further discussed in Section 5.3. 

Table 1. Breakdown of shock data points. 

 
Shock Level 

v ≥ 0 m/s v ≥ 1 m/s 
n % n % 

LN/A 334730 69.3 312334 68.3 

L0 98367 20.4 98320 21.5 

L1 45083 9.34 42101 9.20 

L2 3419 0.71 3413 0.75 

L3 904 0.19 904 0.20 

L4 368 0.08 368 0.08 

Total Count 482871 100 457440 100 

Total Count with Level 148141 30.7 145106 31.7 
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The data point count on the left side of Table 1 includes all data regardless of 
the speed, and the right side omits speeds below 1 m/s. We have arbitrarily chosen 
1 m/s to be the lowest speed recorded and taken into account in our test. This pre-
vents the device from collecting data when the vehicle ought to be stationary, and 
helps to reduce the amount of unnecessary data. 
In the further analysis of the data, only the pre-calculated shock level data 

where the speed is at least 1 meter per second are included (nLEVEL = 145106). 
This represents approximately 30 percent of the total data collected. No further da-
ta have been eliminated from this data set. The relative percentage figures for each 
level in nLEVEL are L0 = 67.7, L1 = 29.0, L2 = 2.35, L3 = 0.62, and L4 = 0.25. 
Tables 2 and 3 illustrate how the speed affects the measured shock intensity in 

the collected data. Rows 1 to 5 display the data of each individual level, while the 
last row (L0—4) indicates the summarized information including each level. Table 
2 indicates the average speed (vAVG) and the standard deviation (vSTD) in each 
group. The average speed is quite similar on each level, while the standard devia-
tion is only slightly lower on levels L0 and L1 than on the others. Additionally, the 
average speed and standard deviation of all data points (i.e., data with and without 
shock levels) was 68.0 km/h and 23.4 km/h. The respective values for data points 
without a shock level were 69.2 km/h and 21.6 km/h. The average speed and 
standard deviation information alone seem to support the fact that the reported 
shock levels occur around a speed of 65 km/h. However, when the data are further 
divided into speed-based intervals, the average speeds can be seen to be slightly 
higher, and about two-fifths of the data points are located above the 80 km/h limit. 
Based on the data, it can be observed that algorithms used for detecting vibra-

tions and road condition anomalies should cover at least the common urban area 
speed limits (from 40 km/h to 60 km/h) and preferably up to highway speeds 
(from 80 km/h to 100 km/h). In the area around the city of Pori, lower speeds were 
less represented than higher speeds. Thus, algorithms developed only for slower 
speeds would not be feasible for practical implementations. 

Table 2. Average speed per shock level. 

 
Shock 
Level 

Speed (km/h) 

vAVG vSTD 

L0 63.7 27.2 

L1 70.5 24.4 

L2 64.3 30.2 

L3 59.6 32.4 

L4 55.0 32.3 

L0—4 65.6 26.8 

Table 3 displays the distribution of data points belonging to a given speed in-
terval. There are six right-open intervals starting from 3.6 km/h (i.e., 1 m/s), and 
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ending at 120 km/h. The last row (L0—4) indicates the percentage share of data in 
each speed interval of all data points. The bulk of the data belongs to the lowest 
level. The lowest level (L0) appears to be over-represented in the lowest three 
speed intervals (3.6—60 km/h) whereas a small amount of the percentage share 
seems to have shifted from the lowest level (L0) to the next level (L1) in the last 
two speed intervals (80—120 km/h). 
It seems logical that higher speeds (i.e., greater energy) create more variance in 

the vibration detected by the sensor, but on the other hand, levels L2, L3, and L4 
appear slightly less often at higher speeds. It can only be speculated whether the 
reason is – for example – due to the better overall condition of roads with higher 
speed limits, or the fact that the phone/sensor is simply not able to record every-
thing because it is not necessarily mounted in the car securely. 

Table 3. Distribution of data points per shock level. 

 
Shock 
Level 

Data Point Distribution Based on Speed (%) 
Right-Open Intervals; km/h 

[3.6, 20[ [20, 40[ [40, 60[ [60, 80[ [80, 100[ [100, 120[ 

L0 76.9 70.8 78.2 68.2 60.8 63.0 

L1 17.8 25.5 19.1 29.5 35.9 32.9 

L2 3.50 2.51 1.90 1.74 2.53 2.87 

L3 1.28 0.76 0.53 0.43 0.54 0.91 

L4 0.56 0.40 0.25 0.14 0.20 0.29 

L0—4 7.83 13.6 14.8 22.1 36.7 4.99 

Speeds above 120 km/h account for a negligible amount of data points (totaling 
38 data points), thus the information is not shown in Table 3. Almost three-fifths 
(58.8 percent) of the data points are distributed between 60 and 100 kilometers per 
hour. The phenomena can be explained by two facts. First, the data collection was 
conducted mostly on longer distance journeys on the highways between major cit-
ies, corresponding to higher speed limits and a longer time spent on the road. Sec-
ond, heavy traffic in the tested area is not commonly observed. More detailed in-
formation may be retrievable if the data are observed on the user/device level 
rather than on the global level. In future, it might also be worthwhile re-
calculating the data in four levels instead of five to obtain a clearer distinction be-
tween “good road condition” data and “bad road condition” data. Currently, levels 
L0 and L1 seem to overlap, and contain both data types. 

5.3 Visualization 

Five levels (0-4) were used for describing the detected condition of the road. The 
number of levels has no specific meaning, and another amount of levels could be 
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chosen for more coarse or fine-tuned results. The levels are dynamically calculat-
ed per device, with level L0 being the “normal” of the device and L4 being the 
most extreme. In the current version of our application, the calculations do not 
take speed into consideration, even though speed does have an effect on the inten-
sity of the measured values (e.g., variance). An exception to this is the exclusion 
of very low speed values (e.g., < 1 m/s), which could be caused by the user tempo-
rarily leaving the vehicle to walk about or be erroneous values caused by GPS in-
accuracies when the vehicle is not in fact moving. In any case, even with-out uti-
lizing the velocity data, the measured levels seem to correspond fairly accurately 
to the overall road conditions. Still, improved analysis of speed data could perhaps 
be used to further increase the accuracy of the level calculations. 
In our case, the levels can be calculated either from the long-term data collect-

ed on the device (or from the data stored for testing purposes on the server), or by 
using a smaller data set, such as the data collected within the last 30 minutes. Ul-
timately, we decided to use smaller data sets when calculating the levels and 
showing the visualization on the map. The primary purpose of this was to mini-
mize the effects caused by the user’s change of vehicle as well as the cases where 
the user kept his/her device in a different holder or location on different trips. The 
test users also reported a few times when they had accidentally dropped the de-
vice, or the device had come loose from its holder. The former cases were fairly 
easy to recognize based on the reported, much higher than normal, acceleration 
values, but the latter cases tend to be erroneously detected as road condition prob-
lems. 
In any case, the calculated levels should be fairly comparable regardless of the de-
vices used, even when the individual values reported by the accelerometers are 
not. Unfortunately, rare cases where a user often changes vehicles remain a prob-
lem for detection. This problem would also be present if data were to be collected 
from, for example, public transportation utilizing the user’s mobile devices. 
The level markers and their use are illustrated in Fig. 6, Fig. 7, and Fig. 8. Fig. 

6 shows a map using OpenStreetMaps, whereas Fig. 7 and Fig. 8 use Google 
Maps. The OpenStreetMaps implementation is slightly newer, but the features of 
both implementations are basically the same. One exception is the Street View 
functionality shown in Fig. 8, which is available only when using Google Maps. 
Both implementations also utilize the same underlying Representational State 
Transfer (REST) Application Programming Interfaces (API) provided by the 
cloud service. 
The routes driven by the users are visualized in Fig. 6. The shock levels are il-

lustrated by five colors (green, yellow, orange, red, and black – green being the 
best road condition, black the worst). The areas on the map are: the cities of Pori 
(top left), Rauma (bottom left), and Tampere (right). The various markers are also 
of slightly different sizes with the green “good condition” markers being the 
smallest and the black “bad condition” markers being the largest. This is in order 
to make the “bad condition” markers easier to spot among the data, which largely 
consist of green markers. 
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Fig. 6. Visualization of routes driven. 

The user interface contains basic features for filtering data: viewing data from 
only a single user; excluding undesired shock levels, calculating highlights; select-
ing a specific date or time to observe; selecting the area to view; and the possibil-
ity to limit the number of level markers by only returning an average or median of 
the reported values within a certain area. 

Fig. 7. Visualization of the route between the cities of Pori and Tampere.  

The exclusion of undesired shock levels and highlights are illustrated in Fig. 7. 
The upper part of the figure shows basically the “raw data” selected from an area, 
in this case from a route between the cities of Pori and Tampere. In the lower part, 
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the individual markers are removed and only the calculated highlights (exclama-
tion marks) can be seen. The highlights represent an area where the measurements 
contain a large number of certain types of shock levels. The highlights can be cal-
culated for any level, but naturally, are more useful for spotting places where there 
is a high concentration of “bad condition” markers. It would also be possible to 
show any combination of level markers with the highlights, e.g., red or black 
markers without green, yellow, and orange markers. 

Fig. 8. Visualization in Google Maps Street View. 

Finally, Fig. 8 shows the shock level markers in the Street View application. 
The Street View photos are not always up-to-date so the feature cannot be used as 
such to validate the results, but it can be used to give a quick look at an area. In 
this case, the cause of several orange, red, and black – “bad condition” – markers 
can be seen to be the bumps located on the entrance and exit sections of a bridge 
located on the highway. 

6 Discussion 

The basic programming task of creating a simple application for tracking the us-
er’s location and gathering data from the basic sensors embedded in a mobile de-
vice is, in general, a straightforward process. Nevertheless, a practical implemen-
tation can pose both expected and unexpected challenges. 
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6.1 Technical Difficulties 

We chose to use the Android platform because the authors had previous experi-
ence in Android programming. Unfortunately, the Android devices have hardware 
differences, which can affect the functionality of the application. In our case, there 
were two major issues. First, one of the older devices we used in our benchmarks 
lacked the support of a linear acceleration sensor, despite including a basic accel-
erometer. In practice, this means that all measured acceleration values included a 
gravity component without an easy or automated means of filtering the output. Fil-
tering can be especially difficult on older models that do not contain proper rota-
tion sensors that could be used to detect the orientation of the device. 
Second, as it turned out, devices from different manufacturers and even differ-

ent device models from the same manufacturer had variations in the reported ac-
celerometer values, making direct comparison of values between devices challeng-
ing at best. Larger bumps are visible from the results regardless of the device, but 
smaller road surface features can become lost due to the device inaccuracies. 
In practice, differences in the devices required the calculation of a “normal” for 

each device, against which variations in the data would be compared. Calculating 
a universal normal usable for all devices and users would probably be very diffi-
cult, if not entirely impossible. In any case, in laboratory conditions or in a con-
trolled environment finding this normal is not a huge problem, but where a large 
crowdsourcing user and device base is concerned, finding the normal for each de-
vice can be a challenge. Additionally, the vehicle the user is driving can have a 
major impact on the detected values; after all, car manufacturers generally prefer 
to provide a smooth ride for the driver, and on the other hand, a car with poor sus-
pension or tires can cause data variations that can be difficult to filter out. This al-
so means that, if the user drives multiple vehicles, there should be a way for the 
application to either detect the vehicle used or adapt to the altered conditions. 
In principle, the collected data could be analyzed to determine the device’s 

normal, for example, if known “good condition” roads have been driven on. In 
practice, the data amounts (and the required server and network capacity) can be 
too extreme for this approach to be feasible. A better option would be to analyze 
the data on-device and the devices should only send the variances that exceed the 
calculated threshold values (i.e., detected potholes, roads of poor quality). 

6.2 Interpretation of the Data 

When examining the collected data set, the known places of data variance are vis-
ible, and in expected places. These include, among others, known roadworks, 
speed bumps, and bridge ramps, i.e., spots that the drivers cannot avoid can be 
easily seen in the collected data. Unfortunately, the same cannot be said about 
potholes or other larger, but in general, more infrequent road condition issues 
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which are not always detected. We did not perform extensive studies to discover 
the driving habits of the users participating in our trial, although a quick interview 
revealed (perhaps unsurprisingly) that the drivers had tried to avoid driving into 
potholes. 
In the initial phase of data analysis, validating the findings proved trouble-

some. As the drivers could drive along any road they wished, we did not have a 
clear idea of which of the roads driven were in bad shape or where on the road the 
bumps were located, nor was there available any conclusive database of speed 
bumps or other purpose-built road features that could be accidentally identified as 
road surface problems. Driving to the location of each detected bump for valida-
tion purposes in the case of a larger data set would be quite impractical. To get a 
basic idea of where the “bumpy” roads were located, the preliminary results were 
shared with the department of the City of Pori responsible for road maintenance 
and compared with their data. The data collected by the city are based on com-
plaints received from road users or reported by the city maintenance personnel 
driving on the city roads. Thus, maintaining the data requires a lot of manual labor 
and the data are not always up-to-date. Nevertheless, this did give us some insight 
into the known conditions of the roads around the city. Furthermore, the discus-
sion with the maintenance department gave a clear indication that an automated 
method for the collection of road condition data around the city would be a great 
help for the people responsible for road maintenance. 
Moreover, collecting a sufficiently large data set with a very large user base 

could ultimately help in finding individual road problems as drivers would, for ex-
ample, accidentally drive into potholes, but in our trials identifying specific road 
problems turned out to be quite challenging. On the other hand, the results 
showed, in a more general fashion, which of the driven roads were in the worst 
condition, and furthermore, which parts of a single road were in worse condition 
than the road on average. Both findings can be used for assessing road conditions, 
and with a much larger data set, even individual bumps could perhaps be more re-
liably detected. 
A larger database is also advantageous in the elimination of unwanted data 

caused by individual random events – such as the user moving or tapping the 
phone during driving, sudden braking events or accidents – which could be erro-
neously detected as road condition problems. On the other hand, larger sets in-
crease computing resource requirements and challenges in managing the data. In 
fact, even the amount of data collected in our user trials can be problematic. One 
of the main challenges is the visualization of large data sets. 
For testing and validation purposes, all data generated by the mobile devices 

were stored on our server. Storing the “good condition” data can also help to map 
the roads the users have driven on as opposed to only reporting detected variations 
from the normal. Unfortunately, serializing the data – using JavaScript Object No-
tation (JSON) or Extensible Markup Language (XML) – and showing the meas-
urements on a map in a web browser may be quite resource-intensive. Even when 
measurements are combined and indexed on the server to reduce the amount of 
transferred data, there can still be thousands of markers to be drawn on the map, 
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especially if “good condition” data are included. Showing multiple roads in a large 
area simultaneously on a map can be a good method from a visualization point of 
view, but it can also make the web user interface sluggish or slow to load. For ref-
erence, loading and showing the map visible in Fig. 6 consisting of 100 000 meas-
urement markers takes approximately 3—4 minutes, which is not an entirely im-
practical length of time for constructing the visualization, but can be an annoying 
delay when performing repeated work on the data set. Con-structing visualizations 
with smaller data sets (e.g., less than 10 000 data points), depending on the chosen 
filter settings, takes anything from a couple of seconds to almost half a minute. 

6.3 Future Studies 

One possible future action could be to open up the collected data for further analy-
sis by other researchers. In general, the data are relatively easy to anonymize and 
do not contain any hard-coded user details. A method of generating anonymous 
data is also an advantage if a larger, more public user trial is to be performed in 
the future. Running the trials with a larger userbase would be one possible course 
of future action, although acquiring sufficient server resources for a wide-scale us-
er trial could pose a challenge. 
A less resource-intensive option could be to collect data for a longer period on 

a specific set of roads with the goal of discovering whether a gradual worsening of 
road conditions can be detected or how the results differ between winter and 
summer. Our current trials were run in spring and summer, and it is unknown how 
winter conditions would affect the results. Furthermore, the roads driven on were 
primarily paved and gravel roads were not included in the analysis of the data. 
In addition, the increase in the number of dashboard cameras installed in vehi-

cles, and the decrease in the prices of 360-degree cameras could provide an inter-
esting aspect for data collection. The utilization of cameras could also make data 
validation easier during the trial phase, as there would be no need to go and check 
the detected road condition problems locally, or to use Google Street View or sim-
ilar applications that may contain outdated images. 
The Faucet-Sink-Drain model was used for the first time in an actual use case, 

and it could prove useful in other applications as well. However, the model re-
quires more research and development to fully unlock its potential. Also, the 
framework [10] that is based on the model would require an actual implementation 
before more conclusions can be drawn of the model’s usefulness. 
Data security is an important factor that has not been addressed in this study. 

The prototype has basic user identification with username and password, but this 
was not used for filtering input data. Issues of data security, privacy, and anony-
mization of data need to be solved before commercialization. 
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7 Summary 

This paper introduced a study that utilized data collected by sensors – primarily 
from an accelerometer and GPS – embedded in smartphones for detecting the 
condition of road surfaces. The data were obtained from a group of users driving 
on paved roads in western Finland. Furthermore, the test setup was described in-
cluding a discussion on the challenges faced. 
This paper showed how to combine a data gathering model and a data analysis 

model. Both of the models were applied and tested in the developed prototype sys-
tem. 
The results achieved from the trial period showed that even though the chosen 

methods could, in principle, find individual road surface problems (such as pot-
holes), the results were more useful in the assessment of the overall condition of 
the road. In addition, the paper presented methods for visualizing road condition 
data collected from test users. 
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This research introduces two prototypes installed in vehicles and a cloud service for autonomous collection of data. The 
prototypes utilize camera, location data, and timestamps to help those responsible for managing customer complaints, and to 
improve the overall quality of the provided customer service. The use of the system is illustrated by two cases: tracking and 
photographing bus stops, and tracking and photographing recycling areas. The first prototype is implemented for the Android 
mobile platform and the second one for the Raspberry Pi single-board computer. This paper discusses the differences and 
challenges faced in designing and implementing the two prototypes for different platforms. 

1. INTRODUCTION 

The Internet of Things (IoT) is the expansion of Internet services, which connects everyday physical 
objects to a network. This connection between network and physical world objects makes it possible 
to access remote sensor data and to control the physical world devices from a distance. One study 
addressing the IoT, which is cited quite often, is “The Internet of Things: A survey” [Atzori et al. 
2010]. 
In this research, the focus has been redirected toward the Wireless Sensor Network (WSN) type of 

solution. The basic features of sensor networks were compiled in a survey by Akyildiz et al. in 2002. 
In this research, we present two different prototypes for collecting data. These prototypes were 
designed as nodes of WSN. The design processes were iterative and the main goal was to improve the 
prototype in every iteration round. This study is a “lessons learned” type of research on software 
quality and prototype testing, where we present the problems encountered and the solutions to them.  
This research is a continuation of our research into different areas of IoT [Saari et al. 2016; Saari et 
al. 2017; Grönman et al. 2018]. Often, the Agile method is used more than the traditional plan-
driven methods (such as the Waterfall method) when developing prototype systems. The authors of 
this paper have discussed the challenges of modeling in an earlier study [Jaakkola et al. 2016]. 
The motivation for this study came from two transportation companies. Their customers often 

complain that the service is not at an acceptable level (e.g. the bus was not on time, or did not stop; 
trash was not collected on time). For companies, it can be difficult to ascertain the validity of the 
complaints, possibly causing unnecessary expenses when repeated complaints occur. This study and 
the two use cases presented in this paper illustrate configurable conditions for area observations 
(based on location, speed of the vehicle, cameras, and other sensors). In the past, the drivers 
photographed locations and made observation reports manually, but this process turned out to be 
tedious and error-prone. Thus, it was decided to design a system that could work autonomously 
without input from the driver. The companies can use the collected data to validate customer service 
requests/complaints, and to improve the overall quality of the provided customer service. 
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There has been a lot of research on position systems such as vehicle tracking systems. For 
example [Lee et al. 2014; Jisha et al. 2017] introduced vehicle tracking systems, where the location 
data are stored to the database or cloud and the data could be shown with an Android mobile 
application. Jisha et al. deal with bus tracking systems. In these studies, the focus was on real-time 
tracking using the Global Positioning System (GPS). The main idea was a tracking service for 
customers, and the quality assurance of the transportation service was not discussed. 
In our use cases the sensor nodes (mobile phones and Raspberry Pi 3 computers) send the data to 

the cloud service. The idea and the model of the data gathering node system were introduced in 
[Saari et al. 2015]. The rest of this paper is structured as follows. In Section 2, we outline the 
research environment and its components. In Section 3, we describe the “bus stop” case and in 
Section 4 the “garbage truck” case. Section 5 includes a discussion where the findings of this 
prototype development process are handled. The study is summarized in Section 6. 

2. HIGH-LEVEL ARCHITECTURE 

The goal of the system is to provide a tool for those processing customer complaints. In our case, two 
use cases acted as pilot studies for testing the functionalities of the system. The first case, “bus 
stops,” consists of tracking a bus traveling on the route by collecting images, location data, and 
timestamps. The bus company participating in our pilot study reported that common complaints 
reported by customers are about the bus not arriving on schedule (too early, too late or not arriving 
at all) or the bus not stopping even though there were people waiting at the bus stop.  The latter 
issue especially can be difficult to validate, and the bus company was interested in improving the 
quality of their bus service by finding out if and when the complaints reported a real problem. 

The second use case, “garbage truck,” collected the same data (images, location, timestamps). The 
purpose was to keep track of when the garbage truck visited the recycling area and if the bins were 
not emptied, and whether there was something in the area that prevented the truck from doing its 
work. In some cases, pictures were already being taken by the garbage truck drivers in the area 
around Pori, but this is, in general, manual work, and capturing and managing the pictures can be 
tedious and error-prone. Similarly to the bus company, the company running the garbage collection 
receives complaints about the quality of the work, and the company was interested in an automatic 
system for collecting data around the recycling sites to validate the complaints. 

 
 
Fig. 1. High-level diagram of the system. 

Figure 1 illustrates the high-level architecture. The system consists of a central service, which 
provides representational state transfer (REST) application programming interface (API) for client-
side interaction and remote procedure call (RPC) functionality for delivering tasks to (back end) 
devices or for submitting task results. A simple web portal is implemented using Hypertext Markup 
Language (HTML) and JavaScript, which interacts with client-side methods. The web user interface 
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allows the user to create tasks (#1, Figure 1), which contain the pre-conditions for device operation, 
the selection of devices that participate in the tasks, and the desired output parameters. The tasks 
are delivered to the target devices (#2, Figure 1). 
The pre-conditions contain options such as coordinates (or areas), time intervals (e.g., only take 

pictures during working hours), and velocities (e.g., should the device be moving at a certain speed or 
stationary). The output parameters notify the devices as to what information should be returned in 
the result responses (#3, Figure 1), such as pictures or location data – by default, all responses must 
contain timestamps. 
The results can be returned in near real-time or in batches. In our use cases, there is no need for 

immediate responses and in general, the results can be returned at a time most convenient for the 
device as long as the results arrive within a reasonable time period (for example, within 24 hours). In 
general, the tasks do not contain information on the expected amount of output data. In our use case, 
most of the transmitted data consists of captured images. The amount of images is highly dependent 
on the speed at which the vehicle is moving and how long the vehicle stays within the designated 
area. The prototype application will attempt to compensate for the vehicle velocity (e.g., by capturing 
more pictures when the device is moving faster), but the tasks themselves do not contain any 
guidance for this functionality. The primary reason for this is that the device is better equipped to 
estimate its own capabilities and features than the service and providing overly detailed parameters 
would only complicate the tasks by requiring individual customization for each device. 
The submitted results (#3, Figure 1) are indexed in the service and can be freely browsed by the 

user (#4, Figure 1), for example, by selecting a bus stop (coordinate) and the time reported in the 
complaint. The core service uses a platform developed in a previous project [Iftikhar et al. 2018], and 
for historical reasons messages based on the Extensible Markup Language (XML) are used, though 
other formats (e.g., JavaScript Object Notation) could be used in our use case as well. 
In our current implementation no further image analysis is performed either on-device or in the 

service. In principle, it would be beneficial if image processing could be utilized to detect problems 
reported in customer complaints. In practice, the variations in environments (location, time of day, 
snow, rain, etc.) and different use cases (detection of people, undesired objects) make it very 
challenging to develop a reliable algorithm. As long as a reasonable amount of pictures is shown to 
the person responsible for processing the complaints, a human observer can detect problems by 
looking at the pictures 

3. USE CASE: BUS STOPS  

In the first use case, a prototype was installed in a bus traveling along a bus route within the City of 
Pori. The prototype is fully autonomous and does not require any input from the bus driver. The 
stops on the route were assigned to the prototype as GPS coordinate targets. The program code reads 
GPS coordinates continuously and compares them to the assigned targets. When the coordinates 
match, a picture is taken. The program code utilizes an implementation of the Haversine Formula, 
which determines the great-circle distance between two locations and is relatively simple to 
implement yet accurate enough for our use cases. The application can be installed on any reasonably 
new Android device and takes advantage of the built-in sensors and camera of the device. 
The prototype keeps taking pictures in a predefined interval as long as it remains within the 

range of the target. The prototype scales both the time interval and the range from the target based 
on the speed of the bus to enable taking pictures at varying speeds, and also to compensate for the 
delay in waking up the camera. The idea was to take pictures of the approach to the bus stop to find 
out whether customers were present at the bus stop and also to obtain evidence (photos, timestamps, 
and location data) that the bus had passed – or stopped at – the bus stop on a certain date. The 
approach to one bus stop is illustrated in Figure 2. 
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Fig. 2. Approach to a bus stop showing pictures taken at varying distances from the target. 

A background process was created in the application for sending the pictures after capture, 
although, depending on the network connection speed, the upload may not be real-time. A route with 
fewer bus stops and a smaller number of customers was chosen for the first prototype. In our case, 
the route had a few dozen stops, but within the city limits some routes may have several hundred 
stops (especially if the route is traveled in both directions). Furthermore, the local bus company was 
instructed to provide us routes with higher than average amount of complaints. 

4. USE CASE: GARBAGE TRUCK 

In this use case, a prototype was installed in a garbage truck. The truck has a predefined route 
where there are certain recycling areas nearby shopping centers. The locations were assigned to the 
prototype as GPS coordinate targets. A route with frequently visited targets was provided by the 
garbage truck company participating in our project. The goal was to select targets of varying size (a 
gas station, a supermarket, and a larger shopping center) located around the City of Pori. The 
location tracking was performed in an identical fashion to the “bus stop” case, with the applicable 
code re-written in Python. Similarly, the prototype is fully autonomous and does not require any 
input from the driver. 
The prototype consists of a combination of a Raspberry Pi 3 single-board computer and commonly 

available sensor components (Adafruit Ultimate GPS HAT and Raspberry Camera Module V2 NoIR). 
Its operating system is Raspbian Stretch and the program code was made in Python, which is one of 
the commonly used languages for prototyping with Raspberry Pi. The prototype requires a 3G/4G -
wireless modem to establish an Internet connection via Wi-Fi. 
 

 
 
Fig. 3. Three pictures taken from the recycling area. On the left: in daylight; in the center: at night; on the right: a blocking 
obstacle. 

In this use case, a connection to the cloud service was established once a day. During the test 
period of three months, more than 6500 pictures were taken of the targets. Pictures were taken both 
in daylight and at night. Figure 3 presents a comparison between day and night. Figure 3 also shows 
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a situation where an obstacle, in this case, a car, is blocking the truck’s access to the recycling bins. 
The first two pictures in Figure 3 present normal daily operation, but in the case of the third picture, 
the car could have prevented the truck from emptying the garbage bins, possibly causing later 
complaints from customers about full containers. 

5. LESSONS LEARNED 

The development process for the use case prototypes was iterative in nature. Our goals were to both 
validate our ideas and to ascertain in a short period of time which technical solutions would work in 
realizing the prototypes. 
One approach would have been to install cameras at each location, but in practice this was not 

feasible. In both cases all locations were outdoor locations and it would have required a considerable 
effort to guarantee the availability of electricity, and that the devices would not get wet, vandalized, 
or broken in the cold weather. The assumption was that installation in-vehicle would be easier. A 
minor concern was the operating temperature as the vehicles would be stored outside in Finnish 
winter when not in use. The Android implementation was not tested in wintertime, but there were 
no problems with the Raspberry Pi during the three-month trial run. The device itself did not 
contain ambient air temperature sensors, but the average temperature during the December-
February period was slightly below zero Celsius with the coldest nighttime temperature reaching -21 
°C in February [Foreca 2018]. The device was always on during the trial, running on the continuous 
power provided by the vehicle batteries. This approach also reduced the risk of the device failing to 
boot up due to cold weather. In the case of the garbage truck, obtaining constant power was a simple 
matter of using the cigarette lighter plugs, but, in the bus, re-wiring was necessary as the connectors 
inside the bus did not provide electricity when the main power was turned off. 
A bigger problem than electricity was the attachment of the devices (both Android and Raspberry 

Pi) to the vehicle. In our case we selected a garbage truck that loaded the trash using a lift located in 
the front of the vehicle. The company also had vehicles that were loaded from the back, but this 
would have meant that the truck would have approached the recycling area in reverse, requiring 
camera installation at the back of the vehicle – possibly on the outside of the vehicle. For simplicity, 
it was decided to only use a camera to take photos through the windscreen. This left the rare case 
when the vehicle would be approaching the location from an unusual angle, e.g., around the corner of 
a building, from the side or from an otherwise bad direction for taking pictures through the 
windscreen. Especially in the bus stop case, there were no pictures available of every bus stop, and 
even if there had been, we did not want to make individual setups for hundreds of locations. Thus, it 
was impossible to know how the vehicle would approach each location. Regardless, it was decided to 
choose the windscreen approach to get the testing underway. 
In practice, this approach provided more problems than expected. Initially, there was slight 

concern about reflections on the glass surface. In practice, this turned out not to be a big problem, 
because the camera would take several pictures when the vehicle was approaching the location and 
major reflections did not occur often enough to pose a real problem. However, a more serious problem 
was how to install the devices in the vehicles. 
The curved windscreen of the truck and bus made the traditional suction cup-based attachments 

unusable. The vibration and movement of the vehicle caused the device to fall off of the window. 
Additionally, a permanent installation of the prototype was not desirable as there might have been a 
need to remove the device during testing. It would also have been impractical to make extensive 
modifications to the vehicles because the vehicles were in regular use by the companies. The 
installation of the Raspberry Pi was slightly easier as the camera as well as the GPS antenna could 
be detached and installed in a different place to the device itself. This meant that the components 
that needed to be installed near the windscreen were more lightweight than a smartphone, which 
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contains all the components in one package. The ideas for a final prototype installation ranged from 
ordering various attachment holders from the Internet to using a 3D printer to create a custom 
casing. In the end, the installation consisted of a lot of two-sided tape. The solution was not pretty 
and was passable at best. All in all, our primary concern was the device itself, the software, and 
testing our idea, but perhaps a little more thought should have been put into how to setup the device 
in a real environment regardless of the trial nature of the tests. 
The members of our research team had previous experience in programming applications for the 

Android platform and also in using the Java programming language. Furthermore, our research 
team had readily available Android devices - both personal devices and devices provided by the 
university – that could be used in prototype development and testing. This meant that the prototype 
development process could be started without the need to learn the basics for a new platform. The 
two most popular mobile platforms (Android and iOS) provide similar starting points for our use case 
requirements: APIs for controlling the camera, accessing the Internet, and tracking the device 
location, making the choice mostly about developer preference. 
Creation of a simple application for tracking the location, firing the camera in pre-designated 

coordinates, and uploading the pictures to a remote service was relatively simple – the APIs are well 
documented and a simple web search provides plentiful examples for common use cases. In general, 
only two problems were met related to the programming.  
Firstly, we used a pre-existing service developed for previous research projects, which utilized the 

XML-based data format. Unfortunately, by default, the Android platform does not support standard 
annotation-based class definitions (e.g., Java Architecture for XML Binding), which meant that we 
could not directly use the same Java code as we had used in previous Java applications. This is an 
example of one of the generally minor problems caused by the fact that Android does not provide full 
API compatibility with Oracle’s Java. The problem was fixed by creating an XML parser using the 
Android’s XML pull parser and serializer, which are relatively simple to use though perhaps are 
slightly more error-prone by requiring modifications to the parser code when the format is modified 
as opposed to annotation-based solutions, which only require modifications to the class declarations. 
The second programming related issue was with our implementation of the camera use. For some 

unknown reason, especially on older Android devices (Nexus 7 tablet and Samsung A5), using the 
camera repeatedly and sometimes in quick fashion caused application crashes or the camera got 
“stuck,” capturing only a black screen. Fixing the issue required several attempts with various 
programming solutions and the implementation was never as stable as we had hoped for. 
The issues with stability caused an additional problem. In our initial trials, a member of our 

research team was present in the bus, and could make corrections or restart the application when 
problems occurred, but in the future this would not be the case. In the next phase, the device would 
be installed in the vehicle for a period of three months, during which there could be a need for fixing 
problems and to further improve the prototype software. Repeatedly visiting the company for 
prototype maintenance would be a tedious process for the research team and also problematic for the 
company as their vehicles were in use on a daily basis. 
Remotely accessing the mobile device, for example, for restarting an application or installing a 

new application version was a real challenge. As our application was not available in the Google 
application store, we could not take advantage of the remote installation options provided by the 
store, and directly accessing the device over the public Internet – i.e. accessing the dynamically 
assigned Internet protocol (IP) address – would have been difficult without developing extensive 
support mechanisms. This was one of the primary reasons (in addition to the unstable camera 
implementation and problems with installing the device to the vehicle) for dropping the Android 
implementation and looking for alternative options. 
The Raspberry Pi-based solution provided much needed help for the remote access problem. The 

device is, in practice, a Linux-enabled computer, which means that many of the methods available 
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for desktop application development are available. In our previous projects we have had some 
experience with Raspberry Pi in particular, making it a logical choice, though many of the other 
single-board computer solutions available on the market should work as well. In any case, by using a 
dynamic Domain Name System (DNS) update it was possible to keep track of the public IP address 
assigned by the Internet provider. It was also possible to directly use version control (in our case, 
sub-version) as a “cheap alternative” for deploying new application versions on the device, and access 
to the device can be achieved using Secure Shell (SSH). On Linux, the applications can also be easily 
set up to start up on boot or at designated intervals either as services or by utilizing crontab. 
Crontab was also utilized to run scripts that periodically checked whether our application was still 
alive, logging the application status, and restarting the application if it had crashed. 
OpenJDK is readily available for Linux and can also be used with the Raspbian operating system, 

enabling the use of Java applications. The advantage was that most of our previously written utility 
code (accessing the Internet, XML parsing from our server-side implementation, etc.) could be 
directly used on Raspberry. The disadvantage was that all code that accessed the device sensors and 
the camera would be re-written as no compatible APIs existed, and the preferred programming 
language was different (Java vs. Python). Accessing the camera (using the raspistill command line 
tool) or GPS data (using the gpsd service daemon) with Python is not difficult, though the level of 
API documentation is not on a par with the Android documentation. It can also be more challenging 
to find pre-made examples. Many of the example projects found online are, for the lack of a better 
word, “hacks”, and the re-usability of code is more difficult than on the commonly used mobile 
platforms. This is also one issue that one should keep in mind when deciding which platform to use 
for rapid prototyping. On the positive side, a more low level API access is available on Raspberry Pi, 
if such functionality is required. 
An important note is that remote access also creates a potential security vulnerability, which 

should be taken into account, especially when using potentially unstable or vulnerable prototype or 
development versions of applications. Using a dynamic DNS service also seems to create a hot spot 
for attempts at breaking into the device using dictionary and brute-force attacks. As a minimal 
configuration, the default SSH port and passwords should be changed and remote root access 
disabled. In our case, we used a separate 4G modem because Raspberry Pi does not provide a 3G/4G 
connection, and the modem was also set up to work as a firewall.  
This remote access approach worked fairly well even though there were a few minor problems. 

Around the heavy industry area and the power plant located in Pori there were problems with cell 
reception and data transfer. The modem initially chosen also had issues with energy management. 
Regardless of the configuration options, after a longer period of inactivity the modem would go into a 
power-safe state, cutting remote access to the Raspberry Pi and sometimes the modem would “hang” 
requiring a physical restart. Periodically pinging the remote server seemed to fix both issues, though 
it would have been better if the modem had been configured to function as intended. Another minor 
issue with the modem was that if power were lost for whatever reason, the modem would not 
automatically connect to the Internet, and would instead require the user to press a button on the 
device. In our case a continuous power supply was made available both in the bus and in the truck to 
fix the issue. Nevertheless, it became clear that it can be challenging to figure out without testing 
how well a specific modem will work in various conditions and what configuration options are 
available, especially if cheaper devices targeted to end-user customers are utilized. 

6. CONCLUSIONS 

This paper presented a high-level diagram for a service designed to help those responsible for 
managing customer complaints, and to improve the overall quality of the provided customer service. 
The use of the system was illustrated by two cases: tracking and photographing bus stops, and 
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tracking and photographing recycling areas. Both cases utilized cameras installed in vehicles and 
location data. Furthermore, this paper discussed the issues faced in the design and implementation 
of the use cases. Based on a brief discussion with the companies, the initial reaction towards the 
prototype applications was positive, and the system was seen as an improvement over the previously 
utilized manual data collection. Still, to fully assess how the system contributed on the improvement 
of the customer complaint validation process, a more in-depth study would be required. 
In any case, the use cases show that mobile platforms can work as a quick starting point for rapid 

prototyping – documentation and examples are easily found and the devices contain a number of 
built-in sensors. The disadvantage of mobile platforms is the lack of options for remote management, 
and single-board computers (e.g., Raspberry Pi) could provide a better platform if remote access is 
required. Unfortunately, it can be more challenging to find applicable examples and documentation 
when compared to commonly used mobile platforms. Additionally, both cases highlighted the 
importance of environmental factors – such as the availability of electricity, telecommunications, and 
installation of the prototype – even in cases when the primary goal of prototyping is in software 
testing or running short trials. The importance is seen especially when the testing is done in a real 
environment and should not disrupt the daily operation of the participating companies. 
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Abstract: Nowadays, energy consumption and especially energy saving, are topics of great 
importance. Recent news regarding global warming has increased the need to save energy. 
In Finland, one of the major sources of energy consumption is housing. Furthermore, the 
heating of residential buildings accounts for up to 68% of housing energy consumption. 
Therefore, it is not surprising that apartment energy consumption and ways to save energy 
in housing are a popular research topic in Finland. In this paper, two different research 
areas are introduced: First, a literature survey is presented on the research subjects of 
energy saving in the area of real estate and housing. The goal is to gain overall knowledge 
of the current state of energy saving research. The overall conclusion is that knowledge of 
energy consumption improves efforts toward energy saving. Second, rapid prototyping with 
off-the-shelf devices and open source software are described. These devices are cheap to 
install, and a wide range of sensors are available. Consequently, it is important to deal 
with these topics together. The former studies provide knowledge about the usage of open 
hardware, open software, and open architectures with the development of prototype 
systems for gathering data. The literature survey gives us new information on the 
specialties of energy consumption measuring, offering a new area for modeling and 
developing prototype systems. These experiences will be taken forward and utilized in 
energy saving and environmentally sustainable solutions, such as Green Computing. 

Keywords: IoT; Prototyping; Energy saving 

1 Introduction 
In the modern world, energy saving has become an important issue, in almost 
every aspect of life. Global warming is forcing people to search for low-energy 
solutions. It is important to be aware of the living comfort when thinking about the 
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low-energy solutions. For example, most people want the living temperature to be 
comfortable - not too low and not too high. Furthermore, the awareness of one's 
energy consumption has been proven to reduce overall energy usage. Thus, in the 
context of this paper, the research problem can be formulated as: 

How to reduce energy consumption by collecting and serving suitable data? 

For this problem, we are looking for a solution for two questions. 

1) How to categorize the energy consumption related studies? 

2) How to utilize free and open solutions in the energy consumption context 
preserving adequate living conditions? 

In our use cases, we are especially looking for solutions that utilize open-source 
components and open hardware, architectures and interface specifications. This 
study belongs to the Internet of Things (IoT) research area and to studies focusing 
on Wireless Sensor Networks (WSN). In addition, one of the focus areas of this 
paper is rapid prototyping in the IoT world by using off-the-shelf devices. An 
example of rapid prototyping method was described by [1] for the automotive 
industry. 

This paper introduces the application architectures and system models for IoT 
prototyping. Furthermore, sensors and sensor networks that collect data into the 
cloud are discussed, and more specifically, wireless sensor network (WSN) 
systems that can be utilized in testing data collection in rapid prototyping are of 
interest. In our use cases, the prototypes are built using off-the-shelf devices and 
tools. Additionally, Green ICT (Information and Communication Technology) 
should be part of the developing process when either the goal is to save energy or 
make systems which help to save energy. 

  

Figure 1 
Finland's energy consumption by sectors in 2018 [2] 
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According to official statistics, collected and published by Statistics Finland, 
energy in Finland is produced mostly in three ways: wood, oil, and nuclear fission. 
These three sources combined add up to 66% of the energy produced in Finland. 
Various other sources of energy production include but are not limited to: coal, 
gas, water, peat, and wind. In their report, Statistics Finland [2] profile the Finnish 
energy consumption as shown in Fig. 1: Industry uses the most energy (48%) 
while heating comes in second place with 25% of energy consumed. Traffic is also 
a major consumer with 16% of the total energy used in Finland. Other sources 
then add up to the remaining 12%. 

This research is focused on Finland (and further applicable in other northern 
countries), in which energy is often used for heating, instead of cooling (as is 
common in many other countries). The "Cold weather raised energy consumption 
in housing in 2016" report by Statistics Finland [3] shows that heating residential 
buildings consumed 46 TWh of energy in Finland during 2016. Furthermore, the 
heating of residential buildings was reported to account for up to 68% of the total 
energy consumption of housing with the second largest consumer of energy being 
heating water, accounting for 15%. Other notable energy consumers in Finnish 
households were electrical appliances, saunas, and lighting. The most common 
source of energy for heating was electricity, at 34%. The next most common 
source of energy was district heating (29%) and the third most common heating 
energy source was wood, at 22%, followed by heat pumps, at 9%. The usage of 
heat pumps in Finland has grown significantly since the start of the millennium 
because of their efficiency, saving energy and money compared to direct heating 
sources. All together, these four sources of energy made up about 95% of the 
energy used for heating in Finland. The remainder was mostly heating oil at 
approx. 5%, with other technologies accounting for less than 1%. 

Our former research focus has been IoT and prototyping. This preliminary 
research will show how existing studies could be applied to a new research area. 
The structure of paper follows the research process: Section 2 includes a brief 
introduction to studies related in energy consumption. Section 3 continues with 
further analysis and categorization of energy consumption papers. Section 4 will 
present our studies and those findings, which could be combined with energy 
consumption monitoring. Further, the combined ideas of reducing energy 
consumption and prototype developing are introduced. Finally, Section 5 
concludes the study. 

2 Related Studies in Energy Consumption 

This section deals with studies related to energy consumption. One important 
point of view is the awareness aspect of energy consumption. In [4], it was found 
that dormitory residents reduced electricity consumption when exposed to real-
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time visual feedback and incentives. This study examined electricity and water 
usage. In the study, two dormitories were equipped with automated monitoring 
systems that provided high-resolution, real-time feedback. The study showed that 
the residents’ awareness, knowledge, and behavior regarding energy saving 
improved after they were provided with relevant information and exposed to 
campaigns. 

The study [5] examined the effects of energy saving, by analyzing the changes in 
the awareness and behavior of apartment residents after the promotion of energy-
saving activities and their proper usage, and the provision of relevant information. 
In this study, the questionnaire included topics such as energy awareness and the 
knowledge and practice of energy conservation. In addition, this study performed 
an additional survey, which was conducted for women who were given energy-
saving information and asked to participate in energy-saving activities after 
submitting the initial questionnaire. The results showed that energy-saving 
behavior improved after being provided with relevant information. 

In the third study [6], the focus was on the meaning of comfort and comfort 
practices, barriers to and motivators for saving energy, and knowledge about the 
heating system. Data were collected from social housing tenants and university 
staff using surveys, interviews, and monthly energy meter readings. This study 
showed that warmth was mentioned most often as the meaning of comfort. In 
addition, comfort practices were to a large extent defined as temperature-related 
actions that were low in energy consumption. This study also found that 
willingness to change behavior was the greatest when the motivation was to save 
money. 

The study [7] focused on energy-saving awareness, by using In-Home Display 
(IHD) devices. These devices provide real-time data about the use of electricity in 
specific appliances. Also, the costs of these devices were shown, and the users had 
the opportunity to reduce their electricity consumption. The result of this study 
was that the direct feedback provided by IHDs encouraged consumers to make 
more efficient use of energy. In addition, active IHD users were able to reduce 
their electricity consumption by about 7%, on average. 

All these studies show that knowledge of energy consumption improves efforts 
toward energy saving. 

3 Literature Survey 

The introduction posed the research question: how to categorize the energy 
consumption related studies? To answer this research question, a literature review 
was performed, in order to map the existing knowledge in this domain. 
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3.1 Research Approach 

The literature review used the Systematic Literature Review (SLR) method for 
collecting relevant primary studies and followed the guidelines given by 
Kitchenham and Charters [8]. For the SLR, an electronic literature search was 
executed. The databases used were IEEE Xplore Digital Library (IEEE) and 
Google Scholar. The survey was started by using the main search term: "Energy 
consumption". During the pilot study and related research [4-7], several other 
research terms arose such as "Temperature comfort", "Learning temperature 
comfort", “Apartment temperature comfort", "Smart home communication", 
"Real-time energy consumption monitoring," and "Energy apartment sensor". 
With a combination of these keywords, a good coverage of potential studies was 
obtained. The target amount of related studies was a total of fifty publications, as 
this amount would provide enough information for categorization and 
determination of research trends. Of these fifty publications a small number of 
papers were selected, which were considered to include the most relevant papers 
for the energy consumption or energy savings. 

3.2 Categories for Existing Studies 

To get an overview of the existing studies, the papers included in the study were 
analyzed for common topics. Most of the papers were relatively distinctive in 
terms of research objective, methodology, and application. Ultimately, based on 
the analysis of the research papers, we selected four categories taking into 
consideration the variations in research themes. The reason for choosing a 
relatively small amount of categories was to enable the examination of the details 
of research papers falling under the same category systematically. Selecting too 
many categories would have made it difficult to compare the trends or research 
methodologies. It is worth noting that some of the papers could be classified into 
more than one category. The research categories identified from the source 
material are: 

• Comfort 

• Retrofitting 

• Network APIs 

• IoT 

The categories are listed according to the importance of the background research. 
The category ‘Comfort’ contains studies that discuss the basic elements for living 
comfort, which are often considered to be more important than energy saving. In 
general, comfort is an important aspect of energy saving. Too much saving means 
that the comfort of the living environment, such as thermal comfort and humidity, 
decreases. The most important factor is thermal comfort, which is taken into 
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account in several studies [9-14] in this category. Most of the research addressed 
previous studies, but [9] in particular reviewed thermal comfort research work and 
discussed the implications for the energy efficiency of buildings. 

In our use cases, focus is on existing building stock and therefore the ‘Retrofitting’ 
category contains the research on applications or solutions installed in existing 
buildings. A different approach is used for monitoring energy consumption 
monitoring in new buildings and old buildings. In new buildings, monitoring 
applications and systems are included in the design phase of the building. For 
example, the heating system could be selected by weighing up the energy aspects. 
In old buildings, the main structure (e.g. the heating system) already exists, and 
the monitoring must fit this structure. This category consists of studies [15-20] 
where the presented application or solution was installed in existing buildings. 

The study [15] focused on the problems of buying or renting a house. The 
potential purchaser or renter of the property does not know its living comfort 
factors such as temperature and lighting. This study introduced IoT sensors for the 
evaluation of the comfort levels of real estate properties. Another study [16] 
focused on studying and determining the cost-optimal renovation measures to 
decrease both the supplied and primary energy consumption of the building. This 
study encouraged apartment building owners to conduct thorough renovations 
toward nearly zero-energy apartment buildings. 

The third category focuses on Application Programming Interfaces (APIs) and 
other methods that allow remote control or management of devices over networks. 
In addition, devices including a network API can provide (web) services usable by 
application developers or by client devices. A RESTful API is an architectural 
style for communications used in web service development, which was mentioned 
in [21] although the usage was not described in detail. The second study [22] 
present four RESTful services: one developed in Arduino and three mobile 
applications. A third study [23] integrated smart power outlets into the web and 
facilitated the development of extensions and novel features. They were 
implemented in a web user interface and a mobile phone interface for 
demonstration purposes. In addition, this was confirmed with a 12-month pilot 
deployment. 

The study [24] described the construction of a smart outlet network as a system for 
automated energy-aware services utilizing humidity, temperature and light 
sensors, and motion sensor data. The sensors were installed on smart outlets and 
the appliances were under policy-based automatic control. This study also 
presented the deployed system in real-life environments. 

The last category, ‘IoT’, includes the studies which do not fit in any of the other 
categories, but are nevertheless related to our focus area. This category is the 
widest and most of the papers could be included in it. Therefore, this research only 
introduces studies which: (i) collect the data in some way; (ii) save the data; and 
(iii) the saved data are then used or processed. 
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The survey [25] explored state-of-the-art control systems in buildings. The ref. 
[26] focused on intelligent control systems for energy and comfort management in 
smart energy buildings. The study [27] presented the wireless, smart comfort 
sensing system that they developed. This system consists of sensor nodes, which 
send data to a sink node that sends data to a PC. Another, lower-cost 
implementation was presented and discussed in [28], describing the hardware IoT 
infrastructure providing real-time monitoring in multiple school buildings. The 
sensor nodes and gateway node were based on Arduino boards or similar. A 
further study [29] also used low-cost devices in their HVAC and sensor system. 
IoT is also discussed in several studies [10], [13] and [21], which have been 
mentioned above. 

Table 1 
Breakdown of the papers reviewed 

 
The results of the literature survey and the selected categories (Comfort, 
Retrofitting, Network APIs and IoT) can be seen in Table 1. The table also shows 
how the authors’ own contribution related to the categories. 

4 Prototype Systems and Models 

This section gives a brief summary of our earlier studies related to rapid prototype 
development. The proof-of-concept demonstrations and prototype applications 
have been developed to illustrate how to utilize cost-effective, open, and modular 
solutions. The studies have been chosen based on their potential for including 
methods or technologies that could be transferred or exploited in the energy 
consumption monitoring or energy saving context. 

4.1 Rapid Prototyping 

In the context of rapid prototype development (and in the context of IoT devices in 
general), a working solution for gathering data needs: 

• Hardware – a device or devices running the software 
• Software to work with the data – collect, save, and transmit 
• Technologies–choosing the right technologies for a use case makes things 

easier for both the developer and the user. 
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In our use cases, the prototype development has had more of software than 
hardware orientation. Data are gathered with embedded software, which controls 
the action of sensor devices. The data transfer to the cloud can be made in various 
ways and requires applicable software to control the sending and receiving of data. 
The WSN and sensor networks have several possible technologies for data 
transfer, for example: Ethernet [30], WiFi, ZigBEE [31] and LoRa [32]. In 
addition, power saving algorithms for WSN [33] and network topology related 
issues of Portable Fog Gateways [34] can be considered important topics. 

The prototype systems gathered data which was saved to cloud-based services. In 
a basic example, the cloud service could be implemented with a Linux-based 
server and database [35], which has been modeled in [36]. 

Software development was carried out in several areas: data gathering software, 
data processing software, visualization of results, etc. The software development 
consisted of small-to-medium sized applications written in C/C++, Java, 
JavaScript or Python. The operating systems were generally chosen from the Open 
Source selection. For example, the Raspberry Pi is usually equipped with Linux–
based operating systems (e.g. the Debian-based Raspbian). Also other software, 
such as databases, communication and web server software, was typically Open 
Source software. 

Hardware development can be an integral part of prototype system development, 
but in our use cases the prototypes used off-the-shelf devices. In the past few years 
the price of microcontrollers, small computers and sensors has become much 
lower. At the same time, more and more features have been added to the off-the-
shelf devices. These factors have made utilizing off-the-shelf devices both cheaper 
and easier, and it has also reduced the need to construct (or design) sensor or 
device packages from the ground-up using basic electronic components. Often 
used off-the-shelf devices include: 

• Smartphones and tablets 

• Single-board computers: Raspberry Pi, Beagle Bone, Intel Galileo, etc. 

• Single-board microcontroller: Arduino Uno 

• Sensors: Heat, humidity, pressure, movement, position, etc. 

Using these off-the-shelf devices for the manufacturing and up scaling the number 
of prototype devices is more rapid than implementing a prototype based on printed 
circuit board design. In addition, the Raspberry Pi has been shown to be good 
choice for research projects and is a widely used device [37]. 

Furthermore, nowadays mobile phones have the ability to act as sensor devices. 
Even the basic Android smartphone has several of the following sensors: light, 
proximity, camera, microphone, touch, position (GPS, WiFi, Cellular), 
accelerometer, gyroscope, pressure, temperature, humidity. The data collection 
and processing can be handled in a smartphone. In addition, a basic smartphone 
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usually has more than adequate communication features: Bluetooth, WiFi, GSM, 
GPRS, 3G, 4G, etc. are often available. 

4.2  Data Gathering with Sensor Network–Modeling, Piloting, 
and Testing 

The sensor networks can be modeled as is illustrated in Fig. 2 [31]. The sensor 
nodes gather data and send it without processing to the master node. The master 
node may validate the received data, it may also process it, and send the data to 
the cloud. The data are usable from the cloud for various purposes. 

 

Figure 2 
Basic model of sensor network [32] 

This model was tested during the study [31], and a proof-of-concept solution was 
implemented and presented. Based on a survey of prototyping solutions that utilize 
Raspberry Pi the commonly used solutions were observed to adhere to this basic 
model even when no specific model was described in the studies [37]. However, 
the model shown in Fig. 2 has to be modified if smartphones are used as sensor 
nodes. Fig. 3 shows a combined presentation of the sensor node and master node 
model. 

 

Figure 3 
The combined sensor node—master node model for data gathering [36] 
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The model presented in Fig. 3 was developed especially for data collection with 
smartphones. The smartphone includes the necessary sensors, data storage, and 
communication channels for the data gathering prototype system. In addition, the 
Android operating system (OS) was used, which has enough capabilities to gather 
and store data. Also, the commonly used communication protocols are directly 
supported by the APIs provided by the OS. [36] 

The studies [30-31] [36-37] show several important results: 

• Study [30] introduced an example of how a cost-efficient single-board 
computer (SBC) can be used to gather sensory data, and how this data 
can be provided to the client over the public Internet. In addition, the use 
of standard protocols makes development easier, but not all development 
boards support all standards (in this case the I2C protocol). 

• Study [31], mentioned that master nodes often have access to a constant 
power source, but one should carefully choose which components to use 
in remote sensors to minimize power consumption. In addition, most of 
the energy is consumed in the wireless transmission of data and 
consequently it is important to only send what is required (optimization 
of the nodes). The energy consumption issue was handled more 
specifically by [33]. 

• The survey about prototyping with Raspberry Pi was introduced in [37]. 
This paper shows that there is a lack of formalized approaches, methods, 
and tools in the research studies. Often only a single use case and a single 
system are described in the paper with a minimal use of testing practices 
and methods. The commonly used testing methods are software testing, 
software performance testing, and validation of data tests. 

The conclusion from the results of the papers [30-31] [35-36] is that rapid 
prototyping with off-the-shelf devices is possible, but requires guidelines that 
include an architecture model of components—both software and hardware. 

4.3 Prototype System: Road Condition Analysis and 
Visualization 

Nowadays, almost everyone has a mobile phone and even the most basic 
smartphones often come embedded with a variety of sensors. In [38], smartphones 
were utilized to collect road condition data. The smartphone application developed 
during the research collects data from the phone’s built-in sensors. The application 
can be installed in a common Android smartphone. This collected data could be 
further refined into more specific data, such as reports of bumps in the road, 
uneven road surfaces, roadworks, and so on. The data are sent to the cloud where 
they are processed. Fig. 4 shows the visualization of the captured data and the 
routes where the data were collected. 



Acta Polytechnica Hungarica Vol. 16, No. 9, 2019 

 – 83 – 

 

Figure 4 
Visualization of the routes driven [38] 

This research shows that it is possible to use a commonly used consumer product 
for data collecting. However, it turned out that, even though modern 
smartphones/devices are fairly similar by functionality, hardware differences can 
cause unexpected problems for implementation. Further, the embedded sensors are 
often not "calibrated" across devices and manufacturers. This can cause variances 
in the results and therefore comparison of data can be difficult if accuracy is of 
high concern. In addition, non-system-related effects and interference 
(environmental factors) may affect the final results e.g., when measuring shocks or 
vibrations different vehicles provide slightly different results. In addition, it is 
often necessary to perform pre-processing and filtering on-device, versus a fully 
service-implemented analysis. 

A further result of this research is connected to the visualization of collected data. 
This is often no minor issue when measuring the quality of the user experience. 
Also, a fluent execution of visualization of a large dataset can be challenging, 
especially on a web browser. 

4.4 Prototype: Approach to Image Data Collection 

Customer complaints can be resolved by means of image and data collection. The 
research [39] introduces two prototypes installed in vehicles and a cloud service 
for autonomous collection of data. The first prototype—an Android application—
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was implemented for a smartphone to take pictures of a bus as it approaches the 
bus stop. The second prototype was implemented for the Raspberry Pi single-
board computer by using off-the-shelf devices such as a camera, GPS sensor, and 
3G/4G wireless modem. The prototype was installed in a garbage truck to take 
pictures of recycling areas, as shown in Fig. 5. 

 

Figure 5 
Three pictures taken of a recycling area. Left: in daylight; center: at night; right: blocking obstacle [40] 

The prototypes use a camera and GPS. The collected data—picture, location, time, 
etc.—were sent to the cloud server. The paper [39] discusses the differences and 
challenges faced in designing and implementing the two prototypes for different 
platforms. 

The main conclusions were that mobile platforms (i.e., smartphones, tablets) can 
work as a quick starting point for rapid prototyping. These have embedded 
sensors, proper documentation, and the availability of examples, all of which 
support rapid prototyping. On the other hand, small computers like Raspberry Pi 
and microcontrollers offer a better option for use cases requiring remote 
management. Of course this has disadvantages, such as requiring more "hands-on" 
labor, and being more difficult to find examples or production quality code. In 
addition, both mobile platforms and small computers highlight the importance of 
environmental factors—such as the availability of electricity, telecommunications, 
and installation of the prototype [39]. 

4.5 Prototype: Counting Passengers from Image Data 

The research [40] was the result of a real-life need for counting passengers. In the 
summer of 2018 a large public event was organized in the city of Pori, Finland. 
The event had free-to-ride buses and the organizer wished to collect statistics 
about the bus passengers: Where they got in and where they got out. The use case 
utilized cost-effective and off-the-shelf components such as the Raspberry Pi 3 
computer, position sensors, and cameras. In this use case, the software used was 
Open Source Computer Vision Library version 3. 
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Figure 6 
An example of the detection area of the bus, as seen by the device [40] 

During the research, a prototype system was developed, consisting of hardware 
and software components. The prototype takes pictures, as shown in Fig. 6. The 
pictures are processed by the system, which was based on image analysis and 
shape detection. The data are processed in the Raspberry Pi and the results of the 
processed data are sent to the cloud server. [40] 

4.6 Toward Reducing Energy Consumption with IoT 
Prototyping 

An important part of achieving energy usage reductions is a reliable way of 
collecting data about current environmental conditions. The research presented in 
this section (Section 4) illustrated simple models that could be used when 
implementing a sensor network for collecting data. Furthermore, Section 4.2 
illustrated certain pitfalls related to currently used approaches and highlighted the 
lack of existing model for rapid prototyping in the IoT domain. Sections 4.3 and 
4.4 showed advantages of using smartphones as tools for data collection. Modern 
smartphones contain a huge variety of built-in sensors and the available devices 
range for low-cost affordable models to more expensive high-end devices. Today, 
almost everyone already has a smartphone, and thus, the cost of using 
smartphones for environmental monitoring can be negligible. Additionally, even 
the low-end devices are capable of running simple applications, that can be used to 
show statistics about current living conditions, and at least in theory, to provide 
the user with interfaces for controlling the environment. Unfortunately, there are 
challenges related to installing devices to real-life scenarios, such as, creating 
solid, durable packaging for the sensors and the availability of electricity and 
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telecommunications. Specifically when dealing with rapid prototype development 
and actual locations, there can be unexpected challenges, even when not 
considering the interoperability issues with existing structures and systems. More 
advanced scenarios can be realized with customizable devices. Section 4.5 
described how Raspberry Pi could be used to monitor passenger ridership, an 
approach that could be easily expanded to energy consumption domain. Detecting 
whether rooms or buildings are occupied can have huge effect on the cooling and 
heating requirements. Furthermore, all of the presented prototypes use free and 
open software and low-cost modular components proofing that rapid prototyping 
with off-the-shelf devices is possible. 

Conclusions 

One of the initial research questions for this study was “How to categorize the 
energy consumption related studies?” Based on the literature review carried out, 
the existing studies can be roughly divided into four distinct categories: studies 
related to measuring and ensuring occupant comfort in buildings; research on how 
to extend existing systems with modern sensor and optimization solutions 
(retrofitting); studies on the usage and description of network-based APIs; and 
studies on IoT-based devices in general. All of these categories—comfort, 
retrofitting, network APIs, and IoT—include a wide array of existing research and 
provide numerous examples of applications and systems for monitoring and 
optimizing energy consumption. Several conclusions can be drawn from the 
results of the literature review, and from our previous experience in prototype 
development in the various research projects presented in this paper. 

Our second research question was “How to utilize free and open solutions in the 
energy consumption context preserving adequate living conditions?” In the scope 
of this paper, the solutions for this question answered more on the basic technical 
problems. The paper gave insights on available software and hardware options, 
but the aspect of preserving living conditions was given less focus, and would 
require more extensive research. 

In existing studies, IoT often consists more of "proof-of-concept" style research. 
The studies present a use case, various testing methods, and results, but often no 
formal model for testing or benchmarking is described. Without further studies it 
is difficult to say why there is an apparent lack of a standardized or de facto model 
for rapid IoT prototype development, but research on developing such a model or 
applying an existing model for the IoT context could be one potential direction for 
future studies. 

Mobile devices (i.e., smartphones, tablets) can work as a good starting point for 
prototype development—they are ubiquitous, and they come embedded with 
various built-in sensors. Documentation and application examples are, in general, 
easy to find, and the utilization of mobile devices can be combined with off-the-
shelf devices to create more complex systems. Off-the-shelf products—such as the 
Raspberry Pi single-board computer and wide multitude of available sensors—
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have become much cheaper in recent years and offer adequate performance with a 
relatively good set of features and expansion capabilities. The market has also 
seen an increase in cheaper commercial sensor products targeted at consumers 
(end users). This price and market development has caused an increase in research 
utilizing cost-effective off-the-shelf devices as opposed to building and designing 
devices (e.g., sensor nodes) from the "ground up". Additionally, the increase in 
commercial products has enabled people with lesser technical knowledge to buy 
and set up sensor devices in their homes. Unfortunately, the interoperability of 
existing systems (air conditioning systems installed in older buildings, commercial 
products lacking proper interfaces or APIs, etc...) is often less than seamless and 
connecting the systems to available off-the-shelf devices can be challenging. With 
more barebone devices (Raspberry Pi, Arduino, etc.), packaging, designing a case, 
and installing the sensor node in a real-life environment or for outdoor use can 
pose further difficulties. 

Finally, the paper attempted to answer the question: “How to reduce energy 
consumption by collecting and serving suitable data?” Based on the existing 
studies, the availability of energy consumption information can have a huge effect 
on people's habits, and properly presented usage statistics can lead to energy 
savings. In existing systems, the information is often limited to simple statistics 
(numerical details, graphs). Unfortunately, meaningful visualization can be 
challenging: How to select what is "meaningful"? How detailed should the 
statistics be? And how should the information be presented? In some cases, the 
user cannot affect the energy consumption and occupant comfort as desired. The 
user may not have access to the building's air conditioning or the building may not 
have devices capable of altering the indoor air quality (i.e., CO2 levels, humidity, 
temperature, etc.)—should these statistics still be shown to the user? Furthermore, 
a building seldom has only a single occupant, and taking the possibly conflicting 
preferences of the users fully into account may in practice even be impossible. 
One potential research topic could be how to tackle the aforementioned issues, 
perhaps by utilizing A.I. or modern smart devices. 
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1 Introduction

The Internet of Things (IoT) is a growing area in everyday life. New applications
under the umbrella term IoT are being developed continually. The IoT paradigm
is the integration of several technologies and communications solutions [1]. This
development has raised the need for framework definitions for di�erent purposes.
For example, the draft of the IEEE standard [2] defines an architectural framework
for the Internet of Things (IoT).

This article introduces a special software/hardware (SW/HW) framework for data
gathering systems to be used in IoT related systems. The research question can
be stated as follows: How to generalize the prototyping of IoT data gathering in a
framework of required software and hardware components?

The research question was formulated during previous data gathering prototype
system development projects. The main purpose of these prototypes is to gather data,
for example environmental data such as temperature, humidity, or carbon dioxide
levels. The aim was to focus on the reproducibility of components within the devel-
opment process. This study presents guidelines for selecting the required software
and hardware components. The purpose of the SW/HW framework is to guide and
assist when constructing data gathering prototypes. Furthermore, the advantages of
the framework are that it supports re-usability, portability, and interchangeability.

This study is part of the research related to the Internet of Things (IoT) carried
out by the Software Engineering and Intelligent Systems (SEIntS) group at Tampere
University, Pori. The SW/HW framework has been developed during several research
projects. These projects have contained multiple iteration rounds. Many of these
rounds have produced a research article, whose main target was to describe the
working prototype. The first prototype system was introduced by Saari et al. [3]
in 2015. That research introduced the initial idea of a framework and a working
implementation from it. Research on reducing energy consumption [4] presented the
advantages of rapid prototyping with o�-the-shelf devices and open source software.

The main idea of prototype development has been to start with o�-the-shelf
devices and open source software. These key software and hardware components
are then modified in the desired direction and usually a working prototype system is
produced.

The main result from our research is the framework itself. This has the ability to
act as a guiding principle when developing new prototypes for gathering data. This
framework also aims to represent the development of software and hardware usage
in data gathering systems; in particular the evolution in the usage of both software
and hardware is considered in di�erent parts of the system. The framework could be
used as a model when planning new data gathering prototypes for sensor networks.

The second finding made during the research is a descriptive model for the
prototyping process (DMPP). This is a model of prototype development practices
that have been applied in several research projects between university and enterprises
(mostly small and medium-sized enterprises (SMEs)) in Finland. The purpose of the
model is to introduce how academic research can conduct prototype development
with regional enterprises.



Framework and Development Process for IoT Data Gathering 3

Fig. 1 The overall architecture of a data gathering IoT prototype system.

The structure of this paper is as follows: In Section II, we review the related
research about prototyping, the development process, and related frameworks. In
Section III, we introduce an implementation of university-enterprise collaboration
in prototype development described by means of process modeling notation. Section
IV introduces the SW/HW framework for IoT data gathering. Section V continues
by describing the validation and testing of the framework. Section VI includes a
discussion and suggestions for future research on the topic and finally, Section VI
summarizes the study.

2 Related research

The importance of prototyping embedded SW/HW systems was introduced by [5].
The reason for this was because system di�erences had increased, and the product
relied mainly on variations in software and system features. In addition, involving
users in the specification process is important because more and more customers
expect solutions and services tailored exactly to their particular needs. In a more
recent study, [6] developed a working prototype using o�-the-shelf components.
This also showed that a lengthy product development life cycle is not required when
using a rapid prototyping process.

Rapid prototyping could be presented as a circle (Fig. 2). Rapid prototyping
includes three stages: making a prototype, reviewing the result, and refining and
iterating [7]. We used the idea of rapid prototyping in our projects. The working
prototype solution in the context of IoT requirements is as follows: hardware to run
the software; software to collect, save, and transmit the data; the right technologies
for the use cases to make things easier for both developer and user. [4]
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Fig. 2 The circle of the rapid prototyping process. Adapted from [7]

2.1 Development process of the prototypes

The IoT prototyping process can be viewed from two perspectives: a software de-
velopment process and an embedded hardware development process. Furthermore,
the authors have researched the IoT data gathering prototype development process
by collecting data from several prototyping processes.

A development process from the area of software development is suitable for this
study. The developed prototypes and the presented SW/HW framework include a lot
of software development. The process model could be descriptive or prescriptive. A
prescriptive model tells how the process should be performed, whereas a descriptive
model tells how a process is performed in a particular environment. The third
option, a proscriptive model, also describes the activities that could be done [8].
The descriptive process model (DPM) [9] [10] introduces an eight step approach
for producing a process model. These steps are divided into two phases: the set-up
phase and the execution phase. The eight step approachwas usedwhen the descriptive
model for the prototyping process (DMPP) was developed. The DMPP is presented
in Section 3.

The book "Introduction to Embedded Systems - A Cyber-Physical Systems Ap-
proach" by Lee and Sashia is based on the idea that designing and implementing
an embedded system consists of three major parts of the process: modeling, design,
and analysis [11]. The modeling phase specifies what a system does by defining the
system model and the set of requirements. The artifacts, such as a combination of
software and hardware components, are produced in the design phase. An artifact
is a working system and it describes how the system works. In the analysis phase,
information on the system is obtained to specify why the system works as it works.
[11]
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Fig. 3 Example of basic concepts related to the prototype development process. Adapted from [18]

2.2 The framework for prototyping

The SW/HW framework idea is not a new issue in the research field. For example,
earlier studies [12], [13], [14] have addressed the framework subject from a real-
time system perspective. In these studies, the design was at micro-controller level,
whereas our prototypes use o�-the shelf single-boardmicro-controllers. For example,
Srivastava and Brodersen handled board level module generation, system software
generation, and hardware-software integration in a unified framework [14]. Their
study mentions a rapid prototyping method, but it was not explained further.

IoT architecture consists of several components, which can be divided into layers
as follows: sensing layer, networking layer, service layer, and interface layer [15],
[16]. The SW/HW framework is focused on the sensing and service layers. The
networking layer exists but is not the focus of our research. The interface layer is
described to the user in the SW/HW framework but is excluded from the study.

A wireless sensor network (WSN) can be used in various application areas. A
WSN includes sensor nodes, which consist of sensing, data processing, and com-
municating components. A sensor network is composed of a large number of sensor
nodes, which send data to the data storage. Since sensor nodes have data processing
ability, the uploaded data can be either raw or pre-processed [17].

3 Descriptive model for the prototyping process (DMPP)

We introduced our descriptive software process model for IoT prototyping in [18].
The purpose of this section is to present how the selected processmodel has supported
the development of the framework.

The DMPP [18] could be extended to include hardware, because the model itself
does not limit the type of artifact. Therefore, when the process is mentioned in this
study, it generally means every kind of artifact, i.e., software or hardware, made
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Fig. 4 Process model for prototype development. Adapted from [18].

in the prototype development process. The focus is on modeling the prototyping
process in a research context, but its use in general is not restricted.

The DMPP was developed using the aforementioned descriptive process model
(DPM) approach [10]. The basic concepts related to processes are role, activity,
resource, and artifact. The example is illustrated by the developer (role) involved
in software developing (activity) using a programming tool (resource). The activity
produces some software (artifact) used in the prototype system. The process data
for the model is collected through interviews with the developers involved in the
four di�erent prototype development processes. These four prototype development
projects and their outcomes are reported in several studies [19], [20], [21], [22].
Common to all of the studies are that they present developed IoT prototype systems
that gather data. Although the software and hardware components in the prototypes
vary, overall they can be used to model the prototype development process.

Fig. 4 presents the developed DMPP [18]. The model includes six steps. These
steps support or use the SW/HW framework in the following ways:

1. The first step starts from the requirements definition, a collaborative discussion
between the developers and the client. The client defines what kind of data
would be useful. The developer group starts to define the hardware and overall
architecture of system and how the data will be collected by the software. The
selected hardware mostly determines the software environment and tools used.

2. The outcome of the discussion is the first artifacts: for example, the prototype
system requirements within the discussion notes. The developer group constructs
the first architecture model of the component interconnections.

3. The third step is the software/hardware prototype development made by the
research group including the project manager and software/hardware developers.
The clients’ representatives are involved in the development process in the role
of instructor. In this step the SW/HW framework is used as the guideline for
selecting the components for the developed prototype.

4. The fourth step introduces theworking prototype artifact. It contains the developed
software and hardware components. Also, the interconnections of the components
are tested. The testing process overall is usually only the functional testing of the
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Fig. 5 Relationships of the SW/HW framework.

prototype system. Additionally, the gathered data are inspected and if possible,
compared to the expected results.

5. The fifth step includes preparing the outcome of the development process. The
SW/HW framework can be complemented if necessary.

6. The sixth step is to publish the results, for example, the prototype system, the
collected data, and the analysis of the project.

The process model in Fig. 4 is a simplified presentation of the prototype de-
velopment process and therefore it does not mention common procedures such as
iterations, testing, and customer testing.

Iterations are an e�cient way to test and develop an idea. The first working
prototype is made as simple as possible with basic components. For example, the
hardware could be chosen at first only for testing the idea. If the idea works, the
hardware is changed for more suitable hardware in the next iteration round. A good
example of this is the application where we tested the use case [23]: Is it possible to
take a photo in selected GPS coordinates automatically and send this photo to the
cloud storage? This idea was tested with the Android application in a smartphone and
the idea was found to be a workable solution. The smartphone had some limitations
with the automation: The developed photographing application had to be started,
it was not possible to be aware of the application crashing, and the possibility of
remote control was not easily implemented. The second iteration round to solve the
same use case was carried out with the following hardware: Raspberry Pi, camera,
battery, GPS sensor, WiFi, and 4G modem. This time the Raspberry Pi OS made
it possible to implement the automated operations and remote control with Linux
tools.

4 SW/HW Framework for IoT data gathering

In this section we introduce the SW/HW framework for an IoT data gathering sys-
tem. The framework consists of several hardware and software components. The
purpose and advantage of the framework is to support re-usability, portability, and
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interchangeability. Another purpose of the framework is to guide and assist the
construction of data gathering prototypes.

The definition of the SW/HW framework has been made in several academic
research projects where the focus has been the collection of data using self-made
prototype systems. Fig. 5 illustrates the framework and its relationships. The pre-
viously presented model in Section 3 has connections to the framework and its
development. DMPP step 1 gives guidelines for data handling. The client tells the
developers what kind of data are useful. In step 3 the developers make the decisions
on what kinds of software and hardware components are needed to fulfill the clients’
data gathering expectations.

Furthermore, Figure 5 clarifies the interconnections of the framework compo-
nents. These interconnections guide the selection of software and hardware compo-
nents when constructing a prototype. The framework relies on o�-the-shelf devices,
because this speeds up development by minimizing hardware design and implemen-
tation [24]. The information that is to be collected determines the collection and
structure used by the software and hardware components. Optional features are also
used when selecting the components. In hardware, open hardware and o�-the-shelf
devices are preferable, because they are reasonably priced, quickly available, and
have community support. The software components should have similar features:
open source and community support. Please note that these criteria are not preferred
when implementing the final application for production use.

The first question for the constructor of an IoT data gathering system when
implementing the prototype is what information or data to collect. The answer to
the question should be clear and it should also be the motivator of constructing the
system. The next three questions are presented after the decision to collect data:

• How to gather data?
• How to store data?
• How to process data?

For an end user or client the availability of the data is important. Therefore the
preferable place to store and process the data is in some cloud storage or server.
Cloud storage could be some old Linux server or fully optimized commercial cloud
computing service. However, before the data are in cloud storage, they have to be
collected and stored temporarily in a sensor device or gateway device. Furthermore,
the first data processing and storing should be managed by the sensor device or
gateway device. For example, if the network has a communication problem, there is
the possibility of losing data unless the data are forwarded rather than being stored
temporarily. The SW/HW framework focuses on data storage and processing in the
sensor or gateway layers.

Fig. 6 shows the overall layer architecture of the IoT data gathering prototype
system in a sensor network. The presented SW/HW framework is located in the lower
part, containing the sensors, gateways, and preferable means of communication to
operate with cloud storage. A few explanations of the Fig. are given below:

• The user and client layer utilizes the collected data.
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Fig. 6 Layer diagram of IoT data gathering and how the SW/HW framework is placed in it.

• A processing layer is needed in most use cases. The data are processed in the way
the clients require. The user can use the raw, unprocessed data.

• The storage layer collects and saves the data. The purpose of this level is to ensure
data retention.

• The outbound communication layer belongs to the SW/HW framework. Its pur-
pose is to o�er a suitable data transfer method.

• Data gathering has three di�erent hardware constructions: Type 1 - master node-
sensor node combination; Type 2 - several sensor nodes collect the data in one
master node; Type 3 - Fully operational sensor device - a smartphone collects the
data.

• The data flow from the sensors to the client or user. The data could be temporarily
stored on the gateway level. The data processing could be also done on then
gateway level if it is necessary and possible.

• Configurations and monitoring are enabled to ensure faultless operation and for
testing purposes.

The division of the master node - sensor node into three di�erent types of con-
struction supports the versatility of the SW/HW framework. The main idea is that
these three types make it possible to collect a wide range of data.

4.1 Hardware of the SW/HW Framework

The data gathering hardware can be divided on a higher level into three type of
constructions, as can be seen in Fig. 6. The framework uses o�-the-shelf hardware
and devices. This limitation accelerates prototype development as at least partially
tested devices can be used. The hardware can be categorized in two parts:

• Sensor node - Sensor hardware consisting of a combination of sensors and control
device.

• Master node - data gathering and storing device that has the capability of collect-
ing, storing, and processing data.
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Table 1 The main features of three di�erent types of data gathering constructions
Type 1 Type 2 Type 3

Basic construction SBC with sensor(s) SBC master node and
group of sensor nodes
with sensors

Smart phone

Data gathering No limitations – suit-
able for large data
chunks such as photos

Suitable for low data
transfer – SBC limita-
tions

Device sensors – no
hardware modifications

Data processing SBC limitations Mean value calculus,
visualizing

Mean value calculus

Data storage No limitations tempo-
rary storage

No limitations database
storage

No limitations tempo-
rary storage

The division into two parts is enough for hardware when compared to the three
types of data gathering devices in Table 1. On the hardware side, types 1 and 3 are
embedded together - the sensors and processing capabilities are in one device. In
type 2 the master node can control several sensor nodes.

The sensor node collects the data with sensors. The data could be simple data,
such as temperature and humidity.On the other hand, the data could bemore complex,
such as photos. The hardware is selected according to the data requirement. The
separation of sensor node is made because of type 2 where the idea is to use several
sensor nodes with one master node. In type 2 construction sensors are connected
to a single-board micro-controller, such as Arduino or similar, which can handle
a lot of simple data. Simple data are numerical values. Type 2 sensor nodes are
simple, low-cost devices. These are connected to the master node and the amount
of transferred data should be in bytes or kilobytes. The preferred communication
methods include Bluetooth, ZigBee, and LoRa for short distance, low rates, and low
power consumption [25], [26]. Types 1 and 3 are similar to each other; both are
physically one entity: Type 1 consists of sensors and an SBC such as Raspberry Pi.
The collected data could be complex and may need processing power, for example,
photos. Type 3 is smartphone based solutions. A typical smartphone has several
sensors, e.g., gyroscope, accelerometer, and ambient light sensor [27]. For example,
Android phones could handle a lot of simple data from their own sensors, or complex
data such as photos from the phone’s own camera.

The master node collects data from the sensor nodes. The master node has
the capability to pre-process or temporarily store data if needed. The master node
has a communication channel for a larger data transfer rate and long distance, for
example, 3G / 4G / 5G, or WiFi are suitable. Depending on the master node’s
communication channel, remote control and configuration are possible. For example,
with the Raspberry Pi the remote configuration is easily constructed with a suitable
communication channel and Linux OS tools. The idea of a master node in type
3 smartphone based solutions is implemented with a self-made application, which
handles data collection, storage, and processing. The application limitations come
from the phone’s OS and the fact that hardware changes or modifications have not
been made.
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Fig. 7 Diagram of software component interconnections in the SW/HW framework.

This SW/HW framework relies on communication to the public Internet. The
collected data is transferred via the Internet to the data storage devices. These could
be cloud servers with a database or dedicated open source Linux servers for saving
data. There are several database models for storing sensor data and each of these has
a special use case where they are best. The SW/HW framework can be applied to all
of these techniques.

4.2 Software of the SW/HW Framework

The hardware of the SW/HW framework also requires software. The software used
is mostly open source. In this way the selected software is community tested and the
source code is freely available. Open source software is also free to use. Therefore,
several software combinations can be used for testing purposes without extra costs.

The software components are divided into three parts:

• Sensor software - gets sensor data from sensors
• Data gathering and pre-processing software
• Data storage software

Regarding how these three parts work together, the diagram in Fig. 7 is a guideline
for dividing software components between the master node and sensor node on
the abstract level. This kind of approach supports the modular development and
interchangeability of components. The diagram also illustrates the input from the
sensors and the output to the cloud.

The list of software components starts from the sensor node with sensor software
and ends with data storage software for the master node. The sensing and sensor
software typically have low-level programming with C++, Python, or Perl scripts,
which are dedicated to do a few tasks, for example reading sensor data, reviewing
the data, and storing the data. Sensor devices, such as Arduino with sensors, are
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typically a micro-controller board that runs a dedicated program. Types 1 and 2 in
Fig. 6 represent this kind of approach.

The Raspberry Pi based SBCs can perform both sensing and data gathering.
In type 1 for example, the sensors could be connected to the Raspberry Pi and
the sensor software reads the values from the sensors. If the construction is type
2, the gathering software handles the data collection from sensor nodes. The data
gathering and preprocessing software are more complex and usually type 2 SBC
devices are equipped with the full Linux operating system (OS). In the data storing
and preprocessing phases, the SW/HW framework utilizes pre-made software and
libraries. For example, Raspberry Pi could o�er the gathered data to the Internet
with a server application. Preprocessing in this scenario could be image recognition
with image recognition software and library.

The gathered data are stored in the cloud server - this is the assumption of the
SW/HW framework. Temporarily, the data could be saved to the master node using
a suitable database. If the data meet the definition of a time series: "A sequence
of numbers collected at regular intervals over a period of time" then a good choice
is a time series database [28]. For example, the open-source time series database
InfLuxDB is suitable for SBC hardware and is widely used in IoT solutions [29].

The other suitable database model for data storage is a relational model. The col-
lected data could be stored locally in the sensor device, for example Raspberry Piwith
Linux OS, MariaDB database, and a RESTful API combination. The RESTful API
(Application Programming Interface) method allows remote control or management
of a device over the network.

Smartphones equipped with the Android OS have been tested with this SW/HW
framework. The Android OS has a software development kit (SDK), which enables
thewide use of smartphone capabilities. For example, the SDKenables phone camera
usage [23]. The SDK also enables usage of the smartphone’s accelerometer sensor
[30].

Data storage on the mobile phone is enabled by the OS. The SDK provides the
capabilities to use files and databases for data storage. In terms of the SW/HW
framework, the user should be able to use the data. The SDK also enables data
transfer to cloud services.

Cloud storage for data is a better choice than local storage. Cloud storage could
be, for example, a Linux server or maintained commercial cloud service such as
Google Firebase. Both of these have more capabilities to store a larger amount of
data than the local database in Raspberry Pi.

5 Validating the SW/HW Framework by prototyping

The SW/HW framework has been developed and tested during several research
projects. The majority of IoT data gathering prototype systems and their findings
have been reported in di�erent studies [3], [31], [32], [30], [23], [22], [33]. The
timeline of studies is presented in Fig. 8. The timeline also includes the first release of
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Fig. 8 Prototypes and validation in the SW/HW framework timeline.

the SW/HW framework study [34]. These projects have contained multiple iteration
rounds. Each iteration has produced a working prototype system. This section gives
an overview of the systems and lists the main findings during the development of the
system. The systems are divided into the previously presented types 1, 2, and 3.

5.1 Type 1 and type 2 with SBC related prototype systems

Types 1 and 2 are SBC and Linux OS based data gathering prototype systems. Type
1 usually contains one sensor connected directly to the SBC.

• A data collector service [3] was the first implementation. The SBC was a Beagle-
bone Black which gathered temperature, humidity, and brightness data. The data
were stored in the SBC and there was a service to o�er the data to users. The SBCs
were connected with an Ethernet connection. The main goal of the study was to
experiment how well a cost-e�cient SBC could be used to gather sensory data,
and how this data could be provided to the client over the public Internet. This goal
was reached successfully, and the designed system was tested and found to work
as planned [3]. The study proved that fully working data gathering prototypes can
be developed with o�-the-shelf devices and open source tools.

• The ability to use o�-the-shelf devices prompted us to find out how others have
used these devices in academic research. A survey of prototyping was made to
find out the benefits and limitations of Raspberry Pi [32]. Also, we searched for
the testing methods of these prototypes. The study showed that the Raspberry
Pi is a widely used device in research implementations of di�erent kinds. Some
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testing methods of prototype systems were found: software testing, software
performance testing, and validation of data tests [32]. This study clarified the
operating environment for the SW/HW framework.

• The third [23] and fourth [22] studies were similar to each other. Both prototypes
presented in the studies were based on a Raspberry Pi and camera combination in
a vehicular environment. The power supply was a battery backup and both used
a 3G/4G communication channel. The data, photos, were transferred to the cloud
storage where the data processing was handled. The focus of the studies was to
analyze and process the data on a cloud server but the functionality of the SBC
based prototype system was also ensured. Both of the systems were located in
a client’s environment for several weeks to collect data. The long testing time
clearly showed that the SW/HW framework needs a configuration channel from
user to device. In these systems, the SSH service and terminal were used as a
remote channel.

5.2 Type 2 with SBC related prototype systems

The type 2 configuration has been tested in three real-world projects. The common
construction of type 2 data gathering prototypes is that one master node SBC works
with several sensor nodes. The communication is one-way from sensor nodes to the
master nodes. The master node with a group of sensor nodes was tested in several
research cases:

• Thefirstwas [31]where one SBCmaster node, an IntelGalileoGen 2 development
board, communicated using wireless XBee technology with several sensor nodes,
on an Arduino development board. The collected data were environmental. The
targets of the study were threefold: to test the model, to determine how well cost-
e�cient SBCs could be used to gather sensory data from several sensor nodes, and
how to deliver this data to clients over the public Internet [31]. The study showed
that SW/SW frameworks need a separate sensor node - master node architecture.
This is useful when several sensors are required in a small area.

• The second use case [33] presented a wireless sensor system for monitoring
indoor living or working conditions. The study expanded the range of sensors by
using wireless LoRa technology in communication between the master node and
sensor nodes. In the main construction, the master node Raspberry Pi received
environmental data from several Sodaq sensor nodes. The data were stored in the
master node for analysis and processing. The primary purpose of the tests was to
validate the sensor system construction. Based on the experiments, we found that
LoRa was a good choice for sensor applications within concrete buildings [33].

• The third use case used commercial, but open hardware and open source, Ru-
uviTag sensor nodes [35]. These cost-e�cient sensors collected temperature,
humidity, pressure, and motion information. The data were sent using Bluetooth
communication to the Raspberry Pi master node. The data were stored on an
InfluxDB database and visualized with Grafana visualizing software. One of the
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RuuviTag experiments is documented in a study [36]. This prototype system is
quickly configurable, because RuuviTags do not need a configuration; only the
Raspberry Pi needs a setup. These prototype systems showed that even though the
gathered data were small in quantity, the Raspberry Pi limited the visualization.
The second issue raised was a limitation in the amount of memory operations
with a Raspberry Pi memory card. Therefore the prototype system experiment
showed that data should be transferred and stored on a cloud server. From the
perspective of the SW/HW framework, this prototype system showed the usability
of modular development and the fact that the sensor nodes and master node are
interchangeable.

5.3 Type 3: Smartphone related prototype systems

The smartphone is an excellentWSN sensor node. It has aworking hardware package:
power source, communication skills, and sensor devices. It also has a suitable OS,
which allows the wide usage of the hardware. Our first ideas of using the smartphone
as a sensor were presented in [37]. The main question presented was "How to
utilize mobile technology to supply disaster information to both mobile terminals
and desktop computers?" [37].

In the recent type 3 prototype systems, we used Android smartphones. These two
documented data gathering prototypes are next discussed from the perspective of the
SW/HW framework.

• The first data gathering prototype implementation was presented in study [30],
which utilized data collected by smartphone sensors, such as an accelerometer
and GPS, to detect variations in road surface conditions. The use of a smartphone
was preferred because the data were obtained from a group of users driving on
roads in western Finland and most of these people owned a smartphone that was
good enough for prototyping purposes. The data gathering device was therefore
an o�-the-shelf Android smartphone without any hardware modifications. The
software was a combination of user interface application and background service.
The results of the study were that the basic programming task of creating a simple
application for tracking the user’s location and gathering data from the basic sen-
sors embedded in a mobile device is a straightforward process. Minor di�culties
arose because of variations in the phones’ basic software and hardware depending
on the manufacturer. In relation to the SW/HW framework, the prototype showed
the ability to use a smartphone as a WSN sensor node.

• The second data gathering prototype was a solution for idea testing. The question
asked was: Is it possible to take a photo if the phone is in a selected GPS
position? Study [23] presents the working prototype solution for this problem.
For the SW/HW framework, this prototype again showed the ability to use a
smartphone as aWSN sensor node. The program code utilized an implementation
of the haversine formula, which determines the great circle distance between two
locations and is relatively simple to implement yet accurate enough for our use
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cases. The application can be installed on any reasonably new Android device
and takes advantage of the built-in sensors and camera of the device.[23]

6 Discussion

This study aims to resolve the research question: How to generalize the prototyping
of IoT data gathering in a framework of required software and hardware components?

To answer the question, we made a reasonable number of data gathering proto-
types and reported on them in academic research papers. Thus, our earlier research
answered the question. The studies highlighted several aspects in constructing a
SW/HW framework. The framework describes the main findings from developed
prototypes. The framework brings out three di�erent approaches for di�erent use
cases. The research papers presented how prototyping development can be made
cost e�ciently. This was enabled by using o�-the-shelf embedded devices such as
smartphones and Raspberry Pi SBCs. The devices have the type of OS that can be
modified for sensor usage.

Furthermore, the prototype highlighted the knowledge we have about the process
of prototyping. Themodel can be used as guidancewhen designing a newprototyping
project together with a customer who wants to obtain information about some target
environment.

The development of the SW/HWFramework raised several new ideas for research
topics. These topics are briefly discussed here.

Each of the prototypes discussed has sensor software: software that reads the
sensor, a temperature sensor for example, changes the value form bytes to an integer
with a reasonable formula, and sends or stores the value somewhere. The study men-
tions the sensor software several times, but its construction has not been discussed
in detail. This low-level program is coded using C/C++, Python, Java, or a similar
programming language. It should be noted that at this level the initial data process-
ing could be done, e.g., the mean value of accelerometer sensor values within one
second. Is it possible to get improved performance without data loss? How should
this low-level software be programmed? These would be suitable questions for future
study.

The topics of user and user experience are beyond the scope of this study. Our
prototypes were developed due to the needs of some project partner. The prototypes
were tested with use case testing and once the customer had received a reasonable
answer to a certain need, the development was stopped (except for one example [21]
where there was a long piloting period in a real usage environment). The project
outputs and prototypes are freely exploitable by the project partners.

The sensor prototypes produce a large amount of sensor data. Data processing
and data mining are important issues, which this study leaves for future research, as
it is such an extensive area. The issues of data visualization have been handled in
some studies [30]. In addition, sensor data will become more usable if merged with
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other publicly available data. This kind of data could be weather data or map data
[38], [21].

Performance problems have not been extensively addressed in this study, but
when using the SW/HW framework they have to be taken into account. In data
gathering construction type 2, the amount of sensor nodes is limited, but no exact
limit can be set. The limit is changed by the range, communication channel, data
to be transferred and so on. The data processing can also a�ect the performance
problems. For example, in this study photos are oftenmentioned as di�cult regarding
performance, especially motion detection. For example, photos should be transferred
to a cloud server for processing.

The SW/HW framework does not set the quality criteria for components, but how
can the selection of high-quality components be ensured? "The hardware quality
depends on the price" is one claim, which in most situations makes sense. The
second level for selection is "good enough". The SW/HW framework does not set
these kinds of selection criteria for software or hardware components and therefore
these decisions are left to the framework user.

The vulnerability of data is worth considering. Is the data critical and what
happens if we cannot obtain the data? Is it possible to manipulate the data and what
would the consequences be in that case? For example, what happens if somebody
changes the data. This SW/HW framework does not take a position on the matter,
but these are significant issues. Furthermore, security issues are important for IoT
devices. Security vulnerabilities and attacks on IoT systems have been covered
extensively by [39]. The SW/HW framework does not pay attention to security
except for the communication channel. This concern was raised in [31] and the
proposed, more secure, communication technology LoRa has been discussed by
[40].

7 Summary

This paper introduced the software/hardware framework and a descriptive model
for the prototyping process. The framework was developed during several research
projects by following the same prototype development process. The model pre-
sented the process for constructing and testing a data gathering prototype with six
steps, starting from discussion of requirements and ending with the presentation of
collected data. The main aspects of these steps were presented briefly.

A sensor network consists of several layers, from data gathering devices to data
users. The framework is placed in the data gathering layer. The three types of data
gathering constructions were presented by introducing the software components, the
hardware components, and their interconnections.

Research findings: The model and the framework were validated by presenting
several previous research projects and studies.
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Abstract. The paper examines the Third Mission of universities from the point of 
view of company collaboration in the prototype development process. The paper 
presents an implementation of university-enterprise collaboration in prototype 
development described by means of process modeling notation. In this article, the 
focus is on modeling the software prototyping process in a research context. This 
research paper introduces prototype development in a university environment. The 
prototypes are made in collaboration with companies, which offered real-world use 
cases. The prototype development process is introduced by a modeling procedure 
with four example prototype cases. The research method used is an eight-step 
process modeling approach. The goal was to find instances of activity, artifact, 
resource, and role. The results of modeling are presented using textual and graphical 
notation.  This paper describes the data elicitation, where the process knowledge is 
collected using stickers-on-the-wall technique. Furthermore, the paper describes the 
creation of the model.   

Keywords. Software process, process modeling, knowledge management, 
modeling methods, prototyping, modeling  

1. Introduction 

It is a common conception that the modern university serves three main purposes: 
teaching, research, and a broader social function. The latter of these functions, commonly 
dubbed “The Third Mission” [1-4], is considered to include measures contributing to 
social influencing and interaction. Nevertheless, multiple views in terms of defining the 
Third Mission exist, and Henry Mugabi [5] for example, compiled a selection of the 
varying definitions present in recent research literature in his dissertation. Moreover, the 
concept has been increasingly integrated into university strategies as well as operations 
pertaining to regional development [6]. Universities serve to produce and share 
knowledge and technological expertise, contributing in their part to the modernization 
and success of enterprises, and the “Third Mission” is often associated with tech-driven 
collaboration between the university and enterprises in addition to its social function. 

The social significance of the Third Mission is widely acknowledged, and an 
international evaluation indicator conducted by UNESCO [7] places Finland among the 
top countries regarding collaboration between university and enterprises. In Finland, the 
most common manifestations of this kind of collaboration are various research and 
development projects that are often funded externally, examples of which include 
contributions by the Academy of Finland, Business Finland, various foundations, the 



European Union, and other international sources. For small and medium-sized 
enterprises (SMEs) [8] in particular, collaborative projects with a university offer 
significantly better opportunities to participate in R&D activities for instance, as opposed 
to relying on internal funding and expertise only. 

This paper introduces the model of prototype development practices that have been 
applied in research projects between university and enterprises (mostly SMEs) in Finland. 
The model has been used for many years in several collaborative projects between 
Tampere University, Pori unit, and regional enterprises with good success. In this paper, 
the model is presented at a detailed level with the help of a few cases serving as concrete 
examples. Promoting and contributing to the Third Mission of the university from the 
perspective of regional development, the format introduced in the present paper is but 
one example of collaboration between the university and enterprises. 

The paper is structured as follows: In Section 2, background information along with 
work related to the subject are presented. The research approach in terms of the applied 
model is presented in Section 3. Section 4 introduces the process knowledge with the 
help of examples, after which Section 5 describes the creation of the Prototype 
Development Process (PDP) model in selected cases. Section 6 discusses the 
observations and challenges confronted during the use of the model. Finally, Section 7 
summarizes the paper. 

2. Related studies on the subject 

This section describes some points of view, factors, and experiences, which relate to the 
collaboration context between universities and enterprises. Earlier research results in this 
field are examined below. 

In their research, Basili et al. propose guidelines on how collaborative research could 
succeed between public sector research and industry. In [9], a couple of arguments are 
present, which are worthy of examination. First, they say that there is not enough research 
considering real development contexts. Second, they suggest that software engineering 
research needs to foster context-driven research if it seeks to evolve towards a brighter 
future. The main contextual factors are human, organizational, and domain-related. In 
[9], they believe that practical software engineering, the big picture, and suitable 
solutions are mostly born from bottom-up research and a succession of case studies rather 
than from top-down research. 

In context-driven research it is necessary to have intense collaboration between 
industry and academia. There need to be cycles of model building, experimentation, and 
learning in software engineering research. Usually researchers face some problems in 
identifying the challenges of collaborating organizations. After overcoming these 
challenges, the gap between the state of the art and the requirements for a solution must 
be assessed. In developing a solution, it is important to clearly define working 
assumptions in order to achieve applicability and scalability in context [9]. 

Another major part of this collaboration relates to funding. There are a couple of 
ways to start funding a research project between industry and academia. Companies can 
give grants to students/researchers for a specific project, build collaborative projects with 
academia in short- or long-term existing relationships, and there is an opportunity to 
build up a wider network of partners between industry and academia [10]. Also, 
governments are encouraging this kind of collaboration because it improves innovation 



efficiency and thereby enhances wealth creation [11]. As a result, several countries have 
already put innovative programs in place [9]. 

Industry-academia collaboration benefits those organizations that do not have their 
own R&D facilities. Companies can utilize the knowledge of academic resources to 
understand their modern-day software engineering problems. Industry has noted that it 
can support innovation and development processes when collaborating with researchers 
[9]. 

Companies are increasingly investing in software development, although their core 
areas of expertise are defined around business areas and systems rather than software. 
However, most companies do not have the necessary resources and know-how to develop 
effective solutions to software engineering problems. This makes collaboration between 
industry and academia very useful [9]. 

The aim of a study by Wohlin [12] was to gather experiences and lessons learned 
from successful collaboration between industry and academia in two different 
environments. First, it was performed in Sweden and included a six-year collaborative 
project. The collaboration partners were five different-sized companies from various 
sectors and the Blekinge Institute of Technology. Later the study was replicated in 
Australia. Industry roles included product managers, project managers, developers, and 
testers. Academic roles included professors, researchers, and students at different levels.  

The results from Wohlin’s study [12] were that support from company management 
is crucial. There must be a champion at the company who argues for the cause, and not 
only a person assigned the responsibility for the project. There are different levels of 
understanding between different categories of people (for example, people in industry, 
senior researchers, and students). Social skills are particularly important in long-term 
collaboration. 

In the study by Carver [10], there is an example of industry-academia collaboration. 
The background of the study was that the challenges faced by the companies were too 
labor intensive, lacked context-specific validation, or were not embedded into existing 
tools or design processes. Collaboration between industry and academia produces 
successful results when there is a good connection between academic and industry 
partners, there are the right collaborators on both sides, the timing of the interaction fits 
the requirements on both sides, and it is understood that the process from research 
prototypes and an academic publication to a deployed solution takes time.  

In [13], the author interviewed researchers to understand their needs and problems 
in research-based projects. University research was more concerned with community 
issues, and companies had clients that were constrained by formal agreements. The 
industry groups had defined roles and responsibilities; the research teams were more 
dynamic. Industrial companies used formal development methods, but most university 
projects did not. The milestones for industrial projects were set by the customer, while 
the milestones for university projects were usually set by the funding partners. After the 
interviews, the author decided, for a number of reasons, including the uncertainty about 
the research objectives, that university researchers were unable to use a well-defined 
software development method.  

The above-described examples provide the research background for the context that 
is discussed in this paper. The following section concentrates on explaining the basis of 
the process modeling, which is relevant background information for the description later, 
in Section 4, of the implementation of the university-enterprise collaboration with the 
help of the process modeling notation. 

 



3. Research approach – An eight-step model 

This section deals with software process modeling in a research context. Modeling is an 
approach for analyzing and understanding a complex phenomenon resulting in a model, 
which is a simple and familiar structure that can be used to interpret some part of reality 
[14]. When the phenomenon to be analyzed is a software process, information is captured 
and classified into a model with the help of a process-modeling schema [15], i.e., a meta-
model specifying the concepts, relationships, and rules [16] used when modeling 
processes. The basic concepts related to the software process include activity, artifact, 
resource, and role [17].   
 
 
 

   
 

Figure 1. The basic concepts related to software processes.  

 
 

The  results of modeling are presented using a textual or graphical notation. There 
are several approaches for eliciting information for process models [15] such as 
interviews and artifact analyses. Process modeling can be prescriptive or descriptive. 
While a Prescriptive Process Model (PPM) describes how a process should be 
performed, a Descriptive Process Model (DPM) describes how it actually is performed 
[18]. 

In this study our aim is to model software development practices performed in an 
academic context. We follow the DPM approach proposed by Becker & al. [19]. The 
approach consists of eight steps grouped into two phases: 
  
Set-up phase  

1. Objectives and Scope   
2. Define Schema   
3. Select Language   
4. Select and Tailor Tools  

 
Execution phase  

5. Elicitation   
6. Create Model   
7. Check Model  



8. Check Process  
 

We will apply the DPM approach in the following way: The data for the models is 
collected through interviews with the developers involved in the processes. The schema 
shown in Figure 1 guides the data collection, the results of which are shown on stickers 
on the wall during the work (Figure 2 in Section 4). In the resulting models, the activities 
are represented as rectangles with rounded corners. Stick figures represent roles and 
different icons represent resources. Artifacts appear as parallelograms, cylinders, and 
document symbols. The associations between activities and artifacts are represented by 
continuous arrows and the links between activities and roles and resources are dashed. 
Gray symbols and dashed rectangles represent aggregations (Figures 3-6 in Section 4). 
Graphical representations of the models are produced by a free online diagram software, 
draw.io. (DPM Steps 2-4). 

The objectives and scope of the modeling are presented in the introduction of this 
paper (Step 1). The following section provides an example of data elicitation (Step 5) 
including the modeling results (Step 6). The last section of the paper discusses the 
possibilities of improving the modeled processes (Steps 7-8). 

4. Process elicitation and resulting models 

This section describes the steps 5 and 6 of the DPM approach. Process knowledge is 
highlighted in this section, which introduces four different prototype development 
processes (PDP 1-4). 
 
Information for the process models is collected from four cases: 

 
PDP 1 - Verification of customer complaints related to bus routes [20]. 
PDP 2 - Verification of customer complaints related to garbage collection. [20]. 
PDP 3 - Data collection in a public indoor swimming pool [21, 22]. 
PDP 4 - Passenger counting in a free-to-ride bus [23]. 

 
Common to all of these example cases is the software development resulting in a 

working prototype.  The development process starts from the idea of collecting certain 
data with certain equipment. Then the idea is validated – can it be viably implemented?  
If the answer is yes, the implementation phase produces the first working prototype. 
Usually prototype implementation includes software coding and the implementation of 
hardware from off-the-shelf devices. The working prototype is tested in a laboratory and 
if the device displays sufficient reliability, the device is moved to real-world testing. The 
development processes and testing phases usually produce data. The overall outcome 
from these prototype development processes has been academic output such as a research 
paper. Knowledge of the prototyping process is visualized as illustrated in Figure 2.  

 
 



 
Figure 2. Whiteboard and notes. 

 
 
This whiteboard and the Post-It notes are one way to highlight development process 

practices [24]. The notes are color-coded: Yellow markers are roles, green denotes 
activity, red is for resources, and the blue notes are artifacts. The orange notes describe 
issues and improvement ideas that came up during the data elicitation process. 
Knowledge of the development process is collected by means of this whiteboard and 
note notation (stickers-on-the-wall technique). 
Further, this section presents the creation of a model for each of the PDPs. First we 
introduce the developed model for PDP 1 and 2. Figure 3 presents the university – 
company interaction. The model includes six steps which have been identified from the 
development process. The steps start from requirements definition and end with the 
publication of results. The gray boxes – the software development step and the 
development artifacts – are discussed more in the subsections on the bus case and the 
garbage collection case.  
 

 

   
Figure 3. The illustration of university – company interaction during development (common to all PDPs). 

 
 

The model includes all the main factors. The university representatives are the 
research group including the project manager and software/hardware developers. This 



group has the main responsibility for the prototype development. The company 
representatives are involved in the development process in the role of instructor. In the 
presented PDPs 1-4, the company representatives are active at the starting and ending 
points: at the start with the definition of requirements and at the end where the results are 
presented to them. They also provide the testing environment if the testing is done at 
their company. However, they are not involved in the development process itself. 

4.1. Verification of customer complaints related to bus routes (PDP 1) 

The bus case (PDP 1) was established for handling customer complaints. The bus 
company had received complaints from customers that the buses did not stop to pick up 
customers or did not come at all. The prototype was developed to collect photos with 
time stamps at defined bus stops. This prototype was implemented in mobile phones and 
the main idea of prototype was to collect photos of the bus stops as the bus approached. 
The project group at the university developed a working prototype, which was then tested 
in the buses [20]. 

The development process is illustrated in Figure 4, expanding the previously 
presented steps “Develop Software” and “Develop artifacts”. The development group in 
this process consists of only university personnel. The development process starts with 
a design discussion – the first activity, which produces the first artifact: the whiteboard 
sketch. The results are then used in the software construction phase. This activity 
produces the second artifact: software code with documentation. After that the test 
activity starts, which produces the collected data artifact.  The coding and testing 
activities could be iterated several times. Figure 4 also includes the resources used during 
the development process: programming language, test device with GPS, camera and 
network, and the testing environment – the bus itself. 

 
 

 
 

Figure 4. The development process of the bus case. 

 
 
The presented development process produces a working prototype. In this case, the 

prototype was introduced to the customer – the bus company.  



4.2. Verification of customer complaints related to garbage collection (PDP 2) 

The garbage collection case (PDP 2) was similar to PDP 1. The use case was also 
intended for managing customer complaints. The garbage collection company had 
received complaints from their customers that the trashcans had not been emptied. In 
most cases the reason was a vehicle blocking the garbage collection truck or similarly 
that the truck was unable to empty the trashcan. The prototype solution in this case used 
the same idea as in the bus case: namely, put the camera in the truck and take pictures 
when the GPS registers the right location [20]. 

Figure 5 shows the activities and artifacts. The biggest difference was in the 
resources: the cellphone was replaced by a Raspberry Pi with a camera, GPS, and 
network device. The data collector resource was the MySQL server instead of the phone. 
In addition, the testing environment was the garbage collection truck itself.  
 

 

 
Figure 5. The development process of garbage collection case. 

 
 

The developed prototype worked and the piloting phase in the garbage truck lasted 
several weeks. The development process captured data, which in this case were photos. 
In addition, the device – a Raspberry Pi, generated a test log during the pilot phase.  

4.3. Combined model of bus and garbage collection cases 

PDP 1 and PDP 2 should be presented together because the second prototype – the 
garbage truck camera system – utilized the definitions and results of the first prototype. 
They were also implemented very close to each other in time. 

 
 

 
Figure 6. The combined model of the bus and garbage collection cases. 



 
 

The outcomes of these PDPs were a public repository and research publication [20]. 
The public repository includes all the developed software code. 

4.4. Data collection in a public indoor swimming pool (PDP 3) 

PDP 3 handled a prototype system with the purpose of improving the quality of manually 
collected data. The prototype was a mobile application that the maintenance personnel 
used to collect and store data from several different meters in a public swimming pool. 
More information on the prototype can be found in the research articles by Soini [21, 
22]. 

The Prototype Development Process was similar to the one shown in Figure 3. 
Activities included the discussion of requirements, software coding, and the presentation 
of the results. In addition, the artifacts were similar: discussion notes, software, and a 
research publication. The biggest difference to the other cases was that the implemented 
prototype remained in use after the pilot phase. This “extended piloting” period is 
handled in the research paper by Soini [22] along with aspects of software evaluation. 
Also, long-term piloting is examined from the point of view of system developers, 
administrators (maintenance), and end users [22]. 

4.5. Passenger counting in a free-to-ride bus (PDP 4) 

PDP 4 handled a prototype system with the aim of counting passengers on a free-to-ride 
shuttle bus. Unlike an ordinary people counter, the customer wanted more information 
on where and when passengers got on and off [23]. 

The Prototype Development Process was similar to the one shown in Figure 3. 
Activities included the discussion of requirements, software coding, and the presentation 
of the results. Again, the artifacts were similar: discussion notes, software, and a research 
publication. The difference compared to PDP 1-3 was that this prototype was developed 
for a real-life use case of collecting statistics about bus passengers on a free-to-ride 
shuttle bus route at a large public event in the summer of 2018 in Pori, Finland. In this 
case, the development process ended in the one-month pilot. The outcome of the pilot 
was the presentation of the pilot results to the customer. 

5. Discussion 

The process introduced and modeled in this paper has been used to create multiple 
prototypes and pilot experiments during recent years. Thus, based on the observed results, 
it can be considered to be successful and fit the needs of our development cases. However, 
while discussing past projects with the team members several challenges did come up. 
Furthermore, while collecting data for the model, notes were made of issues that the team 
members pointed out (the orange notes on the whiteboard in Figure 2). 

The first issue was the documentation of intermediate specifications described on 
whiteboards. The funding or goals of the projects do not especially require extensive 
intermediate documentation, and in practice, only very rarely has there been the need to 
study the intermediate specifications created during the process. The low requirements 



for documentation have probably been one of the main reasons for the bad habits in 
documentation practices. Generally, the decision of whether to prepare any 
documentation has been based on the developer teams' "gut feeling" about how complex 
the specification was. In other words, "proper" documentation has been created for more 
complex intermediate specifications, but simpler specifications and drawings have not 
been documented in any way. Nowadays, it is quite simple to use a smartphone to capture 
the information on whiteboards, so in the future, it might be better to document 
everything systematically. 

The second issue was the interaction with the customers (e.g., companies) - or the 
lack of it - during the actual prototype development process. The interaction has often 
been limited to the use case definition phase, to the organization of practical 
arrangements of pilots (e.g., agreements on which bus lines could be used for testing 
prototypes), and to the presentation of the research findings. In the final presentation 
meetings, the companies have never indicated that they would have liked to be more 
involved in the process. The feedback from the companies has mainly been related to the 
research findings, and the developed prototypes, and not to the development process 
itself. In our case, the companies have often not been software-oriented, which could 
have had an effect on their interest in the process, and it could also have limited the 
advantages achievable by involving them further in the process. In addition, the 
companies did not (directly) invest any resources (money or personnel) in the projects. 
This might have further reduced their interest in participating more deeply in the 
development process. Furthermore, as the companies had their actual business to run, 
there could have been challenges in creating a common schedule for meetings for all the 
parties involved. Of course, depending on the outcome of the research and pilots the 
companies can obtain knowledge, business ideas, or even working software to use in 
their actual business, but during the development these results may be too abstract to 
evoke deeper interest. In addition, the fact that the issue was not brought up in the 
meetings does not necessarily mean that there is a lack of interest in deeper involvement 
from the company side. As the university team did not especially raise the issue, it might 
be that the companies felt that they simply did not want to interfere in the university 
practices. Thus, to improve our model, the actual company interest in the prototype 
development process should be further studied. 

Third, the subject of the usability of the project results came up. In principle, anyone 
can use the results because the codes and documentation are published as open source, 
but no studies have been performed on how or if the results are actually used. In general, 
after the projects (and thus, funding) has ended, the results have been left "as is" without 
maintenance, bug fixes, or feature improvements. The purpose of the projects was not  
to create "end products", and usually productization is not one of the project goals, 
leaving the created software and hardware applications in a state that would require 
further development into an end-user quality product. Also, it can be slightly challenging 
to find the material from, for example, the GitHub repository if one does not know 
exactly what one is looking for. Internally, the published codes and specifications have 
been reused in future projects when applicable. One potential future direction for 
research would be a study on how the results of university projects should be published 
to be most useful for outside parties, and what the crucial elements are that should be 
published — or are the elements practically the same as in any other prototype 
development project? 

Finally, the participation of university students was discussed. The advantage of 
involving the students more deeply would be to give the students more meaningful task 



assignments (for example, for programming or other software engineering courses), but 
in practice, in the past the participation of students has been rare, and has mainly been 
limited to PhD students who have been hired by the university or worked at the university 
on their own funding. In the future, the model introduced in this paper could also be 
expanded to describe the involvement of students. 

6. Summary 

The paper examined the Third Mission of universities from the point of view of company 
collaboration in the prototype development process. The paper presented an 
implementation of university-enterprise collaboration in prototype development 
described by means of process modeling notation. The process introduced and modeled 
in this paper has been used to create multiple prototypes and pilot experiments over 
recent years. Thus, based on the observed results it can be considered to be successful 
and fit the needs of our development cases. The prototypes were made in collaboration 
with companies, which offered real-world application problems. The prototype 
development process were introduced by a modeling procedure with four example 
prototype cases. The research method used and presented here was an eight-step process 
modeling schema. The basic concepts relating to the software process included four 
factors: activity, artifact, resource, and role. The results of the modeling were presented 
using textual and graphical notation. This paper described the elicitation of process 
knowledge. Furthermore, the paper described the creation of a model. The PDP model 
provides one concrete and systematic example of how university-enterprise collaboration 
can be executed in practice. Moreover, the model presented is a real-life indication of 
how the Third Mission task set for universities can be successfully implemented. 
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Abstract. In this article, the focus is on the KIEMI research project (“Less is More:
Towards the Energy Minimum of Properties” in English) conducted in Tampere
University during the period of 2019-2022. In this project, we used the earlier de-
veloped Descriptive Model of Prototyping Process (DMPP) to guide university-
enterprise collaboration. The project consisted of several pilot cases, with proto-
types, which were done in collaboration with companies, tackling real-world prob-
lems. In this article, we review and evaluate the suitability of the DMPP for usage in
a research project. The article explores the topic from two directions: the collabora-
tion of university and enterprises, and the reusability of artifacts within the DMPP.
The paper introduces several pilot cases made on the KIEMI project, and describes
the usage of the DMPP in them. Furthermore, the paper evaluates the model, sets
forward the challenges faced, and, finally, discusses topics for future research.

Keywords. Artifact, Reusability, Collaboration, DMPP

1. Introduction

Universities and other research organizations produce research results, typically in the
form of publications, such as papers and technical reports. In addition, applied research
produces prototypes with proofs of concept (PoC). This study presents the outcome of
one university project, where proofs of concept were mainly implemented by building
data-gathering prototypes.

The focus of this study is on the findings of the KIEMI project (“Vähemmällä
Enemmän – Kohti Kiinteistöjen Energiaminimiä”, or “Less is More: Towards the En-
ergy Minimum of Properties” in English). The aim of the project was to develop proof-
of-concept demonstrations and prototype applications that illustrate how cost-effective,
open, and modular solutions could be utilized to improve the energy efficiency of ex-
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isting, older buildings [1]. The KIEMI project was selected for analysis in this paper
because of its large number of pilot use cases.

The goal of the KIEMI project was to save energy, and we worked towards this goal
by developing and constructing data-gathering IoT sensor systems. We used the devel-
oped SW/HW framework [2] and the formerly developed descriptive model of the proto-
typing process (DMPP) [3]. The SW/HW framework generalizes prototype development
into a group of necessary components and even more precisely the framework defines
guidelines for constructing prototype systems to collect data for different purposes by
reusing the required software and hardware components [2]. The DMPP was developed
to guide the IoT prototype development process and can be used as a guideline when
building a prototype. The DMPP contains the prototype development practices that have
been applied in research projects between our university and enterprises. With these de-
veloped IoT prototypes, developers can receive valuable feedback on the possibility of
implementing the application [3].

The following research questions were formulated during the project work. For this
study, we wished to gain insight on the following topics:

• RQ1: Collaboration. How was university-enterprise collaboration executed in
practice using the DMPP?

• RQ2: Reusability. How did the reusability of the artifacts in the DMPP steps sup-
port the workflow of the pilot cases?

University-enterprise collaboration (part of universities’ third mission [4], [5]) has
been used in previous projects and the DMPP model was developed into its current for-
mat based on the pilot cases of these previous projects. The KIEMI project also aimed
to build prototypes in collaboration with companies for IoT type data gathering. Since
we already had a completed process template, it was decided to put it to good use in this
project as well, and RQ1 looks at the success of this issue.

Further, RQ2 focuses on the operation of DMPP sub-processes and how templates
were created from them. The use of templates was intended to accelerate the operation.
At the beginning, their significance was not understood, but by following the model the
usefulness of the templates was noted. The same practices were observed when using
the process model, so reuse was included in the review. The benefit and reusability of
templates created specifically from reporting was monitored as it was expected to speed
up the implementation of some steps.

The structure of this paper is as follows: In Section II, we review the related re-
search about universities’ third mission, industry collaboration. Also the background of
the KIEMI project is explained. In Section III, we introduce the DMPP and its connec-
tions with project work. Further, the implementation of university-enterprise collabora-
tion in prototype development is described by means of process modeling notation. Sec-
tion IV introduces the KIEMI project – its purpose, activities, goals, and outcome. Sec-
tion V continues by describing the prototyping pilot cases performed during the KIEMI
project. Section VI evaluates the usability of DMPP in the KIEMI project highlighting
results of the project and pilot cases. Section VII summarizes the study, and includes a
discussion and suggestions for future research on the topic.
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Figure 1. Third mission concept with the KIEMI project

2. Background

2.1. Third mission

It is a common conception that the modern university serves three main purposes: teach-
ing, research, as well as a broader social function. The latter of these functions, com-
monly dubbed ”The Third Mission” [4], [5], is regarded as including measures contribut-
ing to social impacts and interaction.

Industry-academia collaboration benefits those organizations that do not have their
own R&D facilities. For example, companies can utilize the resources of a university to
understand their modern-day software engineering problems. Industry has realized that it
can support innovation and development processes when collaborating with researchers.
[6]

Figure 1 illustrates how the process model approach can be used to align European
Union policy and Finnish universities’ missions in the form of applied research and col-
laboration.

The EU cohesion policy and EU Structural Funds (SF) are used through Operational
Programmes (OPs) to make it possible to create innovative collaboration projects for
local stakeholders. Finnish universities have extended their traditional teaching and re-
search activities within the third mission (TM) to exploit research results for peripheral
areas, i.e., in the form of collaboration with local stakeholders. [7]

The University Consortium of Pori (UC Pori) has longstanding and specialized expe-
rience of creating collaboration with local stakeholders using the EU SF and OPs through
university facilities and resources [7]. The KIEMI project represents a continuation of
the series of OPs executed at UC Pori in recent years.

In collaboration, the transfer of technology is an important part, because it innovates
development processes and innovative products achieve improved business competitive-
ness. In the study by [8], innovation is considered as a process consisting of two phases:
technology creation and technology transfer.
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As seen in Figure 1, the KIEMI project was a framework for implementing collabo-
ration and applied research methods in the form of innovative ICT application pilot cases
for local stakeholders. The descriptive model for the prototyping process (DMPP) was
the spearhead of the process, pulling all the pieces together.

2.2. Collaboration channels for interactions

Interaction between public research organizations and industry can be implemented
through many kinds of collaboration channels. One way to classify collaboration chan-
nel types was done in [9], where channels were divided into four groups: traditional,
services, commercial, and bi-directional. In this paper, collaboration in SF OPs can be
seen as bi-directional collaboration between university and industry, where both parties
benefit from the acquisition and development of the technological know-how necessary
for the prototype. In addition to the technical content, the prototype usage must take into
account the development of interconnections necessary for university-enterprise collab-
oration and their impact on future cooperation activities.

2.3. Innovation models for collaboration

In projects like KIEMI, collaboration activities are done several times; mostly each time
with different SMEs or public organizations (or some unit or department from their or-
ganization). To simplify this for the reader, we use the term industrial development (ID)
for these collaboration parties or stakeholders. In addition, in case some ID has their own
research group or department or if there is a CEO with a researcher’s mindset, their staff
can be referred to as industrial research (IR). Similarly, the university research unit, as in
the KIEMI project, can be defined as academic research (AR).

For successful collaboration management between ID and AR, it is useful to have
a framework or process model to ensure that the collaboration and innovation activities
inside it create solutions and PoC along with pilot cases and receive strong support from
all parties from the very beginning.

In the study by Punter[8], two main stakeholder groups were identified: researchers
and industrial practitioners, where the former (AR) act as a technology provider and the
latter (ID) as a technology receiver. They also pointed out that AR and ID may have
completely different values and targets for technology and collaboration activities. AR
is interested in proving concepts for technology via pilot cases during projects. ID is
looking for a statement or evaluation of the business benefits and costs of the technology
and may see AR’s PoC as a technology study without the necessity for proof, i.e., a
production proof version.

With an EU OP (such as KIEMI), the ID types of collaboration are predefined in the
OP requirements. The same set of requirements also contains targets for project results
which can be related to certain products or services through ID or a target may be related
to co-creation activities or to research and development activities between AR and ID. in
this project, a production proof version is not included, only PoCs. It is assumed that ID
will continue the production proof version from the results of the project.

The model used should take different types of ID into account. It should also take
into consideration the fact that innovation activities and technology transfer may happen
in all phases or steps. As an example, Punter [8] highlights a case where design work
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was able to add value for ID. Similarly, in projects, value can be produced in cases where
some commercial product, already designed for a certain usage, has been applied in a
new environment through pilot case activities.

Naturally, activities to develop a suitable collaboration model fall mostly to the party
responsible for the project, as here on the AR side. The model and its efficiency define
success for current and future collaboration between AR and ID.

A study by [10] presents the Certus model, which was developed at a Norwegian
research-based innovation center. Their needs for a collaboration model contained sim-
ilar elements to the DMPP model. They required deeper research knowledge of co-
creation activities via problem definition and solving tasks and more active dialog be-
tween researchers and practitioners to align their expectations. They also wanted to en-
sure that the results and outputs from research projects that are created have practical rel-
evance and benefit for their partners and that the results can be transferred and exploited
effectively by their partners.

The Certus model [10] contains seven phases, from problem scoping to market re-
search. Whereas the first four phases (problem scoping, knowledge conception, knowl-
edge and technology development, and knowledge and technology transfer) can be re-
garded as similar to proof-of-concept development, the following three phases (knowl-
edge and technology exploitation, organizational adoption, and market research) are
more related to production proof activities.

2.4. The KIEMI project

The reduction of greenhouse gas emissions is one of the most challenging global objec-
tives of the near future. Low carbon emissions, energy savings, a climate-friendly ap-
proach, and ecologically sustainable choices require new and innovative services, solu-
tions, and products. One of the biggest potential areas where savings can be made is en-
ergy use in properties in Finland. The KIEMI project, carried out by Tampere Univer-
sity Pori unit, designed and developed methods and technologies that aid in finding and
achieving the property- and situation-specific ”energy minimum”, i.e., a situation where
the minimum amount of energy is used while still preserving a comfortable environment
within the building. In the KIEMI project, the primary focus was not on new properties
or so-called ”smart buildings”, but on older buildings and apartments that do not contain
modern automatic and intelligent devices commonly used for controlling the quality of
the living and working environment.

Proof-of-concept demonstrations and prototype applications were developed in the
KIEMI project that illustrate how cost-effective, open, and modular solutions can be uti-
lized to improve the energy efficiency of buildings. Further, a decrease in overall energy
usage will lead to cost savings related to energy expenses and reduce the carbon footprint
caused by, for example, the heating, cooling, and air conditioning of buildings.

In the present world situation in 2023, the theme of the project, energy savings, is
especially topical, at least in Europe. The KIEMI project partners consisted of organi-
zations and companies who were able to take part in the pilot cases implemented dur-
ing the project by providing properties, equipment, sensors, and measurement data or by
acting as experts. The results of the project can be utilized by all those involved with the
energy and resource efficiency of properties and housing-related wellbeing as well as the
relevant private (companies) and public bodies (municipalities).



J. Harjamäki et al. /

Figure 2. Timeline of pilots in KIEMI.

The commitment of the project partners to the project activities was based on the
DMPP collaboration model developed in previous projects. In the KIEMI project, the
focal point of the partner-specific co-operation varied, depending on how the partner
wished to participate, and how they were able to contribute to the research. Collaboration
and contribution to the project pilot cases took place roughly according to the following
breakdown:

1. Identifying premises for use in the project (condition measurements in the prop-
erties)

2. Handing over existing property data for use in the project (interfaces with existing
property measurement systems)

3. Determining measurement needs and planning pilot cases together (tailored
needs for condition measurement of the target)

4. General development of condition measurement (developing sensor and mea-
surement systems in collaboration with project partner)

During the project a total of 23 different types of pilot cases were carried out related
to the energy efficiency and condition measurement of properties. The pilot cases con-
ducted during the KIEMI project as well as the prototype systems developed for them
and the technology testing have been reported extensively in the form of scientific ar-
ticles (several internationally peer-reviewed research publications). Figure 2 shows the
schedule of pilot case implementation by month and quarter over the duration of the
project. For interrupted pilot cases, the timetable describes the time interval during which
discussion and reflection took place.

3. Process model for prototyping: Descriptive model for the prototyping process
(DMPP)

The purpose of this section is to present how the selected process model has supported
the work within the projects. Our descriptive software process model for IoT prototyping
was introduced in [3]. The DMPP was developed during a previous project where the
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Figure 3. Process model for prototype development. Adapted from [3].

prototyping focused on one area. The DMPP was developed using the descriptive process
model (DPM) approach [11]. The basic concepts related to processes are role, activity,
resource, and artifact. The example is illustrated by a developer (role) involved in soft-
ware development (activity) using a programming tool (resource). The activity produces
some software (artifact) used in a prototype system. The process data for the model is
collected through interviews with the developers involved in the four different prototype
development processes. Four prototype development projects and their outcomes were
reported in several studies [12], [13], [14], [15]. The common factor in all of the studies
is that they present developed IoT prototype systems that gather data.

When the KIEMI project started, we noticed that this DMPP could be an acceptable
way to approach the subject. During the project, we actively searched for pilot cases (Step
0) where previously collected knowledge about prototyping IoT data-gathering systems
could be used. Figure3 presents the DMPP [3] including steps one to six. The pilot case
starts with an issue related to a suitable situation for the research group. The pilot case
ends after it has been presented to the customer and other reports have been published.
After the pilot case, there is also the possibility to add step 7 (Production proof mentioned
in 2.3) which consists of following up the procedure, e.g., client or someone outside of
the original pilot case group wishes to utilize the prototype or parts of it. The second
possibility is that the developed prototype system goes into production and needs further
support (this kind of situation is reported in [14]).

Figure 3 presents the DMPP model. The model includes six steps and the roles,
activities, and artifacts can be described as followed using the SW/HW framework [3]
and the DMPP [2]:

1. The first step starts from the requirements definition, a collaborative discussion
between the developers and the client. The client defines what kind of data would
be useful. The developer group starts to define the hardware and overall archi-
tecture of the system and how the data will be collected by the software. The
selected hardware mostly determines the software environment and tools used.
Benefit - Clarification of the problem item together with the customer. Limitation
- Does the development team have sufficient expertise in the subject area?

2. The outcome of the discussion is the first artifact: for example, the prototype
system requirements in the discussion notes. The developer group constructs the
first architecture model of the component interconnections. For example, in IoT
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systems, we describe the practice of how to define a system by reusing the sys-
tem definitions of previous prototypes. Light documentation has been found to
speed up stage completion, but may cause problems later if the system is put into
production.

3. The third step is the software/hardware prototype development made by the re-
search group including the project manager and SW/HW developers. The IDs’
representatives are involved in the development process in the role of instruc-
tor. In this step, the SW/HW framework is used as the guideline for selecting
the components for the prototype. The SW/HW framework gives guidelines and
speeds up development when the operating process of suitable components has at
least partially been thought through in advance. Reuse of components also makes
it easier when the number of background studies decreases.

4. The fourth step introduces the working prototype artifact, which consists of the
developed software and hardware components. Also, the interconnections of the
components are tested. The testing process overall is usually only the functional
testing of the prototype system. Additionally, the gathered data is inspected and
if possible, compared to the expected results. Another notable issue is the fact
that, if the system is later put into production, testing must be carried out more
thoroughly.

5. The fifth step includes preparing the outcome of the development process. Fur-
ther, this step includes presenting the prototype and its functionality to the ID.
The SW/HW framework can be complemented if necessary.

6. The sixth step is to publish the results, for example, the prototype system, col-
lected data, and analysis of the project. For example, in a university environment,
the the publication of results is important for supporting future research projects.

The process model in Figure 3 is a simplified presentation of the prototype devel-
opment process. It gives abstract instructions for the operation with defined steps to im-
plement the pilot case from start to finish. If all of the steps are performed, the level
of the outcome is predictable. The model is sufficient for developing a prototype, and
also makes it possible to add more activities if needed. For example, procedures such
as iterations, testing, and customer testing could be included in the process. Further, be-
cause the model is developed from university pilot cases, it combines two factors: soft-
ware/hardware prototype development and collaboration with customers. Both of these
are discussed in the following section when the usability of the DMPP in the KIEMI
project is evaluated.

4. DMPP utilization in the KIEMI project and technology transfer

The purpose of this section is to describe how the DMPP model was utilized in the work
process of the KIEMI project. This section also describes how different parties were
involved in the project, what kind of collaboration actions were taken during the DMPP
steps, and which technology transfer actions occurred during the work process. Figure 4
presents an overall picture of the project, collaboration, and DMPP process in the form
of the Business Process Model and Notation (BPMN, [16]).
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4.1. Project partners

In the overall picture (in Figure 4) four groups can be recognized in their own swimlane:

1. EU OP and its program documents and goals (via OP documents and goals) must
be taken into account for project content and implementation.

2. University within its third mission (TM) and its strategy (via University Strategy)
which gives guidelines for research group activities and publishing of project
work.

3. Project (like KIEMI) activities are carried by project team members (academic
researchers, AR) and activities can be divided into three sub categories:

(a) Project management (Management) is responsible for implementation of the
project plan (Project Plan) and reporting project results to the funding repre-
sentatives of EU OP (OP supervision) as well keeping track of research publi-
cations for university representatives (Research supervision). Project manage-
ment also acts as the selector of new prototypes in the form of collaboration
and pilot case actions.

(b) DMPP process (DMPP) and its six steps (1-6), which are linked to each other
and to collaborative actions with IDs via prototype and pilot case actions.

(c) Collaboration and Piloting (Collaboration/Piloting) which contains actions
and paths supporting DMPP process steps.

4. Collaborative Organization(s) are representatives of collaborating IDs and with
whom the content of prototypes and usage via pilot cases is co-created and co-
developed.

Technology transfer (and technology creation) takes place between AR and ID via
project work and the work process used in it.

4.2. The work process

In Figure 4 the work process of project work can be divided into the following actions
(one to eight):

1. The project starts when the project administration (Management) is organized.
The project administration defines/selects an appropriate pilot case (Select New
Pilot Case), the resources and actions required for the content, and launches the
pilot case (Start Pilot Case).

2. From the point of view of the project, a single collaborative pilot case starts
(in Collaboration/Piloting) with the invitation of the collaborator (Collaboration
Call) and the agreement on cooperation (Collaboration Ignition). For pilot cases
#17, #18, #19, and #23, invitations to collaboration IDs were sent via a 3rd party.

3. The first phase of the DMPP process (Discuss Requirements) starts when the
project has established contact with the collaborator (ID) and the actual discus-
sion of requirements and objectives begins (Requirement Discussion). For pilot
cases #17, #18, #19, and #23, we also received positive responses to collaborate.
The project utilizes the discussion base created in previous discussions (Achieved
Prototype Pilot Requirement Notes) as a basis for a new discussion. ID brings
their views (needs and support and available partners or technical vendors (TV))
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to the discussion. For example, needs can be related to certain sensors or mea-
surements and support can be related to the facilities where measurements are
made. This starts technology transfer actions between AR and ID/TV. The dis-
cussion will result in a decision to continue cooperation and (in a positive deci-
sion) the content of the next phase of the DMPP process, namely the requirement
notes (Prototype Pilot Requirement Notes).
As the discussion produces a positive decision (OK To Initiate Prototype Pilot?),
a pilot case (Prototype Pilot Ignition) and the third phase of the DMPP process
(Develop Software) will begin (Start Prototype develop). On the ID side, the cor-
responding decision (OK To Initiate Prototype Pilot?) to proceed initiates sup-
port for prototype development and supports prototype piloting activities. In the
event of a discussion producing a negative decision (or cooperation ending with-
out successful agreement), the pilot case is reported to the administration as in-
terrupted (Pilot Case Aborted), which then processes the interruption result. For
pilot cases #98 and #99, collaboration was ended in the first phase of the DMPP
process (Discussion).
§

4. In the third phase of the DMPP process (Develop Software), the prototype ar-
tifacts (software and hardware) needed in the pilot case are developed. The de-
velopment of the prototype (Develop Prototype (SW/HW)) is guided by the re-
quirements recorded in the previous phase (Prototype Pilot Requirement Notes in
Requirement Notes) and utilizes any artifacts (Development Artifacts) that may
have been generated in previous cases. Prototype development involves discus-
sions and exchanges of information (Technical Discussion) with the ID and TV
brought into the pilot case. New and advanced artifacts resulting from the pro-
totype development phase are introduced to artifact management (Manage Arti-
facts in Development Artifacts), representing the fourth stage of the DMPP pro-
cess. Pilot case #11 was an example of a case where both technology creation
and technology transfer occurred between AR and ID.

5. The completion of the prototype development phase (Prototype Develop Ready)
initiates the prototype pilot case execution phase (Execute Prototype Pilot in Col-
laboration/Piloting), where pilot case data and results are collected from the use
of the prototype at the pilot case site (received from ID). The data collected in the
prototype pilot case is included/added to the Development Artifacts (via Manage
Artifacts) generated in the third step (Development Software).
The piloting of a single prototype could take several weeks. For pilot case #19,
data was collected for a period of several months and data collection was moni-
tored online. On the other hand, pilot case #13 contained data for a period of over
one year and data was collected afterwards from ID’s database. The latter case
also contained technology transfer between AR and ID to tune up ID’s interface
about database metadata information.

6. At the end of the prototype pilot case (Start Prototype Presentation), the penul-
timate stage of the DMPP process, the preparation phase for the presentation of
the results is initiated. In this phase (Prepare Presentation in Prepare & Conduct
Presentation), the artifacts generated during the prototype pilot case are compiled
(via Manage Artifacts in Development Artifacts) into presentation materials for
the final stage of the DMPP process (via Manage publications in Presentation
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Slides) and the presentation of the materials to ID (Conduct Presentation in Pre-
pare & Conduct Presentation). In the preparatory phase, previous presentation
materials (Archieved Slides via Manage Slides) can be utilized. The presentation
schedule is discussed with ID (Call For Presentation) who gathers their team and
TV for the meeting (Receive Presentation in Collaborative Organizations(s)). The
presentation ends steps five and six of the DMPP process for collaboration tasks
(Prototype Presentation Ready). Pilot cases #17, #18, #19, and #23 were exam-
ples of technology transfer via a presentation and delivered report documents.
Case #23 also included a representative from ID’s TV side.

7. There is usually a feedback discussion (Ask Feedback/Give Feedback in Collab-
oration/Piloting) following the presentation (Prototype Presentation Ready) on
the results obtained from the use of the prototype and the implementation of its
piloting, as well as on the success of the collaboration. Feedback processing con-
cludes the collaborative pilot case (Pilot Case Ready) and technology transfer
actions between AR and ID/TV. Pilot case #10 contained a feedback discussion
where ID felt that the collaboration was very successful and they requested an-
other pilot case ( #16 in the list) after the issue for the target facility had been
solved thanks to the first pilot case.

8. At the end of the pilot case (Pilot Case Ready), the information is sent to the ad-
ministration (Pilot Reporting), which records the project indicators and progress
(via Project Indicators) for reporting to the EU OP financier (OP Supervision)
on the pilot case. The administration is also responsible for sharing the research
results (Research Reporting) through communication channels (via Project Pub-
lications) and to the university (Research supervision via Research Publications).
Actions for communication tasks are also reported to the EU OP financier (OP
Supervision).
Artifacts and publication slides generated in the DPMM process may be pub-
lished or distributed in connection with the news blog. Pilot cases #17, #18, and
#19 were examples of (one way) technology transfer via news blogs for any other
ID or individual interested in the topic.
When a single collaborative pilot case has ended, management decides on the
need for another pilot case (Is Project Completed?). Once the required number
of prototypes and their piloting work have been completed (or project time is
coming to an end, it leads to the final tasks and the end of the project.

5. Pilot cases in KIEMI

The purpose of this section is to present the background or characteristics related to the
pilot cases (comparison table) as well as to compare the activity levels of collaboration
associated with the pilot cases.

Table 1 contains pilot case specific reference parameters. Pilot cases are numbered
with a running identification number according to their starting time (see pilot case time-
line in Figure 2). Comparative data has been compiled for each pilot case using six pa-
rameters. The User Group parameter describes the classification of the piloting target.
Options include company (A), public operator (B), entity (C), and others (D). The Stake-
holders parameter describes the classification of parties who joined the piloting target.
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Table 1. Properties of pilot cases in the KIEMI project

Alternatives include subscriber (E), users (F), technical vendor (G), and developer (H).
Several parties may have been involved in the piloting. The DMPP usage parameter de-
scribes the number of steps in the DMPP process utilized at the piloting site. Each pilot
case may have utilized one or more, or even all of the steps. The OTS used parameter
contains information on whether off-the-shelf components were used in the pilot case.
The Publish content parameter includes information on whether the results of the pilot
case were released in a transparently available format through a research publication (X)
or project news blog (Y) or both. Some pilot case results were only handled internally.
The Collaboration activity level parameter describes the collaboration activity of ID
during the work process (in Fig. 4). For a couple of pilots some information was not yet
available during the writing of this paper and that information is marked with (*).

5.1. Pilot cases with high-level collaboration

In high-level collaboration, the counterpart (ID) demonstrates active cooperation at all
stages of the work process. ID brings to the discussion stage a view of the features re-
quired for the prototype and its operating environment. ID also demonstrates its inter-
est in the technical content of the prototype resulting from the development phase and
is involved in the processing of observations made during the pilot case phase. In high-
level cooperation, ID shows interest in the content of the results (report) and highlights
their views on the exploitation of the results. It is clear that ID benefits from high-level
collaboration in many ways.
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Pilot case #10 is a good example of high-level collaboration. The target was a day-
care center, which had received feedback about poor air quality inside the building. The
first target was to measure the temperature, humidity, and CO2 values at different times
and report the readings to the partner. The first results showed that at certain moments the
temperature and CO2 values had risen. During the early phase meeting where the results
were shown, we decided with the partner(ID) to continue and expand the pilot case. Ex-
pansion meant contacting the air conditioning equipment supplier(TV). This gave us an
interface with the air conditioning system. In addition, they expanded the sensor number
and type to collect data that was more specifically environmental. Our project team also
used the previously developed visualization tool to this pilot case.

Outcome: This was the widest pilot case with several partners(TV and ID), using
previously used and developed components.

5.2. Pilot cases with mid-level collaboration

In mid-level collaboration, the counterpart (ID) is involved at the beginning and end
of the work process and in some way also involved in the development content of the
work process. ID support may be required, particularly in situations where part of the
prototype content is sourced from an ID-managed data source. In general, ID benefits
from mid-level collaboration, at least from the perspective of external testing obtained
for its own functions.

Pilot case #13 can be used as an example of mid-level collaboration. In this case
ID had a vast amount of facilities at their disposal and they had already implemented a
data sensor system and were using data analysis tools via their TV. For the pilot case, ID
allowed AR to use their data (collected by ID’s TV) for AR’s tools to produce another
kind of analysis from the data. ID did not participate in the actual SW development, but
the use of data via ID’s API during piloting required technical discussions. The benefit
for ID from the piloting case was related to experience gained about their API and the
knowledge received via the pilot case report.

5.3. Pilot cases with low-level collaboration

In low-level collaboration, the counterpart (ID) is involved in the work at the beginning
(Discuss Requirements) and end of the process (Presentation Slides). In these cases, the
project team has most often conducted a search for actors interested in collaboration and
provided the test target, giving the ID the opportunity to obtain new information about its
application through the report. Thus, AR also provides technology transfer to ID. For a
project, low-level collaboration can also be beneficial. Piloting over a longer time period
does not necessarily burden the project staff and the results obtained from the pilot case
can be very useful for demonstrating the functionality of the prototype.

Low-level collaboration is also no obstacle to publicizing the results of the project -
on the contrary, for example pilot cases #17, #18, and #19 (entities as user groups) and
the disclosures generated from their results have contributed to the local visibility and
reputation of the project. The presentation materials have also been utilized to obtain
new, higher-level collaborative cases.
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5.4. Failed pilot cases

In addition to the above levels of collaboration, it is also useful to point out exceptions
where piloting collaboration ended or was interrupted. In the work process, piloting can
usually be interrupted only in its initial stages.

The reason may be ID’s reluctance (or resource shortage) to initiate collaboration.
ID is not interested even in free piloting if it does not promise immediate benefit; in
practice, however, that requires some involvement. Piloting may involve TV on ID’s part,
which is necessary but TV is reluctant (similar to ID’s own reluctance).

Another reason may be that something comes up during the discussion stage (Dis-
cuss Requirements) that makes it impossible to continue or not meaningful to continue
the piloting.

Even after progressing to the technical stage of the DMPP process (Develop Soft-
ware), a situation may arise where a developed prototype is found to be unworkable.
From the point of view of collaboration, the work process is interrupted, although from
the point of view of research, a non-working prototype is also part of the results of the
research. If the idea works, the hardware can be replaced with more suitable hardware in
the next iteration round.

Pilot cases #98 and #99 are examples of cases where collaboration was interrupted.
In case #99, ID was interested in collaboration, but access to required data was managed
via ID’s TV’s API and TV had little or no interest in collaboration. For case #98, ID was
also interested in collaboration. During the discussion stage AR noticed that it would be
too difficult to produce data in such a form that would work for ID’s needs. In both cases
proceedings (in discussion stage) were paused and finally project management decided
to shelve the piloting case.

It is worth mentioning that in the work process there were also some cases where
project management was asked to help to communicate with ID to make sure that the col-
laboration would continue. Interruptions in collaboration cause serious harm to the work
process. For example, due to material limitations, when the test equipment is reserved at
one site, the next piloting target cannot be handled.

6. Usability and evaluation of DMPP in the KIEMI project

The DMPP was developed for the production of prototypes at the university. The goal
has always been to produce scientific results from the prototypes. The research group is
from non-commercial institutions and therefore the focus is not on achieving financial
goals. This subsection clarifies the advantages of different phases of the DMPP. The
KIEMI project used the DMPP model to create prototypes together with collaborative
partners. This project and its approach to the subject through prototyping demonstrated
the functionality of the DMPP model, especially in prototyping projects like this one.
The suitability of the different phases of the DMPP model can be assessed through the
KIEMI project pilot cases as follows:

Discuss requirements: Most pilot case projects involve an external partner(ID)
when discussing objectives. The level of collaboration varies a lot. In low-level collabo-
ration e.g., in pilot cases #19 and #22, the partner provided the premises to perform the
measurements. The partner does not make any special requests. The output for the part-
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ner is a report which may lead to further actions. If the collaboration is closer, as when
the partner takes part in further discussions, the starting point is also directed more by the
partner. In these cases, the partner mostly has some issue which should be researched,
e.g., they have been notified of poor indoor air quality (pilot case #10). Usually in these
cases, the original task assignment expands during the pilot case and more partners join
in. The DMPP is suitable for this kind of activity because the non-commercial leader –
the university research team – is focused on research goals rather than financial goals.
Further, the additional research/technical goals set by partners are shown to be applica-
ble to the operation of the model within the iteration rounds. The best example of this
kind of activity is pilot case #10 where the university research team led the pilot case
and collected the necessary partners (e.g., ventilation technology supplier and building
caretaker).

Requirements notes are an important part of documentation and their main purpose
is to guide the pilot case in the selected direction. The usage of the DMPP shows the
advantage of ”light documentation” for getting things started; the usage of previously
defined architecture models and device configurations also speeds up the operation. The
term ”light documentation” also means the reuse of the technological choices and def-
initions made in earlier pilot cases. The exception is pilot case #23, where the final re-
port included a section on desired goals. Internal requirements are also mentioned in
several cases, e.g., the research group wants to change or update some specific feature.
The ”light documentation” idea is based on the ”Some Things Are Better Done than De-
scribed” [18]. Light documentation and process modeling is focused on the university
and other research institution environments where the aim was prototyping rather than
the development of commercial products. Of course, this leads to a larger amount of
work if technology transfer to some partner starts from the prototype.

The Develop software phase uses the artifacts of previous requirements as a loose
guideline. For example, UI [19] and backend [20] software developed in pilot case #09
were used in all subsequent pilot cases (excluding #11). In the DMPP, changes to the
requirements are possible if it is seen to be of some benefit. Further, the requirement
changes were not normally discussed with partners unless something was needed from
them. The DMPP does not set requirements for the software or hardware components
used, but we noticed that the usage of off-the-shelf components accelerated prototype
development. The second advantage of these kinds of components is the ability to vary
the prototype solutions when we have to conform to the requirements of the selected
components.

Development artifacts are typically fully working prototype systems which are also
the main goals of this phase for the DMPP. In the KIEMI project, this phase usually in-
volved installing the prototype to collect data at a target provided by the partner. Most
of the prototypes were working SW/HW prototypes, but there were also only SW pro-
totypes for analyzing and visualizing the customer’s collected data (#12 and #13). The
main purpose of the DMPP is to produce a working prototype and therefore only the
main functions of the prototype are utilized. Additionally, the documentation or testing
could be done only partially. This kind of approach speeds up the development but could
slow down the technological transfer later on.

The Prepare & conduct presentation phase is for reporting the results. In longer
projects we noticed that the document reuse of skeleton reports accelerated this phase. In
pilot cases #20 and #23 of the final phase of the KIEMI project we collected a skeleton
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report from pilot case #19. This automation sped up the reporting phase. This shows that
when using the DMPP model, reporting will mostly include the same components.

Presentation and publishing of the results are the last phase in the DMPP. In suc-
cessful pilot cases the partners are usually interested in further developing the prototype
and the technology transfer will continue from this point. One significant advantage of
the DMPP is the ultimate purpose of publishing the scientific material (pilot cases #03,
#09, #10, #11, #15, and #16 have been published) and other public material from the
pilot cases.

Overall analysis and DMPP’s suitability for projects were shown in the KIEMI
project. Two approaches were used in the project: the software development style and
collaboration style. The DMPP is able to connect both styles. The project was shown to
be successful for university-enterprise (AR-ID) collaboration in the context of prototype
development. Further, based on the results in creating usable prototypes, the model can
be seen as a success.

7. Conclusions

RQ1: Collaboration. How was university-enterprise collaboration executed in prac-
tice using the DMPP? The DMPP process was part of a project (Fig. 4) where the con-
tent was guided by the objectives set for the project (Management) and an individual
prototype was made through collaboration (Collaboration/Piloting). The DMPP process
was in the background (invisible to ID), but it was able to provide support for collabo-
ration (AR-ID) through all of its six phases. The ability of the DMPP process to support
technology transfer was highlighted in phases 1, 3, 4, and 5.

For Step 2 (Requirement Notes), the content was usually only left up to the project
team (AR). Regarding companies (ID and their TV), it is unknown whether they had one
of their own similar methods in place. At the very least, communication (emails) enabled
ID (and their TV) to receive and store requirement-related data.

As far as Step 6 is concerned, ID received a report on the content and results of most
pilot cases. For pilot cases where content was distributed through open channels (such as
Project news blogs and Github in Presentation slides), ID (and TV) had the opportunity
to catch up, not only with their own content, but also the content of other pilot cases.

The collaboration also demonstrated that university and corporate representatives
have a very different view of technology, and therefore of pilot cases as a whole. Espe-
cially in small companies, the desire and ability to recognize the value and benefits con-
tained in the prototype is often low, and the university needs to convince the collaborator
of the benefits of a prototype that requires effort on their part.

In a longer-term project, it should be considered whether each prototype is intended
for actual technology transfer or whether that stage will only come when satisfactory pro-
totypes have been achieved. In practice, the project requires that pilot cases at the begin-
ning of the project are conducted mainly with organizations offering test environments
and only at the end does the content begin to involve technology transfer.

There was no investment in cost calculations or business models in the design of
university prototypes and this may have contributed to the amount of interest shown by
companies. To improve collaboration it is good to add a point where the company pro-
vides a (suitable general level) assessment of the prototype as well as the associated re-
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turn on investment (ROI). With the feedback received, the research team would accumu-
late expertise in designing the next prototype and opportunities to produce a result that is
of more interest to the company. The ability to produce prototypes valued by companies
is a significant strength and advantage for a university operator that organizes projects. It
is also an advantage for future project partner searches.

RQ2: Reusability. How did the reusability of the artifacts in the DMPP steps
support the workflow of the pilot case? The use of the DMPP model led to the reuse
of artifacts when the mode of operation remained the same even though the pilot cases
changed. In the prototypes, we mainly used the same software and hardware components
that had been used before. Further, we also always tried to introduce some new compo-
nents , because this increased knowledge and expanded component-based variation. The
DMPP uses light documentation to speed up prototype development, but we noticed that
separate phases in different pilot cases started to contain the same type of documents.
Therefore, the conclusion is that the DMPP leads to re-use of skeleton documents in
different pilot cases.

The findings of the research presented above represent the context of a Finnish uni-
versity and it would require more research to obtain universally applicable results. How-
ever, these observations and findings provide the basis for the possibility to extend the
research to an external comparison between universities in different countries.

8. Summary

This article focused on the KIEMI research project conducted at the Pori Unit of Tam-
pere University during 2019-2022. The project used the earlier developed Descriptive
Model of Prototyping Process (DMPP) to guide university-enterprise collaboration. The
project consisted of several pilot cases and prototypes, which were made in collaboration
with companies, and offered real-world problems. This article reviewed and evaluated
the suitability of the DMPP for this topic. The article dealt with the collaboration be-
tween university and enterprises, and reusability within the DMPP. The paper presented
several pilot cases made in KIEMI, and described the usage of the DMPP. Finally, the
paper evaluated the model, presented some of the challenges faced, and discussed future
research topics.
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