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ABSTRACT

User logging and analysis can be an important task in the domain of 360-degree video
applications. This thesis studies what user logging in 360-degree video domain is, the
reasons behind it, and how to do it efficiently.

The first contribution of the thesis is a definition of 360-degree video user logging,
and a categorization for the different reasons for doing it. The study material used
is scientific literature and company needs from five companies operating in the field.
According to the thesis, the most popular reason for logging 360-degree video users
is "viewport-adaptive streaming, transmission optimization, and saving bandwidth".

Despite the general benefits of log servers and databases, the related scientific
implementations have not widely adopted them. Thus, the second contribution of
the thesis is a reference architecture aimed at efficient distributed user logging and
analysis. The reference architecture is used as a base for practical logging and analysis
solutions. The solutions implemented are compared to those found in the related
scientific literature. The comparison suggests that using publish-subscribe protocol in
the logging of 360-degree videos users is a relatively novel approach, and the benefits
of databases are also highlighted.

Different methods for user log analysis are studied with the emphasis on real-
time visualizations. The third contribution of the thesis is real-time visualizations
implemented using two approaches and the comparison of these to implementations
made by other authors. The first approach is by drawing visualizations over 360-
degree video during video playback and the second approach is by making traditional
chart visualizations. The analysis needs of the five companies operating in the field are
reflected against the visualizations implemented. A comparison to the state-of-the-
art related research reveals that real-time 360-degree video user analysis visualizations
are not common.
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TIIVISTELMÄ

Käyttäjien lokittaminen ja analysointi voivat olla tärkeitä tehtäviä 360-asteen videoita
hyödyntävien ohjelmistojen kehityksessä. Tässä väitöskirjassa tutkitaan, mitä tarkoit-
taa käyttäjien lokittaminen 360-asteen videoiden yhteydessä, miksi sitä tehdään ja
miten sitä voidaan tehdä tehokkaasti.

Vätöskirjan ensimmäinen kontribuutio on määritellä mitä tarkoittaa 360-asteen
videoiden käyttäjien lokittaminen ja luokitella syitä sen tekemiselle. Materiaalina
käytetään tieteellistä kirjallisuutta ja viiden alalla toimivan yrityksen tarpeita. Väitös-
kirjan mukaan yleisin syy 360-asteen videoiden käyttäjien lokittamiselle on "kat-
seluikkunaan mukautuva suoratoisto, lähetyksen optimointi ja kaistanleveyden op-
timointi".

Vaikka lokituspalvelimet ja -tietokannat ovat yleisesti hyödyllisiä ja tunnettuja
ratkaisuja, niitä ei juurikaan käytetä 360-asteen videoiden käyttäjiin liittyvässä tutki-
muksessa. Väitöskirjan toinen kontribuutio onkin viitearkkitehtuuri tehokasta ja ha-
jautettua käyttäjien lokitusta ja analysointia varten. Tutkimuksessa tehtiin suunnit-
teltuun viitearkkitehtuuriin perustuvia käytännön toteutuksia, joita verrataan tieteel-
lisestä kirjallisuudesta löytyneisiin saman aihepiirin toteutuksiin. Viitearkkitehtu-
urin erityispiirteenä on julkaise-tilaa-protokollan käyttäminen 360-asteen videokat-
sojien lokittamisessa, mutta myös tietokantojen käyttämisen edut tuodaan esille.

Lisäksi väitöskirja kertoo erilaisista tavoista analysoida käyttäjälokeja painotuksen
ollessa reaaliaikaisissa visualisoinneissa. Kolmas väitöskirjan kontribuutio on reaali-
ajassa toimivat käyttäjälokeihin perustuvat 360-asteen videon päälle piirretyt visual-
isoinnit sekä perinteiset kaaviot. Viiden alalla toimivan yrityksen tarpeita peilataan
toteutettuihin visualisointehin. Vertailu alan viimeisimpään tutkimukseen paljas-
taa, että 360-asteen videoiden päälle piirrettävät reaaliaikaiset visualisaatiot eivät ole
yleisiä.
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1 INTRODUCTION

In recent decades, the volume of logged data has increased; new log sources and new
IT environments have emerged [24]. These new log sources include Cross Reality
(XR) related technologies, such as 360-degree video applications. User logging can
be an important feature for multiple parties in 360-degree video domain [26, 84, 85,
145]. However, there is not much research available about the architectural needs
of logging and analyzing 360-degree video watchers.

The main motivation of the research conducted comes from the need to develop
software for 360-degree video domain. To develop and to change the content of the
software, it is important to know what the users do while using that software. Some
example applications of user analysis include improving video content by getting
insight about the most popular parts of the video, superimposing advertisements over
videos, transferring only the needed parts of video in high quality, replaying viewing
sessions, etc. Some of the applications require an efficient architecture because of
real-time analysis requirements. In addition, logging can be used to save the effort of
developers who need to repeatedly test 360-degree video applications using special
equipment. Applying logs to applications that are under development could partly
remove the need for constant manual testing.

Efficient logging is important. One way of improving efficiency is to use a dis-
tributed architecture that supports simultaneous data collection from multiple users.
That way, the need to collect and combine local log files can be omitted. With a
proper solution, the log data is immediately and efficiently available for analysis.
Surprisingly, many 360-degree video user logging related studies use an architecture
that supports only local log collection.

1.1 Research Questions

The thesis answers the following research questions:
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• RQ1: What is 360-degree video user logging and why do it?

• RQ2: How to support 360-degree video user logging via development of effi-
cient architecture?

• RQ3: How to efficiently visualize 360-degree video user logs?

RQ1 is a relevant question because there is scientific literature that uses 360-degree
video user logging related terminology but the terminology is not well defined and
the author is not aware of a proper definition for 360-degree video user logging. The
latter part of the question makes the question slightly more practical and emphasizes
the importance of logging by directing the answer towards the concrete reasons for
logging that can be found in the literature and in real-life company cases.

Logging is not possible without technology so RQ2 is directed towards the tech-
nical solutions of collecting 360-degree video user logs. 360-degree video user logging
has its own characteristics and logs can be collected in many ways, but the author
concentrates on efficient options. Efficient logging means, in this case, a log collec-
tion architecture that supports, for example, simultaneous usage, low latency, high
performance, re-use, is generally easy to implement, and stores the data so as to be
available for both real-time and non-real-time analysis.

Since logging alone is rarely highly beneficial and many of the advantages of log-
ging are gained via log analysis, RQ3 is an important part of this research. It can be
seen as a continuation of RQ1 since the answer of RQ1 lists reasons for analyzing
logs, from which the answer to RQ3 continues by studying the visual presentation of
360-degree video user logs. The question is further scoped towards efficiency which
links the question to the aspects of RQ2.

1.2 Research Overview

This thesis is based on the work accomplished on the research projects LiquidIoT
(2016), on deploying software to IoT devices, 360 Video Intelligence (360VI) (2017–
2019), that concentrated on software development related to 360-degree video ap-
plications, and CityIoT (2020), that was about IoT in the smart city context, but
the emphasis is clearly on 360VI. Additional details of the projects can be seen in
Table 1.1. The author’s task in 360VI was to develop applications for data produced
by 360-degree video analysis algorithms. Such data can be, for example, object de-
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Table 1.1 Projects on which the thesis was done.

Project Main Idea Funding

LiquidIoT1
To develop concepts, technologies,
and prototypes for programmable

IoT devices.
Nokia Corporation

360VI To develop solutions to support
360-degree video applications. Business Finland

CityIoT2
To develop a solution for

integrating data from separate silos to
support digitalization in a smart

city context.

European Union
(European Regional
Development Fund)

tection analysis results. This resulted in Publication I (PI) on the essential needs of
software development for 360-degree video applications. According to the results,
there was a need to analyze the behavior of users of 360-degree video applications
while they watch 360-degree videos. The data for the behavioral analysis could be
collected via logging. Then, to identify the state-of-the-art in logging research, Publi-
cation II (PII) studied the role of logging in scientific Virtual Reality (VR) literature
using systematic literature review as a research method. One finding was that user
logging related technical details are rarely explained in VR studies.

If Publications I and II provide background and justification for the thesis, the
rest of the publications compose the technical part. First, in Publication III (PIII),
the author developed a 360-degree video user logging system that uses Hypertext
Transfer Protocol (HTTP) as a log transfer protocol, stores logs in a database, and
can draw log visualizations over the video. Due to disadvantages of HTTP, the
author next explored other protocols. After considering the options and getting some
hands-on experience in using Message Queuing Telemetry Transport (MQTT), it
started to seem like a promising solution. The selection of MQTT, often used in the
IoT context, is supported by Publication IV (PIV) comparing MQTT and HTTP.
Publication V (PV) presented an improved version of the logging system of PIII by
replacing HTTP with MQTT and reporting user log analysis, such as calculating the
most popular areas of the video. The problem of the logging and analysis system was
that the implementation required custom code which had a negative effect on the

1https://webpages.tuni.fi/livelykernel/LiquidIoT.html
2https://www.cityiot.fi/english
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generality. Finally, Publication VI (PVI) aimed to solve the problem by presenting
an alternative solution for logging and analyzing 360-degree video users using a more
general approach where the architecture is based on an IoT related data integration
platform. Design Science Research methodology was used in Publications III–VI.

The research questions formulated for the introductory part of the thesis (mean-
ing Chapters 1–10 not including Publications I–VI) could not be directly answered
only with the included publications; answering required further research. The in-
troduction is not only a summary about the publications but also includes a more
profound and a far-reaching discussion to answer the research questions. In addi-
tion, the introduction has a role in gathering and summarizing the information of
the publications to compose an understandable whole.

The answers to the research questions have been structured in the following way.
The answers related to RQ1 provided by PII have been complemented with further
research reported in Chapter 4. RQ1 is answered by combining a literature review
with the experiences from the company cases of 360VI. Chapter 5 answers RQ2
by presenting a general reference architecture for 360-degree video user logging and
analysis whereas publications PIII–PVI concentrate more on the technical details
of the solutions implemented. Design Science Research methodology was used to
answer RQ2. RQ3 is not directly answered in any of the publications included; it
is answered in Chapter 6, for example, by summarizing the visualizations imple-
mented for the publications included – PIII, PV and PVI. Design Science Research
methodology was also used in answering RQ3.

1.3 Structure of the Thesis

The rest of the thesis is structured as follows. Chapter 2 starts with the basics of 360-
degree videos and 360-degree video application development. Further, it introduces
user logging, user logging architectures, and 360-degree video user logging systems as
a distributed system. The chapter also introduces some related architectural topics,
such as architectural styles and log storage techniques. Analysis and usage of log data
are discussed, for example, by describing different analysis methods. The chapter
finally summarizes the 360VI project, and points out the gap in related research.

Chapter 3 presents the research approach and methods adopted. It introduces
Design Science Research methodology and presents a systematic literature review,
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etc., in addition to summarizing the research process and pointing out which research
questions each publication has a part in answering.

Chapter 4 is the first chapter addressing themain results of the thesis. It studies the
scientific literature and company cases of the 360VI project to find out a definition
for user logging in 360-degree video domain and the reasons for doing so (RQ1).

Chapter 5 concentrates on logging architectures by presenting a reference archi-
tecture based on the requirements derived from the reasons for logging (RQ2). The
chapter lists logging solutions found in the related scientific literature and compares
the architectural solutions of the publications to these.

Chapter 6 reasons and presents the visualizations implemented during the re-
search (RQ3). The implemented visualizations are compared to visualizations found
in the related scientific literature.

Chapter 7 discusses related work. The chosen aspects include, for example, VR
software development, 360-degree video user logging and analysis, and user logging
architectures.

Chapter 8 summarizes the results in light of the research questions. It also dis-
cusses the limitations of the thesis and contemplates ideas for future work.

Chapter 9 concludes the thesis by summarizing the contributions made. There-
after follow the publications forming part of the dissertation in their original format.
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2 BACKGROUND

This chapter defines the key concepts and forms the theoretical background of the
thesis. 360-degree video is the central topic that motivates the connection of the
other topics, such as software development, user logging, distributed systems, logging
architectures, and databases. This chapter also introduces the research project 360VI,
where most of the research work was done, and it points out the gap in the related
research.

2.1 360-Degree Videos

360-degree videos have recently gained popularity [1, 116, 117]. These are omni-
directional videos, where the viewer is located inside a 360-degree sphere with free-
dom to choose the viewport direction, as opposed to traditional videos, where the
viewport is static and shows only one direction. The majority of 360-degree videos
are typically viewed on computers, handheld phones, and head-mounted displays
(HMD) [116]. Smolic and Kauff [131] define 360-degree videos as an extension of
the planar 2D image plane to a spherical (or cylindrical) image plane, where video is
captured at a certain viewpoint in multiple directions. According to Corbillon [25],
360-degree video is captured with an omnidirectional camera.

Using an HMD offers an immersive way of watching 360-degree videos. HMD
is a wearable display device consisting of an optical system in a helmet with displays
located in front of the user’s eyes, creating an illusion of depth [128]. The sensors of
the HMD sense the head movements of the user, which will lead to corresponding
updates in the direction of the viewport shown. Modern smart phones offer a rela-
tively cheap way to create an HMD since a smart phone can be a part of an HMD
acting as the screen in front of the user’s eyes. Such products include Samsung Gear
VR and Google Cardboard. These low-cost products partly explain the reason of
the recent popularity of 360-degree videos [20].
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HMDs are not the only way to watch 360-degree videos. For example, many
websites include 360-degree videos where the user can direct the viewport using tra-
ditional desktop input devices, such as a mouse. Similarly, handheld smart phone
applications may have a 360-degree video player where the phone orientation de-
termines the viewport seen. Handheld applications make it easy to view 360-degree
videos with mobile devices with no need for often cumbersome HMD.

In this thesis, 360-degree video is sometimes discussed in the context of virtual
reality (VR). The reasons for this are that 360-degree video and VR domains are
often discussed in the same context [52, 26, 63, 145, 9, 124], there seems to be more
literature available on VR domain, and some of the VR literature is applicable to
360-degree video domain. One example of the shared context of 360-degree videos
and VR is that many 360-degree video publications explicitly discuss the use of VR
technology. Another example is that Google VR Software Development Kit (SDK)
includes tools for both VR and 360-degree video application development. VR can
be defined as "a real or simulated environment in which a perceiver experiences telep-
resence" [134]. Like 360-degree videos, VR often requires special hardware, such as
HMDs, including body tracking sensors and features so that the VR environment
can respond to user activities, such as head movement. The main difference between
VR and 360-degree videos is that, VR content is often a computer-generated 3D
world, where users have more freedom to move and perform other actions, whereas
360-degree videos are less flexible video material. By using the taxonomy of Milgram
and Kishino [91] one can think that world is unmodeled and there is a lack of abil-
ity to move within the world in 360-degree videos. 360-degree video allows three
degrees of freedom (3DOF) (yaw, pitch, roll), whereas more immersive VR allows
six degrees of freedom (6DOF) (yaw, pitch, roll, x, y, z). However, there are also
specialized cases of simulated 6DOF in 360-degree videos [65].

Another related concept is augmented reality (AR). AR is something that com-
bines real and virtual, is interactive in real time, and is registered in three dimen-
sions [6]. AR has recently become popular due to mobile phone games and other
applications that use cameras to augment real world footage with interactive graphics
in real time. AR applications use video footage but usually not 360-degree videos.
Similarly to VR, AR often allows more degrees of freedom than 360-degree videos.
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2.2 360-Degree Video Application Development

By 360-degree video applications, the author refers to applications having a 360-
degree video player that can play 360-degree videos in spherical mode. The applica-
tions may be accompanied by other features, such as visualizations over the video.
An example application could be an educational mobile phone application that can
be used for watching 360-degree videos about driving a car so that the watcher is sit-
uated inside the 360-degree sphere as if he or she were actually in the traffic situation.
Then it would be possible to give feedback to the user based on his or her actions
by visually emphasizing the objects that should have been noticed while watching
the video. Another example application could be a media library where the user
can choose 360-degree videos from the library menu while simultaneously watching
videos. However, the application may also be simpler. It may be just an application
with a simple 360-degree video player and possibly some traditional text placed next
to the player.

Developing 360-degree video applications benefits from 360-degree video SDKs
since they often offer an easy way to add a 360-degree video player and related func-
tionality to applications. SDK can be defined as "a set of development tools that
allows a developer to create applications for a certain software package and hard-
ware platform. SDKs differ in terms of their programming languages, their libraries
and API support" [113]. Thus, 360-degree video SDK is an SDK that helps develop-
ing 360-degree video applications. A 360-degree video SDK can, for example, offer
an API that helps create a video player that can adapt to view orientation while play-
ing spherical videos. Another useful API feature is accessing view orientation data
that enables logging view orientations of users. The 360-degree video user logs allow
user analysis as suggested in Publication PI.

A few 360-degree video SDKswere experimented with during the research. Google
VR SDK1 was used in Publications PIII, PV, and PVI to implement a mobile appli-
cation with a 360-degree video player. The SDK offers a class (called VrVideoView)
for adding a 360-degree video player to an Android application. The video player
has basic controls, such as play, pause, volume controls, skip, full screen mode, etc.
It supports both handheld and HMD usage. The advantages of Google VR SDK
include light weight and a relatively gentle learning curve for programming. On

1https://developers.google.com/vr
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the other hand, Google VR SDK is a relatively low-level tool that does not offer a
wide-range of features. Krpano2 offers another approach for making a 360-degree
video player. It is a small and flexible JavaScript library for adding 360-degree videos
to web pages [78]. There are multiple plugins available for extending the features of
Krpano. Unity3 is a popular 3D game development platform. The default approach
for making a 360-degree video player in Unity is to set a 360-degree video as a tex-
ture for a spherical shape inside of which the video watcher is placed. Unity is a
versatile tool that allows advanced features to be implemented relatively easily, but
it can be rather complex. The author experimented with Krpano and Unity 3D in
Publication PIII.

2.3 User Logging

One software logging study used dictionary definitions to define "log" [31]. It has
been defined as a record of performance, events, or day-to-day activities [34]. An-
other definition is as a regular or systematic record of incidents or observations [35].
Those definitions work well in the software engineering domain. Logging is an im-
portant software engineering task since logs can be used for various kinds of analysis,
such as application, network, and server monitoring, optimization, error debugging,
vulnerability assessment, etc. [24].

On a technical level, a log message is a computer-generated message containing
information about the events of a specific system. Log messages need to be stored
somehow. A simple way is to write log messages into a log file that can be a simple
text file, but this may not suffice for all purposes. A log message typically contains
a timestamp, data source, and actual data [24]. Logging often lacks formal practices
and systematic design [123].

Logging in general is an important software engineering practice, but there are
only few definitions available for user logging. Nielsen [103] mentions that "Nor-
mally, logging is used as a way to collect information about field use of a system after
release, but logging can also be used as a supplementary method during user testing
to collect more detailed data." One attempt to define user logging is as follows: "The
recording of a set of user actions, often by means of automatic recognition of events

2https://krpano.com/home/
3https://unity.com/
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related to user activity, for example, touching a sensor or moving into a controlled
area." [10].

Common log sources have been categorized to include operating systems, net-
work daemons, network infrastructure, and applications [24]. While the term user
logging is not actually used, it is noted that application logs may include user activity
data [24]. User (activity) logging can therefore be considered a common logging ac-
tion, which is also supported by the use of the term logging in the human-computer
interaction literature [103], despite the original meaning of logging as a debugging
method [137].

It is good to note the following remark by Chuvakin et al. [24]: "Many of the
terms used in logging, log analysis, and log management – including these very terms
we just used – have vague, misleading, or multiple meanings." Further, the concept
of logging has expanded from tracing statements assisting in troubleshooting and de-
bugging to a broader concept of telemetry, where the production environment events
continuously stream data to the monitoring dashboards of software engineers [11].

As a summary about the terminology, while the dictionary definitions for log-
ging fit well into software engineering domain, and there are some definitions for
user logging, logging related terminology in general is vague. The term logging has
evolved from debugging and troubleshooting methods to have a broader meaning.

Software users have generally been logged in different domains, and for various
reasons. For example, in human-computer interaction work, logging can be used to
obtain statistics about the use of a system after the release or during user testing [62].
Runtime traces have been analyzed for improving architecture, performance, design,
and usability in agile software development [125]. Many authors discuss tracking and
analyzing users in web [19, 22, 92]. Logging techniques include manual implemen-
tation, automatic instrumentation, aspect-oriented programming, alternative library
implementation, and monitoring the execution environment [138].

This thesis concentrates on a sub-task of user logging. The main idea is to the log
view orientations of 360-degree video viewers by using the sensors of mobile devices
as a data source. The idea is scoped by the needs of the companies involved in project
360VI so that the aim is to collect logs for user analysis for various applications
where view orientations are important. The primary aim does not include logging
user actions, such as pressing pause or play, although logging such actions could be
included relatively easily.
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2.4 Implementation and Architectural Issues

This section introduces implementation and architectural design issues of a 360-
degree video user logging and analysis system. The main aspects are distributed
systems, architectural styles, general logging architectures, data storage, and data
processing.

2.4.1 360-Degree Video User Logging System as a Distributed System

A computer system composed of many networked geographically dispersed com-
puters is often called a distributed system [133]. There are four goals in making
distributed systems: (1) sharing common resources, (2) hiding implementation de-
tails, (3) openness, and (4) scalability [133]. In the context of this thesis, the first
goal is the most important because there is a need to share a dataset in some common
reasons for analyzing 360-degree video users. The data is shared so that it is possi-
ble to produce analysis results based on the shared dataset collected from multiple
users. A common way to share such a dataset is to make it available via log server
with database. There is also a need to hide implementation details because end-users
(for example, video viewers in the context of this thesis) should not generally need
to worry about technical implementation details, such as the address of a logging
server. The third goal is relatively important – there is a need for openness because
development is often easier when components can be easily used by, or integrated
into other systems. For example, the ability to easily change a database may be im-
portant if the needs of logging or analysis change. Finally, it is advisable to prepare
for scalability needs because the number of 360-degree users and related log data is
expected to grow in the future. For example, a ready-made general and scalable solu-
tion, such as a data integration platform for IoT, may be a better solution from the
scalability perspective than a single database.

The components of a distributed system require communication between each
other to achieve common goals. Different communication types include connection-
oriented, connectionless, synchronous, and asynchronous communication. In
connection-oriented communication a logical channel is established between a sender
and a receiver, whereas in connectionless communication services do not build a con-
nection before the communication starts [90, 50]. In general, connectionless com-
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munication is considered more lightweight and faster but not as reliable [36]. In a
distributed 360-degree video user logging system, a connection-oriented communi-
cation means, for example, that an HMD sending the log data with Transmission
Control Protocol (TCP) first needs to make a connection with a log server after
which it is possible to send log data, and the connection eventually needs to be ter-
minated. However, a connectionless solution implemented, for example, with User
Datagram Protocol (UDP) could be useful for many 360-degree video user logging
use cases if it is not important that every log message is received by the log server.
The advantages of connection-oriented communication include less packet loss and
correct order of packets, and the advantages of connectionless communication in-
clude performance improvements and resource savings [36].

In synchronous communication the sender stops execution after sending a mes-
sage and waits for a response that may lead to inefficient communication [69]. In
asynchronous communication the sender continues to execute after sending a mes-
sage [69]. In a distributed 360-degree video user logging system, asynchronous com-
munication would allow the video player application to send log messages with no
need to wait for responses, whereas with synchronous communication the video
player application would need to wait for responses that could, in some cases, pre-
vent the video player application from proceeding with the playback. In addition,
responding puts more load on the log server and on the network. Zepeda and
Nuñez [148] mention that there is not much research on the efficiency between
asynchronous and synchronous communication (presumedly in the web context) al-
though we can intuitively assume that asynchronous is more effective. The author of
this thesis shares their view with the experience that finding general and explicit per-
formance comparisons of synchronous and asynchronous network protocols is rela-
tively challenging. While it is clear that there are performance comparisons between
synchronous and asynchronous network protocols available (for example [13]), the
studies do not necessarily discuss synchronicity or provide generalizable conclusions
on the efficiency [132]. The study by Zepeda and Nuñez [148] in web context sug-
gests that asynchronous communication requires significantly less network usage.
In any case, synchronous communication requires coupling between sender and re-
ceiver that might be considered inefficient [69].

According to Fielding [46]: "The client-server style is the most frequently encoun-
tered of the architectural styles for network-based applications. A server component,
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offering a set of services, listens for requests upon those services. A client compo-
nent, desiring that a service be performed, sends a request to the server via a con-
nector. The server either rejects or performs the request and sends a response back
to the client." Separated client and server enable development work on separated
platforms and keep the components reusable [87]. HTTP is an example protocol
that is used with client-server architecture. It is a request-response network protocol
where a client first sends a request to a server with a request method, URI, proto-
col version, request modifiers, client information, and possible body content, and
the server responds with a structured message header containing protocol version,
server information, meta-information, etc. [45]. HTTP is primarily a web messaging
protocol whose first standard was published in 1997 [97]. It has standard methods,
such as GET, POST, PUT, and DELETE, many return codes, and can be consid-
ered complex since the specification is more than 160 pages long [80]. The protocol
overhead of HTTP causes serious problems when transferring a large number of
tiny packets [146]. However, it is the most widely used and most readily available
protocol [80]. Request-response communication is traditionally synchronous [130],
which makes it inefficient because the sender needs to wait for a response before con-
tinuing execution. Thus, different techniques, such as HTTP long polling, HTTP
callbacks, and WebSocket, have been developed to by-pass the limitations and enable
asynchronous style. However, request-response was not originally designed for such
a functionality.

Message-oriented middleware (MOM) is an architectural style where a middle-
ware serves as a connecting entity between components sending messages to each
other [133]. It helps to implement loose coupling by providing support for asyn-
chronous communication [133]. Publish-subscribe is a messaging pattern that can
be used with MOM [133]. It is a messaging pattern where senders publish messages
to subscribers who receive a certain type of messages. Publishers do not send mes-
sages directly to subscribers; subscribers announce their interest in a certain type of
messages, which are then delivered to them. In broker-based publish-subscribe, a
broker stands in the middle and redirects the published messages to interested sub-
scribers. This enables one-to-many communication, meaning that a broker delivers
a message from one sender to many subscribers. Implementing similar functionality
with a request-response protocol may be inefficient [87]. In a 360-degree video user
logging and analysis system, one-to-many communication can be used, for example,
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by a log server to send analysis results to interested end-user applications. It can also
be used by log sources to send log data not only to a log server but also to additional
subscribers interested in logs.

While the client-server has a request-response form, publish-subscribe is more a
push model: there is neither request nor polling [87]. Publish-subscribe has been
claimed to be an ideal pattern for communicating between distributed application
nodes in real-time systems [87]. It is suitable for distributed real-time systems since
events are delivered to subscribers immediately after an event has occured, it is asyn-
chronous which frees the data sender from waiting for an acknowledgement, it elim-
inates the need for two messages for each request-reply, and publishers need to send
only one event to a broker, which is then multiplied by delivering it to many sub-
scribers (one-to-many communication) [87, 104, 66]. Publish-subscribe provides full
decoupling in time, space, and synchronization [41]. It is important because decou-
pling can improve efficiency [69]. Publish-subscribe is an important communication
pattern in modern logging architectures [77, 23].

Message Queuing Telemetry Transport (MQTT) is an example of a broker-
based publish-subscribe protocol [8]. It is designed to be lightweight, simple, and
for constrained devices in unreliable networks. Light weight partly comes from
the small transport overhead and minimized protocol exchanges [8]. MQTT is of-
ten proposed for communication from sensors to (edge) gateways in IoT domain.
However, this thesis discusses another type of usage, where mobile phone applica-
tions receiving data from mobile phone sensors are used as data collection sources.
Compared to HTTP, the light weight of MQTT is beneficial when trying to con-
serve resources [80, 102, 97]. Several studies compare the performance and latency
between HTTP and MQTT suggesting that in many cases MQTT performs sig-
nificantly better [70, 126, 59, 71]. However, in a stress test MQTT was not a
clear winner [143]. The differences in the performance are caused by the different
characteristics of the protocols, such as communication pattern, congestion control,
communication complexity, signaling traffic, connection establishment speed, ses-
sion management, message overhead, and payload format [71]. The light weight
of MQTT is also supported by Publication PIV, which compared resource usage
of HTTP and MQTT. The chosen Quality of Service (QoS) level has an effect on
the latency and network usage of MQTT [2, 82, 141]. In addition, several authors
mention the benefits of MQTT when communicating beyond Network Address
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Figure 2.1 Logical layout of different devices sending log messages to a log server. Adapted from
Chuvakin et al. [24].

Translation (NAT) [142, 15, 48, 140]. Relatively weak interoperability can be seen
as a disadvantage of MQTT (version 3.1.1) since publish-subscribe does not cover
all cases of communication use [97].

2.4.2 Logging Architectures

Architecture is a high-level specification of a system, its parts, the relationships be-
tween the parts, and their description. A basic logging architecture is the distributed
log server architecture presented in Figure 2.1. The idea is that different kinds of log
sources, firewall among them, send their logs to a log server via network [24]. The
log server architecture may suffice for a local organization [24].

However, for a more decentralized organization, there may be a need for a set
of distributed servers. Databases can be attached to the configuration, for example,
to enable efficient reporting, analysis, and backups [24]. Figure 2.2 depicts a set of
distributed log servers with databases. However, while a set of distributed log servers
is not essential in this thesis, the idea of using databases for log collection is essential.
The solutions developed for this thesis are somewhere between Figures 2.1 and 2.2 as
there is a single log server with a database. Another way to see a logging architecture
is as tiers composed of a log generation tier, a log collection and storage tier, and a
log monitoring tier [4].

Logging sources also affect the architecture of a logging system. Chuvakin et
al. [24] categorize logging sources into two general categories: push-based and pull-
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Figure 2.2 A set of distributed log servers and databases in a logging architecture. Adapted from
Chuvakin et al. [24].

based. With push-based log sources, the log is sent over a network to a log collec-
tor [24]. A pull-based log source most often means a client-server solution where log
can be retrieved from the source [24]. In addition, publish-subscribe is considered a
useful log delivery model [23]. Some popular log transport mechanisms include sys-
log, HTTP, and regular file transfer, such as FTPS and SCP [24]. Common content
encoding for log storage includes XML, text file, CSV, binary, and relational format
used by relational databases [24].

2.4.3 Databases and SQL

Logged data needs to be stored. Storage media can be roughly categorized into four
types: local file system, database, distributed file system, and cloud-based storage. All
of these have their own characteristics, but the distributed nature of logging multiple
users requires networked data storage. Distributed file system allows distributed
usage, but the disadvantages include complexity, and performance overhead. Using
cloud storage obviates the necessity to set up and maintain a distributed file system,
but writing to storage especially requires more time [24]. Thus, databases seem
to be the solution with the greatest potential for distributed 360-degree video user
logging with real-time analysis requirements. There are various kinds of databases,
such as Relational Database Management Systems (RDBMS), NoSQL databases, and
NewSQL databases.

RDBMS is a data storage and management software based on a relational data
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model that works best with structured data [81]. Data in RDBMSs is managed via
a high-level language called SQL that helps in writing database queries [81]. Non-
relational databases, also known as NoSQL databases, manage unstructured data.
They often scale better and may offer a better performance compared to relational
databases [81]. The disadvantages of NoSQL databases include weakened reliabil-
ity, compromised consistency, developer inexperience, and limited customer sup-
port [81]. A subgroup of NoSQL databases are time series databases that have re-
cently gained popularity [32]. Time series databases record events happening in time
storing each value change, which allows analyzing change in the past, monitoring
current change, and predicting change in the future [120]. In addition, there are
NewSQL databases that aim to enable the scalability of NoSQL while offering the
benefits of RDBMSs.

Althought traditional RDBMSs have their disadvantages and competing technolo-
gies have emerged, SQL remains a popular tool that has been integrated into modern
platforms that are not RDBMSs by design. One example is a modern data process-
ing platform called Apache Spark, which has an SQL module as one of its core
components [5, 29]. Several reasons make SQL an attractive tool for data analysis.
SQL has a common set of functions needed for data analysis and allows relatively
complex queries. For example, SQL makes it easy to compute multiple aggregates
concisely [5]. It is a mature technology with strong community support [122], use of
popular standards is an important principle in data processing [14], and using a stan-
dard query language improves portability [100]. Further, developers often prefer to
write declarative queries, and SQL can be extended with user defined functions [5].
SQL often comes with a query optimizer. One example is the optimizer of the SQL
module of Apache Spark [5]. Not surprisingly, SQL is an attractive option for 360-
degree video user log analysis. It provides a standard and a developer-friendly way
to start analyzing data. Some of the weak performance reputation of SQL is related
to poor database design, not to SQL itself [135].

2.5 360-Degree Video User Log Analysis

One purpose of logging is to obtain meaningful results via log analysis. There are
methods to help with analysis since understanding masses of logs is challenging. A
study lists log analysis methods: manual inspection, usage of command line tools,
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ignoring irrelevant messages, replay, aggregation, approximation, statistics, machine
learning, combining heterogeneous logs, correlation of different types of logs, pre-
diction, profiling, and visualizations [106]. Another study states that statistics, cor-
relations, and visualizations are used for analyzing behavioral patterns from usage
logs [55]. 360-degree video user log analysis and general user log analysis share com-
mon characteristics. Naturally, the suitability of the analysis method depends on the
needs. For example, manual inspection of logs is not useful if there is a need for
real-time visualizations.

2.5.1 Tile-Based Analysis

A specific method of analyzing users viewing spherical (or other wide) video content
is to divide the content into tiles [117]. An example of a tiled sphere is presented
in Figure 2.3. Tiling can be used as an approximation method since it may suffice
to know the tile instead of the exact coordinates. The motivation for such an ap-
proximation is to make analysis simpler; for example, it may be easier to refer to a
certain area of the video as Tile1 than "the tile that covers the area of 0–30 degrees
of yaw and 0–30 degrees of pitch". In addition, it may be simpler, for example, to
count the number of labeled tiles (how many times Tile1 appears in a log) instead
of making a comparison for each log record to see whether they are inside a certain
outlined area (0–30 degrees of yaw and 0–30 degrees of pitch). Thus, tiling can be
also seen as a preprocessing method that helps with the analysis. Tile-based analysis
can also support the tiling-based presentation of the analysis results and other use
cases where tiling is used. Tiling is also used in video transfer optimization to stream
in high quality only those tiles that are in the current field of view.

2.5.2 Real-Time Analysis

Real-time computation may be either hard or soft. Traditionally hard real time
means that computations must meet their deadlines while soft real time means the
computation does not have as strict deadlines [68]. In other words, for soft real-time
computation it is more acceptable to miss deadlines. From that perspective, this
thesis is about soft real time since the 360-degree video logging and analysis systems
discussed can perform correctly enough even if for some reason the computation
is occasionally late. Real-time analysis in the context of this thesis means that log
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Figure 2.3 Division of a sphere into tiles. The borders of one tile have been emphasized.

analysis results computed from the collected logs can be used immediately in various
applications so that the delay between sending a log record and receiving log analysis
results is not distracting.

In the 360-degree video context of this thesis, the need for real-time analysis may
be continuous. This is because the video content changes continuously and the ac-
tions of the users need to be analyzed accordingly. For example, when analyzing
viewers of a live 360-degree video sports event to determine which parts of the video
will be streamed in high quality, the time to perform an action may need to be al-
most immediate so that the viewing experience does not suffer, and such decisions are
made continuously. Another real-time example is usage of learning environments,
where it may be important to give users continuous feedback during a view session,
for example, when teaching traffic safety. This thesis studies company cases related
to the examples mentioned.

The architecture for the centralized analysis of distributed 360-degree video users
must support real-time features by using efficient technologies, such as lightweight
protocols, asynchronous communication, and optimized analysis tools. In addition,
preprocessing of log data, for example, via tiling, may be important when imple-
menting real-time features.
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2.5.3 Statistical Analysis

One characteristic of 360-degree video user logs is that view orientations are often
in a numerical format, which obviates the conversion from text to numerical format
required by many statistical techniques. While some 360-degree video user analysis
is manually feasible, it can be impossible in real-time cases. Luckily, statistical anal-
ysis can be automated with programmatic methods. It is difficult to fully separate
different analysis methods since visual, statistical, and programmatic methods may
be combined and overlapping so that visualizations are often based on statistical cal-
culations while visualizations and statistics can be produced programmatically. In
the related literature, is not always clear if statistical methods have been automated.

Statistical methods have been used in 360-degree video user analysis example cases.
Corbillon et al. [26] calculated statistics based on angular distances and regions of
interest from a 360-degree video user logging dataset. Wu et al. [145] calculated
statistics of the angular speed of participants turning their heads. Duanmu et al. [38]
calculated various statistics related to maximum angular distances, angular velocity
of view center motion, and viewing velocity. Fremerey et al. [49] created graphs
showing the percentage of users and time used for exploring certain areas of the
video. Nasrabadi et al. [99] also calculated various kinds of statistics.

When statistical methods are used programmatically, it is possible to accomplish
tasks like pattern recognition, prediction, etc. with machine learning, which com-
bines data, algorithms and statistical methods [24]. For example, ML has been sug-
gested for analyzing the use of pyramidally encoded 360-degree videos [79]. Another
example is that viewers’ head movements can be predicted with over 90% accuracy
with simple methods, such as linear regression [117]. SQL is one programmatic
implementation technique for statistical analysis. It can be used even for advanced
analysis, such as linear regression [42] and k-means clustering [111].

A special characteristic in 360-degree video domain is spherical content. Rossi et
al. [124] proposed a spherical clustering method for users navigating in 360-degree
content. The idea of the method is to identify more meaningful user clusters for
spherical content. Some studies have used the clustering method developed by Rossi
et al. [84, 99].

There may be a separate analysis component for programmatic analysis in a log
collection and analysis architecture. For example, a centralized networked analysis
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component can enable analysis based on logs from distributed users.

2.6 Visualization and Other Usage of 360-degree Video User Logs

In addition to log analysis, another purpose of logging is to use the logs in various
applications. Some of the applications visualize the log data but there are also other
types applications, such as changing the content of the video according to logs. The
usage and presentation of 360-degree video user logs can be based on programmatic
log analysis.

2.6.1 Visualization of 360-Degree Video User Logs

Visualizations can be categorized into visualizations drawn over the video and visu-
alizations that are meaningful even without seeing the video at the same time. The
visualizations drawn over the video require the presence of the video to be mean-
ingful. Visualizations can be produced in different parts of the logging architecture.
Visualizations over the video are drawn by the same components that show the video
whereas visualizations not drawn over the video can be produced by some other
component that does not have a video player. For example, there can be a separate
admin dashboard showing chart visualizations with no need for video playback. Fur-
thermore, the programmatic analysis on which the visualizations are based can be
executed in a separate analysis component hosted by a separate service of the logging
architecture.

Scan path is a linearly connected dot sequence presenting a change in the user’s
view orientation in time [39]. However, it is not a good technique for visualizing
log data from multiple users since markers and labels are easily confused if a lot of
data is visible at the same time [39]. Löwe et al. [85] generate both scan paths and
heat maps (which they call attention maps).

Heat map shows how often a part of a video (for example, a tile) was included
in the users’ field of view. It works by coloring the video, i.e., changing the color so
that, for example, the most often seen parts of the video are in red, less often seen
in green, and the least often seen in blue. Applications for heat maps include finding
the areas of interest in 360-degree videos and comparing users’ behavior when using
different technologies [26, 139]. Duanmu et al. [38] made "view center plots" that
display the view center distribution of participants in a heat map style. Not all heat
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maps are not drawn over the videos [49, 99]. Many related publications include heat
map styled visualizations, but it is not usually clear if the heat maps are generated in
real time.

Nguyen et al. [101] created a visualization showing collaborator’s viewport which
enables a user to understand what a collaborator sees while watching the same 360-
degree video. This is a clear example of a real-time visualization taking account of
distributed usage.

Traditional charts not drawn over the video have been much used in the related
literature, but there are also some special cases. For example, Löwe et al. [85] pro-
duced a visualization showing users’ field of view branching and joining over time
on a timeline. Duanmu et al. [38] created somewhat similar plots, where each color
corresponds to a specific participant. Ozcinar et al. [112] created polar charts, which
is an interesting approach for taking account of the spherical context of 360-degree
videos.

2.6.2 Other Applications of 360-degree Video User Logs

The logs can be used for other applications, where visual presentation is less obvi-
ous. On an abstract level, there are a few categories for the applications: changing
the content of the video application according to logs during playback, product de-
velopment, and recommendation systems that can learn based on previous logs.

One important reason for logging is viewport-adaptive streaming, where the idea
is that only the visible area of 360-degree video is streamed in high quality. That
way it is possible to optimize the video transmission and save bandwidth. This is
also linked to predicting user behavior so that it is possible, for example, to buffer
the expected high-quality video content in advance. Another example application
for predicting user behavior to change the content of the application is to place
advertisements over the video.

The logs can be used in product development for various purposes exploring user
behavior. For example, developing UI, training algorithms, or studying storytelling
is possible with log data. Logs can also help to study the effects of different video
projections and video quality. Also, it is possible to reuse logged 360-degree video
user data, and it can be inventively connected with other data sources, for example,
to study physiological reactions.
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2.7 Case: 360 Video Intelligence

The research for this thesis was mostly conducted on a research project called 360
Video Intelligence (360VI). The author’s work in 360VI constitutes an illustrative
practical case for the themes discussed in this thesis. The university’s role in the
project was to develop a platform that manages various 360-degree video analysis
algorithms. For example, it was possible to send a 360-degree video file as an input to
the platform and define which object detection algorithms should be executed for that
video. Then, after the execution of the algorithm, the output contained information
on the objects detected. The author’s task was to develop applications for such output
data combined with the original video using 360-degree video equipment, such as
HMDs.

The 360VI project involved five local companies with different needs and inter-
ests regarding logging 360-degree video users. The interests of the companies, named
fromA to E, were the following. CompanyA-UIwas developing aUI for 360-degree
video media library application and was interested in logging the users to improve
user experience. Company B-SPORTS developed 360-degree video applications for
watching sports events and was interested in transferring only the essential parts of
the video in high quality, where log analysis could help. Company C-TRAFFIC
was developing a traffic safety education application and was interested into analyz-
ing user logs to see if the users actually had the essential objects of a traffic video
in their field of view. For example, they were interested into analyzing whether a
user saw a traffic sign while watching the video. Company D-LEARNING devel-
oped a web learning environment with 360-degree video support, where students
could potentially be analyzed with the help of logs. Company E-ALGORITHMS
was primarily interested in 360-degree video analysis algorithms, so in contrast to
the others, was not especially interested in user analysis. However, video analysis
algorithms could be combined with user analysis in many scenarios as proposed in
Publication PIII.

2.8 Gaps in the Existing Research

Some definitions for logging and user logging have been proposed, but the author is
not aware of any definitions for 360-degree video user logging. Since the terminol-
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ogy related to logging is inadequate, it is important to establish proper definitions.
Further, since logging alone is not very meaningful, it is important to study the rea-
sons for logging. The author is not aware of the availability of extensive research on
the reasons for 360-degree video user logging.

In general, logging practices lack formal specifications and systematic design [123].
This also applies to 360-degree video user logging. In the related scientific research,
the logging is often done locally – the log data collected from 360-degree video watch-
ers is stored in a local file system and (different) logs are integrated with each other
in a separate processing step. This may be acceptable if there is no need for logging
distributed users and making analysis in real-time. A log server is a solution that sup-
ports distributed data collection. However, the use of such an architecture has not
been well studied in the context of 360-degree video user logging. The same applies to
other related architectures. There are some examples available, but in general, there
are only few properly presented logging architectures in the related scientific field. In
addition, even if a presented architecture has potential for distributed data collection
and real-time analysis, many practical details may be missing from the publication.
The reason for not concentrating on logging related architectural details is probably
that scientists are more often interested in presenting their applications or analysis
results derived from their logs rather than in how logs are collected. In addition,
their analysis is often something that can be done without an efficient solution.

Databases support distributed data collection and concurrent analysis. Again,
use of databases has not been well studied in the context of 360-degree video user
logging. This is understandable if there is not a log server available or a need for
real-time analysis. Still, even if the logging and analysis were local, a database could
be useful for collecting the logs in one place, thereby making analysis easier and
more efficient. Further, the author is not aware of extensive research on real-time
visualizations used for 360-degree video user log analysis.

Since the logging solutions are often local, only little information is likewise avail-
able on the architectural styles used for network-based applications because local so-
lutions do not need a network. Distributed logging entails using a network which
requires a communication protocol. There are some examples of client-server com-
munication available in the literature, but the author is not aware of other commu-
nication styles, such as the explicit use of publish-subscribe for 360-degree video user
logging. WebSocket has been used in a few publications, but it is not entirely clear
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if it has been used in publish-subscribe style [17, 107, 95, 108].
Let us imagine an example scenario. We are developing a mobile phone applica-

tion with a 360-degree video player showing a live sports event. We want to analyze
the users in real-time to place an advertisement over the video so that many users
can see it. The challenge is to know where most of the people are watching during
the sports event since we do not want the advertisement to totally block the video
content. We decide to implement logging features for view orientation because it
is possible to analyze users with the help of logs. However, for efficient logging of
distributed users, the architecture of the logging system needs to be distributed. We
decide to set up a log server with a database. This allows efficient distributed log col-
lection of simultaneous users with support for efficient analysis. In addition, we need
to choose a communication model and a protocol since logs and analysis results are
transferred over a network. Publish-subscribe pattern has potential as a communi-
cation model since it allows an undefined number of users to easily publish log data,
and one-to-many messaging allows the back end to publish analysis results which are
then delivered by the broker to all interested users. The analysis of stored logs can be
performed efficiently with the help of the database and the analysis result, the view
orientation currently most popular can be used for placing the advertisement on the
users’ screens in real time.
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3 RESEARCH APPROACH, METHODS, AND

PROCESS

This chapter discusses the research approach adopted. Most of the research was
qualitative, but there were also quantitative aspects. Design Science Research was
used in the majority of the included publications and a systematic literature review
was made in one publication, but non-systematic literature reviews and an interview
were also made.

3.1 Design Science Research

Design Science Research was used in Publications PIII–PVI so it was the most im-
portant methodology. Design Science Research is often used in software engineering
research [144]. It was chosen because it yields new knowledge via the development
and analysis of innovative artifacts [144]. Development of software artifacts is a char-
acteristic approach for the author as an engineer. Design Science Research method-
ology includes six steps: (1) problem identification and motivation, (2) definition
of the objectives for a solution, (3) design and development, (4) demonstration, (5)
evaluation, and (6) communication [115].

The downsides of Design Science Research include that there is no general agree-
ment on "terminology, methodology, evaluation criteria, etc." [12]. For example, it
is not obvious what is an IT artifact [12]. In addition, producing an IT artifact is not
Design Science Research as such; the design of an artifact must lead to the develop-
ment of new knowledge. Thus, Design Science Research implies "an ethical change
from describing and explaining of the existing world to shaping it" [67]. Because of
this, the researcher has responsibility to adhere to good research ethics knowing that
it is clear that Design Science Research cannot be value-free [67].

The whole consisting of Publications PIII, PV, and PVI is described in accordance
with the steps of Design Science Research in this and the following paragraphs. 1.
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Problem identification and motivation. The problem is that there is a need to log
distributed 360-degree video users and analyze them in real time. There are not many
easily accessible ready-made solutions available for the task. Motivation for logging
comes from the high demand for user tracking in 360-degree video domain [26, 84,
85, 145], and from the needs of the 360VI project, such as exploring and predicting
user behavior.
2. Definition of the objectives for a solution. The logging and analysis system must

be distributed (need to share a dataset) and work in real time (continuous analysis). It
must be able to efficiently store user logs into a database and perform flexible analysis
of the logs. The logging communication via a network must have low latency to
allow real-time functionality, and the communication pattern must not stress the
back end unnecessarily because of the expected growth of usage in the future. The
systemmust allow log visualizations, for example, by drawing over 360-degree videos
on the end-user clients or by making traditional charts on an admin dashboard.
3. Design and development. The system has been designed as a distributed system

with thin clients, a log server, and a database with SQL support. An early ver-
sion presented in Publication PIII was developed with synchronous HTTP protocol
but replaced with MQTT during the incremental development process as presented
in Publication PV. The visualization technique for drawing over 360-degree videos
was developed for Publication PIII and Publication PV used the same technique for
drawing visualizations over the videos. Publication PVI used the client of the earlier
publications but replaced the back end and the database with an IoT-related data in-
tegration platform. This helped to prepare for larger scale usage and made a general
visualization dashboard with traditional charts easily available.
4. Demonstration. The system (Publications PIII and PV) was demonstrated in

the project meetings of the 360VI project, and after the end of the project to IoT
researchers (Publication PVI).
5. Evaluation. In Publication PIII the logging and visualization capabilities of the

system were evaluated by visualizing previous user traces over 360-degree videos. In
Publication PV the real-time performance of the system was evaluated by testing user
analysis queries with a varying amount of log data and complexity. In Publication
PVI, the system was evaluated from the viewpoint of the development challenges
encountered during the study.
6. Communication. Peer-reviewed publications and the accompanying software
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Figure 3.1 The three cycle view of design science research [60].

have been presented in scientific conferences.
Design Science Research can be seen as an embodiment of three cycles of activities:

the Relevance Cycle, the Rigor Cycle, and the Design Cycle [60]. "The recognition
of these three cycles in a research project clearly positions and differentiates design
science from other research paradigms." [60]. The three cycles of Design Science
Research are summarized in Figure 3.1.

The idea of the Relevance Cycle is to initiate the research with an application con-
text that provides the requirements and the acceptance criteria for the research [60].
The output of the research must be tested in the real application domain, for exam-
ple, by making a field study whose results determine possible additional iterations of
the cycle [60].

In the course of the research, the requirements part of the Relevance Cycle was
actively iterated. For example, the requirements of the system were updated accord-
ing to the needs of the companies involved in the 360VI project. At the time of
Publication PIII, the requirements were targeted at getting the results of the video
analysis algorithms visualized on a 360-degree video player. These requirements
were iterated, which resulted in leaning towards making visualizations over video as
presented in Publication PV. Since such visualizations over video are not a good ap-
proach for all needs, the requirements were reiterated. This time the requirements
included more emphasis on traditional chart visualizations as presented in Publi-
cation PVI. This iterative work culminates in the introductory part of the thesis,
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which explicitly discusses the architectural requirements of an effective 360-degree
video logging and analysis system (RQ2). The requirements, including aspects, such
as distribution, storage, analysis, and communication, were processed multiple times
and polished to achieve a scientific credibility suitable also for the Rigor Cycle. The
weakest part from the perspective of the Relevance Cycle is that proper field testing
was not conducted. In addition, the system developed for PVI was not demonstrated
to relevant 360-degree video software companies but only to local IoT researchers
and in a scientific poster session.

The Rigor Cycle ensures the innovation of the research conducted based on the
existing knowledge base of theories and engineering methods [60]. It is important
to thoroughly research and reference the knowledge base to ensure that the research
output is not routine design [60]. "Additions to the knowledge base as results of
design science research will include any extensions to the original theories and meth-
ods made during the research, the newmeta-artifacts (design products and processes),
and all experiences gained from performing the research and field testing the artifact
in the application environment." [60]

Publication PI started the Rigor Cycle by locating scientific literature related to
360-degree video software development, Publication PII made a more systematic
study of the role of logging in VR research, and Publications PIII–PVI all have a
related work section reasoning that the work presented is not routine design. PIV
contributes especially to The Rigor Cycle by adding knowledge about MQTT. The
introductory part of the thesis also includes literature reviews intended to ensure
that the work presented is not routine design (RQ2 and RQ3), and also highlights
how the results – as a whole – will contribute something worthwhile to the existing
knowledge base.

The Design Cycle is about generating design alternatives and evaluating them
against requirements until a satisfactory design is achieved [60]. "The design cycle is
where the hard work of design science research is done." [60] It is a relatively inde-
pendent cycle but it is important to understand the connection to other cycles [60].
The work in the Design Cycle includes balancing between relevance and rigor while
doing the construction and evaluation both of which must be convincingly based on
relevance and rigor [60].

During the research, the Design Cycle was the most active during the practical
implementation presented in Publications PIII, PV, and PVI. However, the design
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work is based on the Rigor Cycle started in Publication PI. The first publication pre-
senting a design alternative is Publication PIII, where the design is based on HTTP,
an RDBMS, and a visualization system drawing over a 360-degree video. After that,
the Rigor Cycle went forward with Publications PIV and PII, and, with the added
knowledge of these, it was possible to create the second design alternative presented
in Publication PV. The design is based on MQTT and RDBMS, and the publica-
tion presents more a complex user analysis. With the contribution of Publication
PV to the Rigor Cycle, it was possible to go forward with the Design Cycle and
build the design alternative presented in Publication PVI. That alternative uses an
IoT-related data integration platform, MQTT, and a combination of NoSQL and
NewSQL databases. The balance with the Relevance Cycle was struck by emphasiz-
ing the evaluation against the requirements of the system, especially towards the end
of the research, while writing the introductory part of the thesis (RQ1, RQ2, and
RQ3). All the main publications of the Design Cycle (PIII, PV, PVI) also include
some kind of evaluation but the introductory part of the thesis takes explicit account
of the requirements of the companies of 360VI (RQ1, RQ2, and RQ3).

3.2 Literature Review

Systematic literature review (SLR) methodology was used in Publication PII. Ac-
cording to Kitchenham [73], "A systematic literature review is a means of identify-
ing, evaluating and interpreting all available research relevant to a particular research
question, or topic area, or phenomenon of interest." There are various reasons for
conducting a systematic review, such as to summarize the existing evidence related
to technology, to identify current gaps in the research, or to provide background
for new research activities [73]. SLR method was chosen primarily to confirm the
suspicion about a gap in the related logging development research. The results are
presented both qualitatively and quantitatively.

Non-systematic literature reviews are feasible when conducting a systematic re-
view is not possible [56]. These reviews have poorer replicability and transparency,
and a higher risk of bias. However, systematic reviews are time- and resource-
intensive, which may discourage researchers operating on limited resources from
conducting full systematic reviews [56]. The method was chosen due to lack of re-
sources in a situation where the author reasoned that a systematic review was not
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essential. Publication PI used a non-systematic literature review to make a list of the
important features and characteristics of 360-degree video SDKs. A non-systematic
literature review was used in Publication PI because initial searches suggested that
there was not much relevant literature available on the topic so making a full system-
atic literature review would have been too heavy a process. Non-systematic literature
review was also used in all the other publications to present a "Related Work" sec-
tion or improve background. Non-systematic literature reviews also help to answer
Research Questions RQ1, RQ2, and RQ3 in the introductory part of this thesis.

3.3 Interview

One semi-structured face-to-face interview was conducted for Publication PI. Inter-
view is not the only method used in Publication PI, but it extends the findings based
on other methods. The questions were related to experiences of360-degree video
SDKs and to the most important and missing features in these. The method was
chosen to gain expert insight into the topic at an early phase of the research. Face-to-
face interview is a method for eliciting expert knowledge about a certain topic, but it
requires the interviewer to concentrate intensely on the questions and answers [109].
The semi-structure helped the author to follow a certain plan but allowed digressions
into for other interesting topics. The interview was conducted adhering to good re-
search ethics. For example, the interviewee signed a document confirming that the
data would only be used for research purposes, that the interviewee could withdraw
from the interview whenever he wanted, and he would have an opportunity to see
the text prior to its publication, etc. The interview was recorded which helps in mak-
ing more accurate interview reports [109]. Conducting and transcribing interviews
can be laborious [109]. However, in the case of a single interview, time consumption
and transcription were not a problem.

3.4 Process

The relationships between the publications included, the main chapters presenting
results and Research Questions RQ1, RQ2, and RQ3 are summarized in Table 3.1.
A relationship shows which research questions the publication or the chapter con-
tributed to answering. In some cases, the relationship is clearer than in others, but
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the table provides guidance.

Table 3.1 Relationships between the publications, chapters and the research questions.

Publication RQ1 RQ2 RQ3

PI X X

PII X X

PIII X X

PIV X

PV X X

PVI X X

Chapter 4 X

Chapter 5 X

Chapter 6 X

The research process progressed as follows. First, the author wrote a publish-
subscribe related preliminary conference version of Publication PIV which is not in-
cluded in the thesis. The paper reports a study where HTTP used in an IoT system
was replaced with an IoT-oriented protocol called MQTT. Then, the 360VI project
started up, after which began the writing of Publication PI. The idea of the paper was
to collect the principal needs of 360-degree video software development. The publica-
tion lays the groundwork for logging discussed in the later publications. At the time
of finalizing and publishing Publication PI, the preliminary conference version of
Publication PIV was published. After these, the author simultaneously worked with
360-degree video user logging server related Publication PIII and publish-subscribe
related Publication PIV. Publication PIII presents the first implementation of a 360-
degree video logging system developed by the author. Publication PIV extends the
mentioned early conference version, for example, by emphasizing the benefits of
MQTT and presenting a resource consumption comparison between HTTP and
MQTT. At that time, an idea emerged that publish-subscribe could be used for 360-
degree video logging. However, there was a need to justify the idea of the thesis
properly by studying the role of and the reasons for logging, which led to publishing
the SLR of Publication PII. Publication PV then combined a 360-degree video user
logging server with publish-subscribe, and presented real-time user log visualizations.
This was the last publication written during the 360VI project. Finally, Publication
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PVI, that was written on an IoT-related project, presented another logging server so-
lution using publish-subscribe pattern. The solution was based on a general-purpose
data integration platform which reduced the amount of custom code and allowed
easy usage of a web dashboard for visualizations.

The chronological publishing order was PI, PIII, PIV, PII, PV, and PVI. Publi-
cations PIII, PV, PVI describe the core constructive results, whereas Publications PI
and PII relate more to the background. Publication PIV is rather different from the
others, since it concentrates on IoT domain, but the publish-subscribe related results
are also applicable to 360-degree video user logging.

The research questions of the introductory part cannot be properly answered only
with the help of the included publications and the introduction presents a broader
discussion on the topics. For example, from the viewpoint of RQ1, Publications PI
and PII do not properly define "360-degree video user logging"; that is the task of
Section 4.1. Publications PI and PII include some reasons for logging 360-degree
video users, but the introduction includes a more profound analysis in Section 4.2.
The role of the introduction in answering RQ1 is to contribute to the Rigor Cycle
by mainly using non-systematic literature reviews.

RQ2 is partly answered in Publications PIII, PV, and PVI by presenting examples
of efficient distributed logging and analysis systems. Publication PI lists performance
among important development aspects, and Publication PIV proposes MQTT as an
efficient replacement of HTTP. The introductory part of the thesis (Chapter 5)
presents a designed reference architecture, based on the needs identified in the liter-
ature and the company cases of 360VI, and an architectural comparison of related
implementation alternatives based on a non-systematic literature review. Thus, the
role of the introduction in answering RQ2 is to contribute to the Relevance Cycle
and to the Rigor Cycle.

Finally, to answer RQ3, Publication PIII presents a real-time visualization tech-
nique for drawing over 360-degree videos, that is also used in Publication PV, and
Publication PVI presents visualizations made with another technique. The introduc-
tion of the thesis (Chapter 6) discusses visualizations in light of the needs of the com-
panies of the 360VI project and compares them to those found by the non-systematic
literature review of RQ1. The answer to RQ3 also summarizes the visualizations de-
veloped in the included publications. The role of the introduction in answering RQ3
is to contribute to the Rigor Cycle and to the Relevance Cycle.
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4 USER LOGGING IN 360-DEGREE VIDEO DOMAIN

This chapter is the first chapter presenting results. First, a definition of user logging
in 360-degree video domain is formulated using scientific literature as material, after
which the reasons for such logging found in the literature and the needs of the com-
panies on the 360VI project are categorized. This results in a list of popular reasons
for user logging in 360-degree video domain. The results of the chapter are partly
based on the results of the systematic literature review in Publication PII.

4.1 Definition of User Logging in 360-Degree Video Domain

360-degree video user logging has its own special characteristics. A definition for it
can be created with the help of the relevant literature. Scientific publications dis-
cussing the topic do not define the term or indeed use it as such. Instead, they often
use synonyms for logging, such as "data collected from users watching 360-degree
videos" [26], "head position samples are recorded" [26], "we captured rotational head
movements" [26], "collect" [43, 84, 38], "record" [43, 84, 85, 117, 9, 98, 99, 28, 49],
"user study traces" [117], "user behavior records" [145], and "sensors signal acquisi-
tion" [86].

However, the term "logging" has also been explicitly used, for example, in the
following way:

• [26]: "log files", "head movement logger"

• [43]: "sensor logger", "logged sensor data"

• [84]: "sensor logger", "data log file", "to log"

• [145]: "log" as a part of a directory structure containing user datasets

• [9]: "motion is recorded and logged"

• [38]: "data log"

• [101]: "we logged"
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The following common log items have been mentioned in the literature:

• View orientation in yaw, pitch, and roll format [43, 84, 117, 86, 9, 38, 49]
and in quaternion format [26, 145, 99]

• Video timestamp [26, 43, 84, 145, 99, 38]

Other logged data mentioned contain video viewer’s position in Unity tool’s 3D
space [26], local timestamp [26], frame id [26, 84], seen tile [84], gaze direction [85],
gyroscope [86], accelerometer [86], and magnetometer [86]. Liu et al. [83] plan
to collect video URL, user’s rating of the video, contextual information (indoor,
outdoor, watching mode), mobility, and posture. In addition, some studies make a
video capture of what is seen by the users [43, 84].

The logged data is most commonly data received via the sensors of the device.
That data is then processed as view orientations with video timestamps. However,
360-degree video user logging is not limited to such data. Fan et al. [43], for ex-
ample, describe the head orientation logging process as follows: "We use the word
orientation loosely to indicate features that can be inferred fromHMD sensors. Our
current implementation only considers orientation, but can be readily extended to
other features". In general, enumerating the most interesting log data for 360-degree
video domain is difficult since, as Chuvakin and Petersen [23] note, it is impossible
to create a comprehensive "what to log" list for every application. In addition, it
must be noted that the idea is not to log the contents of the video, but the user’s
actions while watching the video.

One special characteristic of 360-degree video user logging is the pace of logging,
which comes from the frequently updating video frame and relatively quickly mov-
ing viewing device (often attached to the user’s head). If the user’s view orientation
is to be logged for every video frame, then, for example, a video with 23 frames per
second can trigger a log entry every 43th millisecond. The following sampling rates
can be found in the literature: 4 Hz [28], 7-9 Hz [9], 10 Hz [98], 30 Hz [26], 60
Hz [99], 30-250 Hz [84], 100 Hz [85], 250 Hz [117], 100 Hz [145], and "1000
Hz at most" [86]. Of course, there may be other triggers than an updating video
frame for making a new log entry, but an updating video frame makes it possible to
see the differences in view orientations between sequential frames. In any case, as
the sampling rates found in the literature suggest, the logging pace is relatively fast
although a slower pace might suffice for many needs.
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Based on these characteristics, the author of this thesis defines "360-degree video
user logging" as follows: 360-degree video user logging is a systematic and frequently
occurring recording of user data of video watching equipment or software. The recording
happens while using 360-degree video watching software. The most typical recorded data
are view orientations with the related current video timestamp. View orientation data
may be accompanied by other data that is not directly related to view orientations. For
example, it is possible to log user actions, such as pressing pause or play, and physiological
responses, without a direct linkage to view orientations.

View orientation logging overlaps to some extent with the more general term
"body tracking". As the definition suggests, 360-degree video user logs may contain
other related data such as general body tracking data. However, when discussing
logging of 360-degree video users, calling the logging process "body tracking" would
be misleading. In addition, the definition does not consider the collection of data via
questionnaires (during or after video playback) 360-degree video user logging but
general data collection.

In addition, it is good to note the difference between logging head orientation
and eye orientation [85]. While head orientation provides information about the
viewport watched, eye tracking can determine where the user is focused within that
viewport. Eye tracking has multiple applications, for example, in usability develop-
ment [53] and user experience work [16], and it is becoming increasingly important
since the consumer devices are starting to support it. Nevertheless, the research
presented in this thesis only covers the information based on the device orientation
because the focus is on platforms that do not directly support eye-tracking. How-
ever, the work is also applicable to eye tracking. As interesting and informative user
interactions related to video playback such as "pause" and "skip" could be, this thesis
does not take such information into account, although adding such functionality to
the systems implemented should not entail much work.

4.2 Reasons for Logging Users in 360-Degree Video Domain

The discussion in Ritchie et al. [121] about the benefits of user logging in VR ap-
plies equally to 360-degree video user logging: it is an almost non-intrusive method
of capturing a rich data source for analysis by minimizing user interactions during
data capture, and the captured data can be reused. It is a non-intrusive method, for
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example, when compared to methods where users describe their actions verbally or
in writing.

Watchers of videos may be logged for various reasons. In general, by recording
the user activity while watching 360-degree video, it is possible to conduct an analysis
of the user’s behavior [85]. The example reasons for logging listed in Table 4.1 can
be found in the research literature. In addition, the table includes the logging reasons
of the companies of the project 360VI. There are many duplicates in the table as,
for example, some of the publications in "exploring and predicting user behavior"
category can be also found in the "viewport-adaptive streaming..." category.

From the listed examples, "viewport-adaptive streaming, transmission optimiza-
tion, and saving bandwidth" is the reason that has received the most attention. It
aims at efficient 360-degree video delivery by maximizing the video quality in the
viewport and minimizing the waste of bandwidth on those parts of video that are
never displayed to the user [26]. However, logging has an even greater range of ap-
plications. For example, Lo et al. [84] note that their dataset can be "leveraged in
various novel applications in a much broader scope." and Fan et al. [43] consider that
their head orientation-based approach is readily extensible for eye-tracking. "Scien-
tific research" is a very broad reason as well [86].

Logging as such can be relatively simple. It is the domain and the use cases which
make the topic interesting and challenging. For example, real-time log analysis for
multiple simultaneous users makes the logging task more complex. In such a case,
logging requires a distributed architecture where different parties communicate via
network. Designing such a system requires architectural knowledge that is the topic
of the next chapter.
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Table 4.1 Example reasons for logging users in 360-degree video domain.

Category Publication Company
Offering a public dataset for reuse [26, 84, 145, 49, 38] -

Viewport-adaptive streaming,
transmission optimization, and

saving bandwidth

[26, 117, 63, 64, 147]
[84, 145, 9, 99, 98]
[27, 38, 136, 83, 43]

[107, 108]

B-SPORTS

Training systems and algorithms [84] -
Investigating storytelling and
analyzing viewing experiences [85, 99] -

Exploring and predicting
user behavior

[145, 38, 49, 84]
[43, 17, 95]

A-UI, B-SPORTS,
C-TRAFFIC,
D-LEARNING

Scientific research [86] -
Investigating video projections

and quality [27] -

Studying collaboration [101] -
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5 ARCHITECTURES FOR LOGGING 360-DEGREE

VIDEO USERS

This chapter discusses user logging architectures in 360-degree video domain. The
chapter starts by specifying the architectural requirements given on the reasons for
logging. To fulfill the requirements, a reference architecture for distributed logging
and analysis is presented. Then, implementing the reference architecture is discussed
in light of the 360VI project. Finally, architectures found in the related scientific
literature are compared to those presented in the publications.

5.1 Architectural Requirements Derived from Reasons for Logging

Table 4.1 categorized reasons for logging and analyzing 360-degree video users found
in the literature and in the company cases of the 360VI project. This section specifies
the architectural requirements that can be derived from these reasons. The following
three reasons, the most popular according to Table 4.1, are used specify the architec-
tural requirements: "Viewport-adaptive streaming, transmission optimization, and
saving bandwidth" (VAS), "Exploring and predicting user behavior" (EPB), and "Of-
fering a public dataset for reuse" (OPD). The two most popular reasons (VAS and
EPB) have been prioritized in the requirements, but the third most popular reason
(OPD) has been also taken into account. OPD is a slightly different need because it
does not directly relate as much to efficient analysis support as publishing scientific
datasets does not have equally strict time requirements. The listed functional require-
ments (R1–R4) can also support the other reasons in Table 4.1 to some extent, but
the idea was not to prioritize them. The non-functional requirements (R5–R7) are
also important, but they cannot be directly derived from the reasons in Table 4.1.
However, they are important characteristics of a successful general-purpose architec-
ture.
R1-Distribution. The architecture must be distributed since the three most pop-
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ular reasons benefit from shared resources and the software has geographically dis-
tributed simultaneous users. For example, dynamic VAS should be adaptive in real
time for best results. Distribution is required because it would be impossible to
first store logs locally, combine them without a network, and analyze them in real
time. Those steps need to be executed in a distributed system as well, but they
can be automated and executed concurrently starting immediately from the first log
event. Another problematic solution would be to use a single end-user device for
all the logging, for log storage, and for real-time analysis since it would not allow
geographically distributed simultaneous usage. As in VAS, EPB with a distributed
architecture would make it easier to collect data from multiple simultaneous users
into a common dataset, which can be used for studying user behavior taking into
account multiple global users and not just one local user. From the perspective of
OPD, collecting data into a shared common dataset removes the need to integrate
different geographically fragmented datasets when publishing it.
R2-Storage. Since data is being collected for both real-time (VAS) and non-real-

time analysis (some EPB cases), it needs to be efficiently stored so that the solution
supports simultaneous high-performance usage. Real-time processing does not al-
ways need data storage, but there may be situations where real-time analysis is prior-
itized and there are plans to do more complex non-real-time analysis that necessitates
storing data for later use. Efficiency in storage includes data access and management,
flexibility, and support for the other requirements (R1-Distribution, R3-Analysis).
For example, from the viewpoint of R1-Distribution, the storage must support use
cases requiring a shared common dataset. From the viewpoint of R3-Analysis, the
storage solution must support accessing the data and performing log analysis because
it would be a waste of resources to always move the data out of storage for anal-
ysis. Efficient storage also supports the need to make public datasets (OPD) since
efficient data storage techniques allow better data management features than, for ex-
ample, simple text files.
R3-Analysis. There must be a way to efficiently analyze the log data so that the

results are available in real time, for example, for adjusting the quality of contin-
uously running video stream (VAS). The analysis results must be readily available
for visualization components or other possible interested parties, that improves the
versatility of the system. The architecture must also support efficient non-real-time
analysis because, for example, some EPB use cases do not require real-time analysis.
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Some public datasets include ready-made data aggregations or analysis examples so
analysis support from the perspective of OPD can be also beneficial.
R4-Communication. The logging and analysis communication must have low

latency to allow real-time adaptation to users’ behavior, for example, for VAS. The
sampling rate of 360-degree video user data can be relatively fast, so light weight is
required. In some EPB cases one-to-many communication is needed for delivering
real-time analysis results to multiple distributed parties simultaneously.
R5-Reusability. Reusability is required because any of the components may be

subject to change because of changing requirements. Thus, it is important to able to
reuse components when applicable.
R6-Extensibility. It must be possible to extend the functionality of existing com-

ponents. The architecture must support the addition of new features and the modi-
fication of existing functionality without significant architectural changes.
R7-Scalability. It must be possible to scale the system if the number of users

grows. The architecture should support horizontal scaling. For example, replicating
critical back-end components must be possible without significant re-designing.

To summarize the requirements, the architecture must be distributed, it needs an
efficient data storage and analysis solution, and the communication must be light-
weight and allow one-to-many communication. In addition, the most important
non-functional requirements include reusability, extensibility, and scalability.

5.2 Reference Architecture

The reference architecture based on the requirements in Section 5.1, is presented
in Figure 5.1. In the figure, arrows represent different kinds of communication:
thick arrows present the movement of log data, dashed arrows present the movement
of log analysis results, and thin arrows represent the direction of publish-subscribe
communication (containing the log data and analysis results as payloads).

The components of the reference architecture are defined in Table 5.1. The refer-
ence architecture is described as follows. User interface providing a 360-degree video
player is located on end-user devices (Data Sources). Log messages from users are
sent via a network to a log server. The role of a log server is to receive log messages
and to manage other common logging session related functionality, such as register-
ing view sessions and sending data analysis requests to the database. A log server is
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Figure 5.1 Reference architecture for logging and analyzing 360-degree video users.

connected to a database for efficient storage and management of log data. The log
server sends analysis results back to end-user devices for visualization. However, the
end-user UI is not the only party interested in analysis results. Figure 5.1 also in-
cludes another visualization component that receives analysis information from the
log server. It can present the analysis results on a different platform and in a differ-
ent format compared to the end-user UI. An example of such a component could
be an admin dashboard. However, the reference architecture does not require usage
of such additional visualization components. The ’Other Visualization’ is only an
example showing that the architecture supports various applications via the shared
services offered by the log server.

Communication between users and a logging server, depending on the use case,
may be connection oriented, connectionless, message-oriented, synchronous or asyn-
chronous. However, it is recommended to useMOMbecause it enables asynchronous
communication and publish-subscribe pattern. For example, the reference archi-
tecture with a MOM could be based on publish-subscribe pattern that is used for
communication between data sources, log server, and additional (visualization) com-
ponents. Such a solution would take into account the low-latency viewpoint of Re-
quirement R4-Communication. Logging via publish-subscribe can be effective since
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Table 5.1 Definitions of the components of Figure 5.1.

Component Definition

Log Server A server that is used for log message processing and
forwarding the logs to a database.

Log Message
Processing

Log message processing is a part of the log server.
Its role is to subscribe for log events from the broker,
process log messages, and write them to the database.

Analysis
Analysis component does data analysis in which it needs
to query the database for data and (temporary) results.
It also publishes the analysis results to the broker.

Database
Database is the place where individual log records are
stored. It also has a technique for processing log analysis

queries and returning the result.

Broker Broker handles message delivery in publish-subscribe
communication pattern.

Data sources
Data sources are end-user devices that produce 360-
degree video user log data and send it to the broker

for further delivery.

User App
Visualizations

The end-users of the data sources are also interested in
the log analysis results so their 360-degree video player
applications have features to visualize or make use of

the log data analysis results in other way.

Other
Visualization

Other Visualizations refers to other visualization
applications that are not installed in the end-user devices.
Such applications include, for example, admin dashboards.
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a reply of request-reply pattern is not always needed, it is possible for different par-
ties to dynamically subscribe to log data, and asynchronous communication can be
considered more effective due to decoupling. An architecture with publish-subscribe
supports the addition of various visualization components because it is easy to sub-
scribe to analysis results. Publish-subscribe communication could be implemented
with MQTT.

Figure 5.1 depicts the data sources as handheld mobile phones having a logging
360-degree video player, but they could equally well be HMDs. Those logging de-
vices send log data to a log server via a publish-subscribe broker. A log server contains
two modules, a module for processing incoming log messages and a module for ex-
ecuting log analysis. The log message processing module writes log entries into the
database, and the analysis module sends queries to the database. Then, the analy-
sis module sends the results to interested subscribers. The analysis module could
be implemented as a separate component although in the figure it is placed inside
the logging server. The analysis module of the log server sends the results to inter-
ested parties via publish-subscribe broker that delivers the results to all the interested
parties. The dashed ’Application Logic’ area means that the analysis module of the
logging server and mobile applications form an end-to-end application. The UI of
data sources can then visualize the analysis results, such as the most popular tiles,
over 360-degree video. However, the users of logging devices were not the only
subscribers interested in the analysis results. The results can be also delivered to a
web-based visualization dashboard intended for administrators of the system. The
administration view contains only traditional chart visualizations. This emphasizes
that the analysis results can be visualized differently according to the needs of the
subscriber. It would be relatively easy for any new component to subscribe to the
data published via publish-subscribe.

5.3 Implementations for the 360VI Project

The author implemented a 360-degree video user logging and analysis system for
the needs of the project 360VI. The architectural requirements of Section 5.1 were
fulfilled as follows.
R1-Distribution. The reference architecture is implemented as a distributed sys-

tem in Publications PIII, PV, and PVI. In Publication PIII, the implementation is
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made using a request-reply protocol HTTP, a custom Node.js log server, and a re-
lational database. In Publication PV, the implementation is made using the same
components as in Publication PIII, but HTTP is replaced with a publish-subscribe
protocol MQTT. In Publication PVI, the implementation is made using MQTT, an
IoT-related data integration platform as a log server, and a combination of NoSQL
and NewSQL databases.
R2-Storage. Databases are used for storing the data in all the relevant publications

(Publications PIII, PV, and PVI).
R3-Analysis. The architecture used in Publications PIII and PV allows SQL-based

analysis. Similarly, in Publication PVI the usage a NewSQL database enables SQL.
The analysis results are readily available due to architecture with a log server and a
database.
R4-Communication. MOM used in Publications PV and PVI provides support

for loose coupling and asynchronous communication. MQTT is a lightweight publish-
subscribe protocol with low latency and support for asynchronicity. It also allows
one-to-many communication that can be used for efficient delivery of analysis results
to multiple subscribers.
R5-Reusability. The openness of the distributed reference architecture supports

reusability as can be seen in Publications PIII, PV, and PVI. The log source imple-
mentation of Publication PIII required only minor modifications for Publication
PV when changing the HTTP server to a server with MQTT support. Further, the
log server was again changed in Publication PVI to an IoT-related data integration
platform while continuing the reuse of the same log source components.
R6-Extensibility. The openness of the distributed reference architecture also helps

with extensibility. For example, it was possible to develop new visualizations without
significant changes to other components. In other words, the UI of Publication PIII
was extended in Publication PV.
R7-Scalability. RDBMSs were used in Publications PIII and PV, but they are not

traditionally very scalable. Scalability was improved in Publication PVI by using
an IoT-related data integration platform with NoSQL and NewSQL databases that
could be relatively easily scaled further. The chosen MQTT implementation used
in Publications PV and PVI supports horizontal scaling.

Publications PIII, PV, and PVI present more details of the implementations, but
they are summarized here. The end-user device is a mobile phone that has an appli-
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cation with 360-degree video player implemented with Google VR SDK. The SDK
did not provide support for drawing graphics over the video, so the author developed
a way to draw simple graphics over the video. In Publication PIII, the implemented
architecture with a log server and a database made storing of logs and visualizing
earlier view sessions relatively efficient. In Publication PIII, the log data were trans-
ferred via HTTP to a log server, and then stored into an RDBMS. Since the data
were stored in an RDBMS, they were available for analysis with SQL. Due to the
drawbacks of HTTP for the use cases, it was replaced with a publish-subscribe proto-
col MQTT in Publication PV. Additional reasons for choosing MQTT include the
experience the research group had with it so it just happened to be an easy protocol
to adopt. The original reason for the research group for using MQTT was in IoT
studies that required traversing of network restrictions as presented in Publication
IV.

Visualizations over end-user video player are not practical in every case. A web
dashboard with more traditional charts can sometimes be more useful. Therefore,
in Publication PVI mobile phones with 360-degree video players were connected
to an IoT-related data integration platform based on FIWARE that used Grafana
tool for visualizations. The connection was implemented with MQTT. By default,
FIWARE uses NoSQL database MongoDB in such a way that only the latest values
are stored. Storing data that way is not useful for investigating temporal changes in
data, so FIWARE can be connected to a NewSOL database CrateDB that stores the
whole value history. The combination of CrateDB and Grafana visualization tool
worked well for the task. The change of the log server and the database also serves
as an example of how the architecture supports openness – it is relatively easy to
change components.

5.4 Architectures in Related Research

This section presents the architectural characteristics of 360-degree video user log-
ging and analysis systems found in the related literature. The characteristics included
are architectural style (distributed architecture with a log server or local architec-
ture), network communication protocol, and database usage. Architectural style was
included because it can have a huge impact on the characteristics of software. For ex-
ample, using a local architecture can prevent the implementation of certain use cases
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Table 5.2 Architectural alternatives in the scientific literature.

Publication Architecture Comm. protocol Database
Bibiloni et al. [17] Log server HTTP, WebSocket NoSQL
Oliver et al. [107] Log server HTTP, WebSocket NoSQL
Molino et al. [95] Log server HTTP, WebSocket NoSQL
Oliver et al. [108] Log server HTTP, WebSocket NoSQL
Nguyen et al. [101] Log server Client-server protocol RDBMS
Duanmu et al. [38] Log server ? -
Qian et al. [117] ? UDP ?

Fremerey et al. [49] Local - -
Almquist et al. [3] Local - -
David et al. [30] Local - -
Luo et al. [86] Local - -

(R1-Distribution). The author of this thesis was interested to see how log servers
have been adopted in 360-degree user logging research. In general, architecture is
important because architecture is the primary focus of software engineering for the
production and development of successful high-quality products [89]. Databases are
included because data storage is an essential part of a logging system. Data needs to be
stored somewhere so that it is accessible for further processing. Chuvakin et al. [24]
state that "Storage of logs and being able to quickly retrieve and analyze logs is a crit-
ical issue within an organization." Network communication protocols are included
because distributed logging requires network usage [24]. The communication pro-
tocol can have an impact on the effectiveness of an architecture since protocols have
different features and characteristics [71]. Table 5.2 lists the logging solutions found
in the related literature. More publications (for example, [9, 43, 112]) present some-
what relevant logging and analysis studies, but do not contain enough architectural
content to be included into the table.

The possible values for the architecture column of Table 5.2 are "Log server", "Lo-
cal", and "?". Log server refers to an architecture with a central log server as presented
in Figure 2.1 (page 34). Local means that the log collection is non-distributed. An
unknown architectural style is marked with a question mark (?). The solutions with
a log server could have potential for effective distributed logging and analysis [38,
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17, 107, 95, 108, 101]. The local solutions do not have a distributed architecture,
which makes them unsuitable for many use cases. The publication marked with
a question mark in the architecture column most likely does not have an efficient
distributed architecture because it was presumably not designed for distributed us-
age. There may be more such publications where the architecture is not clear, but
the author believes that the list serves as an adequate example and that adding more
publications with missing information would not produce much useful knowledge.
For example, many publications related to viewport-adaptive streaming have a 360-
degree video streaming server, an HTTP-based video transmission, user tracking,
and may include logging in a small role, but is not clear if the logging is local or
server-based.

The communication protocol column in Table 5.2 indicates whether the publica-
tion discusses a usage of communication protocol suitable for distributed log collec-
tion and real-time analysis. Local solutions do not have a communication protocol,
which is marked with a dash (-), and unknown is marked with a question mark (?).
A group of publications [17, 107, 95, 108] discuss an architecture that can be used
for distributed logging using HTTP and WebSocket, but, for example, Bibiloni et
al. [17] only express a wish for real-time analysis. Nguyen et al. [101] mention us-
ing a client-server architecture, so they presumably use some client-server protocol.
Qian et al. [117] use a connectionless UDP protocol and possibly have a some kind
of client-server architecture, but the log collection is not geographically distributed.

The database column of Table 5.2 shows the database type (NoSQL or RDBMS).
Solutions presumably lacking a database are marked with a dash (-), and unknown is
marked with a question mark (?). Nguyen et al. [101] use an RDBMS. A group of
publications uses the same solution based on a NoSQL database [17, 107, 95, 108].

5.5 Architectural Comparison of Related Research and Developed
Solutions

This section presents an architectural comparison of the solutions presented in the
included publications to those found from the related scientific literature. Table 5.3
has a format very similar to Table 5.2. The differences are that Table 5.3 contains
only the publications included in this thesis and the database column can have a
database type NewSQL.
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Table 5.3 Architectural solutions in the publications.

Publication Architecture Comm. protocol Database

PIII Log server HTTP RDBMS

PV Log server MQTT RDBMS

PVI Log server MQTT NoSQL & NewSQL

5.5.1 Architecture

Publications PIII, PV, and PVI discuss a log server solution based on the reference
architecture. In Table 5.2, there are six publications with a log server architecture.
Bibiloni et. al [17] implemented a server-based modular system for logging 360-
degree video users. The solutions presented by Molino et al. and Oliver et al. are
based on the same or on a very similar solution as that by Bibiloni et al., but they do
not explain the architectural details [107, 95, 108]. In one case, they reason their ar-
chitecture to allow real-time analysis [107], whereas in another case they considered
it as future work [95]. Comparing their architecture to the architectures imple-
mented in the publications, it can be seen that they all have log server architectures.
Thus, those solutions have potential for efficient logging and analysis.

Nguyen et al. [101] studied collaboration in 360-degree videos and briefly men-
tion having a client-server architecture. Duanmu et al. [38] used a server for storing
logs, but no additional details are provided so it is difficult to say whether their solu-
tion supports logging of simultaneous users. However, both of these solutions have
been interpreted as having a log server similarly to the implementations described in
the publications. In general, solutions with a server have more potential than local
solutions for efficient logging and analysis.

There is not much to say about the rest of the scientific papers in Table 5.2 in the
terms of the comparison. Usually the description of logging and analysis architecture
is rather poor in them. The author concludes that those systems were designed for
local user log collection and the analysis is not generally in real time or automated.
The aim of these studies is something other than presenting an efficient distributed
architecture.

The benefits gained via distributed architecture can be reflected against the four
goals of distribution (sharing common resources, hiding implementation details,
openness, and scalability [133]). The reference architecture implemented in Pub-
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lications PIII, PV, and PVI is distributed primarily because of Requirement R1-
Distribution that includes shared resources. Databases can be used for sharing a com-
mon dataset. They are designed to work in a distributed setting and offer many
beneficial features. Nevertheless, the other goals of distribution are also important.
A distributed system hides implementation details so that users do not need to know
that the system they are using is a distributed system [133]. While using a system
based on the reference architecture, the end-user should not need to worry about
the implementation objects. For example, the end-user may know they are being
logged but there is no need to know if the log is stored into a local device or into
a networked database. Openness allows easier development because components can
be easily used by, or integrated into other systems. For example, when using the ref-
erence architecture, it is possible to change or re-implement components relatively
easily with no need to modify the implementations of other components. This can
be seen in the research prototypes developed during the study because there were no
strict requirements to use particular platforms or software components, which made
it possible to change the components of the architecture relatively freely. Scalability
helps with the expected growth in the number of future users. During the research,
the reference architecture was tested with only a few users but the expected growth
of usage was kept in mind during the development.

To summarize, the positive consequences of using a distributed architecture with
a central log server are that it is possible to use a common dataset, the server is easy
to integrate with a database, thereby enabling efficient storage and analysis, and dis-
tributed architecture allows replacing and reusing components relatively easily. On
the other hand, distribution increases complexity; there is a need to use a network for
communication and there is a need to design the responsibilities of each component
of the distributed system. Implementing a log server includes the trouble of imple-
menting and setting up the server with a database. The work pays itself back if there
is a need for distributed logging since it would be difficult to combine geographically
fragmented logs for analysis.

5.5.2 Communication Protocol

Publication PIII uses HTTP, and Publications PV and PVI use MQTT. The publi-
cations in Table 5.2 do not explicitly discuss publish-subscribe although WebSocket
can be used in publish-subscribe style [72]. Bibiloni et. al [17] (and the other re-
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lated solutions [107, 95, 108]) made an implementation that supports WebSocket
and HTTP, but they do not reason why they used them. However, WebSocket can
provide efficient messaging [72]. Qian et al. [117] used UDP protocol, which serves
as an example of using a connectionless protocol.

There are characteristics in MQTT that make it more attractive than HTTP
(low latency, light weight, simplicity, one-to-many communication, and decoupling).
Several studies suggest that MQTT performs significantly better than HTTP [70,
126, 59, 71].

MQTT is decoupled in several dimensions: publishers and subscribers do not
need to know each other, operations on both components do not need to be in-
terrupted during publishing or receiving, and the interacting parties do not need
to participate in the interaction at the same time [41]. These features can be im-
plemented to some extent in HTTP-based solutions by using detours, but they are
already in MQTT by design.

If a publish-subscribe protocol is chosen, it is good to note that an IoT develop-
ment survey 2016 [129] suggests that MQTT and HTTP are the most popular IoT
protocols. Dizdarevic et al. [37] comment on the survey that the reason for this
may be that MQTT and HTTP are comparably mature and stable standards. Even
though MQTT has many benefits, a connectionless communication protocol, such
as UDP, could also be used in many cases.

Table 5.4 summarizes the consequences of collecting log data onto a central-
ized server with centralized topic-based publish-subscribe instead of request-response.
Some of the items are not present in every logging system since, for example, not
every system sends analysis results back to data sources or needs one-to-many com-
munication. The consequences are discussed in the following paragraphs.

Data sources and servers need to subscribe to relevant messages. By contrast,
request-response requires the server to be accessible for pushing and pulling data. In
the context of this thesis, this means that data sources sending 360-degree video logs
need to subscribe to topics where analysis results are published by the log server, and
the log server needs to subscribe to log data published by the log sources.

In request-response, data sources (or anyone who needs analysis results) need to
poll the server for analysis results, whereas with publish-subscribe, the data sources
do not need to poll for results because the log server can publish the results when
they are available. Publication PV presents a solution where a centralized log server
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Table 5.4 Comparison of publish-subscribe and request-response when collecting log data onto a
centralized server.

Publish-subscribe Request-response

Server subscribes for logs Server accepts requests with log data
Data sources subscribe for

analysis results Data sources poll for updates

Data sources publish log data Data sources send data
by making requests

Server can publish log analysis results Data sources poll for analysis results
One-to-many communication

is supported No one-to-many communication

Responses are not usually needed A response is sent to every request
Possibility to use wildcards

in topic-based publish-subscribe No wildcards available

Decoupling Coupling

uses publish-subscribe for sending analysis results to data sources for visualization.
Publish-subscribe does not include responses to published messages so it may be

more efficient if there is no need for responses [87]. By contrast, request-response
makes a response to every request. In the context of this thesis, it is expected that
single log messages are not so important as to require responses. Since 360-degree
video user logging is often done at a relatively fast pace, and as there may be multiple
simultaneous users, omitting the unnecessary responses can be a significant efficiency
improvement.

Many topic-based publish-subscribe implementations offer an option to use wild-
cards for publishing or subscribing to a topic that matches a given set of keywords [41].
Request-response does not generally have a similar concept of wildcards so, for exam-
ple, polling of multiple resources may be needed instead of one collective poll. Wild-
cards help with one-to-many communication from a server to multiple data sources
and could significantly reduce the number of messages published by the server. For
example, a log server could publish a message to a topic hierarchy related to anal-
ysis results of a video ’video/videoID/viewsession/viewSessionID/analysis’ using a
topic with a ’+’ wildcard of MQTT: ’video/videoID/viewsession/+/analysis’. The
message would reach all those who have subscribed to the topic with any viewSes-
sionID so the log server would not need to have a list of all the interested subscribers
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and publish messages separately to each one of them. (Publication PV includes some
discussion related to designing topics.)

Publish-subscribe systems are decoupled in three dimensions: time, space, and
synchronization [41]. Such decoupling allows asynchronous communication, which
can be considered more effective than synchronous request-response. In the context
of this thesis, it means that using publish-subscribe does not require the data sources
and the logging server to be available at the same time, they do not need to wait for
responses before continuing execution, and the communicating parties do not need
to know each other’s addresses.

5.5.3 Database

Gray et al. [54] list user-defined functions, stored procedures (in other words, pre-
pared reusable subroutines available to users of RDBMSs), declarative data analysis
interfaces and concurrent visualization to be beneficial features of databases. These
can be useful in 360-degree video logging and analysis systems as well as, for exam-
ple, stored procedures were used in Publication PV and a declarative data analysis
interface combining concurrent visualizations was used in Publication PVI. Gray et
al. [54] state that moving code to data is essential for performance. It means that the
code is executed near the data so that the movement of data can be minimized. Mov-
ing code to data is important because moving usually bigger data close to code that
would require more resources because the size of the code is usually smaller than
that of the data. Databases can provide such functionality, for example, via SQL
that helps performing the queries inside the database without no a need to move big
chunks of data for every query. This may be essential in some real-time 360-degree
video user analysis use cases. For example, fetching 50,000 rows of log data from the
database to compute the most popular tile would require more network resources
than sending 20–30 rows of SQL code to the database and getting back the result
that is only one row. In addition, databases have traditionally been optimized for
write-intensive workloads [58]. Optimizations for write-intensiveness can be deemed
beneficial in 360-degree video logging with real-time analysis requirements because
the sampling rate can be relatively fast and there can be multiple simultaneous users.

The type of data needs to considered when choosing a data storage solution. 360-
degree video user logs are typically structured data suitable for RDBMSs. In addition,
the database schema required for the implementations in Publication PIII and PVwas

73



relatively simple so there was no need for complex relational design. While NoSQL
databases are generally suitable for non-structured data, they support structured data
as well [93]. From that perspective, any database with support for structured data
could be used in the context of this thesis.

In the solutions presented in Publications PIII and PV, there was a need for three
database tables, as can be seen in Figure 5.2. The data types used are basic types
such as integers, strings, or real numbers. Designing such a schema does not require
much knowledge of relational design. Joining with a complex schema can be time-
consuming [75]. However, it was not an issue during the research since the schema
was simple and there was no need to perform joins. Of course, some functional-
ity could require joins. Since 360-degree video user logs can often be presented in
a relatively simple numerical and text format, they are suitable for database stor-
age. 360-degree video user logs do not typically include large binary files or com-
plex N-dimensional data. Such data types have traditionally caused challenges with
databases [54, 127]. In addition, logs are not expected to contain a lot of NULL
values that could lead to a waste of disk space [75].

In this thesis it was enough to process only a moderate (around 50,000 rows)
amount of data. Even though the performance testing conducted in Publication PV
suggests that an RDBMS with a moderate amount of data can provide sufficient
performance for many use cases, RDBMSs have challenges considering the antici-
pated growth in the amount of data and simultaneous users. SQL may have a poor
performance reputation due to the traditional design of ACID transactions, multi-
threading, and disk management in RDBMSs [135]. Explicitly, the overhead is not
a due to SQL but the (R)DBMS design [135]. It is good to remember that RDBMSs
do not constantly enforce strong ACID semantics and NoSQL does not completely
remove the need for transactionality [94]. The disadvantages of SQL include pre-
processing of data into tabular format [88] and difficulty in making advanced analy-
sis [111]. In general, joining many tables can make SQL queries inefficient, but the
efficiency also depends on the database design and analysis needs – many queries can
be accomplished without joining, and queries can be optimized [119]. Despite the
disadvantages, SQL remains a popular tool, and many modern platforms suitable for
log analysis support SQL [88].

RDBMS is, as far as the author knows, only used in Publications PIII, PV, and
by Nguyen et al. [101]. Nguyen et al. [101] use an "SQL database" for logging at
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Figure 5.2 An example of relational schema for 360-degree video user logs.

least some user activities. However, it is not clear if it has been used for all logging.
Many details are missing, so it is difficult to draw firm conclusions, but they seem to
have a relatively advanced system. Note that this thesis does not prefer RDBMS as
a database solution even though Publications PIII and PV use one.

RDBMSs traditionally support SQL well, but usage of SQL does not nowadays
require a traditional RDBMS. SQL is a preferred solution for data analysis because,
for example, of a common set of needed functions [5], maturity [122], portabil-
ity [100], the importance of using popular standards [14], the preference for declar-
ative queries [5], developer accessibility [5], extendibility [5], and optimization [54].

Four of the publications in Table 5.2 use a solution based on MongoDB [17,
107, 95, 108]. The missing support of SQL in MongoDB can make analysis more
challenging as can be seen in the comment by Oliver et al. [107]: "For complex
reporting, all relevant statements can be moved into a data warehouse to be processed
later." MongoDB also works as a component of the data integration platform used
in Publication PVI. The platform uses MongoDB so that it stores only the latest
value, which is not useful for any time-based analysis. Luckily, the platform offers a
way to integrate MongoDB with the NewSQL database CrateDB making efficient
log storage and time-based analysis using SQL possible.

In general, a NoSQL database could be an effective solution [81]. Usually the per-
formance of NoSQL databases is compared to RDBMSs if there is a relatively large
amount of data [114]. However, in the context of this thesis, there may be a mod-
erate amount of data. The performance differences between RDBMS and NoSQL
may not be as big when there is only a moderate amount of data [114]. Further, if
a query includes aggregates or searches to non-key values, the performance may be
even weaker in NoSQL solutions [114]. Thus, the performance is partly dependent
on the analysis needs, but 360-degree video user analysis may well require usage of ag-
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gregates or searches to non-key values. Even though the research conducted for this
thesis entailed processing only a moderate amount of data, the author acknowledges
that it is good to prepare for growing amount of data that is usually well supported
in NoSQL solutions via scalability.

While a time series database could be an option, the data discussed in this thesis
are not the most typical kind of time series data. Usually time in time series databases
is expressed in milliseconds starting from 1970-01-01 [7]. However, in 360-degree
video logging, the notion of time may come from the video time [26, 43, 84, 145,
99, 38]. In other words, the time scale starts from the beginning of the video and
ends at the end of the video. For example, if a video is 10 seconds long, then the time
scale can be from zero to 10,000 milliseconds. Thus, it could be possible to fit the
video time into the real-world timestamp range of a time series database, although the
solution would be somewhat artificial. Another characteristic feature of time series
data is that they are heterogeneous unstructured data [18]. Having such data could
be possible, for example, if a wide range of equipment with different measurement
units were logged, but such a situation was not encountered during the study.

Still, a time series database could be a good option for 360-degree video log-
ging since every log record can contain a real-world timestamp, each record makes
a new row, and old values are basically never updated [47]. Moreover, built-in
time-based partitioning, time related functions, and integrated machine learning al-
gorithms could help with data analysis [18]. In Publication PVI, the author used
CrateDB which is a NewSQL database that can be considered a time series database.
It combines the easiness of SQL, real-time performance, and scalability. Such a com-
bination makes log collection and analysis flexible and efficient.

Six of the publications in Table 5.2 do not explicitly mention having a database.
There may be many reasons for not using databases. Gray et al. [54] encountered the
following reasons: the cost of learning new tools, poor visualization tools, preference
for using programming languages, lacking support for needed data types and access
patterns, slowness, legacy applications, and a need for expensive database adminis-
trators. While some of the reasons may be still relevant, Gray et al. [54] consider
that some are based on experiences with early databases that were not as mature as
when they wrote their article. About 15 years has passed since their article so we
can expect databases to be even better nowadays in 2023.
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5.5.4 Conclusions on Architectural Comparison

This subsection concludes the section by comparing the architectures listed in Ta-
ble 5.2 to the assumedly relatively efficient log server solution implemented by the
author. The solution (after iterations) presented in Publication PV has a log server,
a database with SQL support, and MQTT as a communication protocol. It is as-
sumed to be relatively efficient since it has a customized lightweight log server, asyn-
chronous low-latency communication, one-to-many communication support, and a
single database (as opposed to the multiple databases in Publication PVI).

A group of publications is based on a log server solution with a NoSQL database
and HTTP and WebSocket as communication protocols [17, 107, 95, 108]. One
of the authors’ reasons for using NoSQL is most likely that they wanted to use
a lightweight open source data store called lxHive that is implemented with Mon-
goDB. A consequence of the database selection is that they cannot use SQL because
MongoDB does not support it. This can be also seen in the comment by Oliver et
al. [107] about moving log data into data warehouses, that usually support SQL, for
more complex analysis. However, they got the other benefits of MongoDB, such as
improved performance, scalability, and schemaless data. The consequences of their
communication protocol selection are that they get the benefits of request-reply,
such as reliability via expressive replies, standardized return codes, general maturity,
and software support of the protocol. With WebSocket they can combat against the
disadvantages of HTTP by supporting real-time communication better, minimizing
overheads, and enabling publish-subscribe [72]. However, they do not report if they
used publish-subscribe [17, 107, 95, 108]. If they did not, they lost full decoupling
and one-to-many communication.

Thus, the benefits of the solution using SQL and MQTT implemented for this
thesis, compared to solutions with NoSQL and a lightweight communication proto-
col (but not explicitly publish-subscribe), are the following. SQL: better portability,
usage of popular standards, better accessibility for developers, and usage of a ma-
ture technology with strong community support. MQTT: decoupling by design,
one-to-many communication, and options provided by wildcards. Many of the same
benefits are available by using publish-subscribe in general, but it is possible that not
all publish-subscribe implementations support wildcards.

Nguyen et al. [101] have a log server, some client-server protocol, and an RDBMS.
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The consequences of the communication protocol selection are that their traffic is
likely heavier, and they lose the benefits of publish-subscribe. Duanmu et al. [38]
have a log server, an unknown communication protocol, and possibly no database.
It is difficult to make comparisons due to the missing information, but since they
most likely do not have a database, they lose the benefits of databases, such as effec-
tive distributed data management. Qian et al. [117] use UDP protocol, but other
relevant information is missing. The consequence is that they get the benefits of a
connectionless protocol, such as simplicity and less used resources but reliability is
compromised (that most likely does not matter in their research).

There is a relatively small amount of architectural information available in the re-
lated literature. Therefore, a proper architectural comparison is difficult. However,
at least some aspects are quite clear: using publish-subscribe for 360-degree video
user logging is a relatively novel idea, and log servers or databases have not been used
much in the domain, despite their general advantages known in the IT field.

As a personal experience, integrating a RDBMS, a log server implemented with
Node.js, and MQTT was relatively straightforward as discussed in Publications PIII
and PV. The same can be said about integrating a data integration platform and
MQTT in Publication PVI, but the author did not need to worry about setting up
or maintaining the data integration platform, which would have been a laborious
task. Setting up a data integration platform for only one special purpose would very
likely be overkill. In addition, there were some restrictions in the platform that
the developer just had to accept, since correcting the issues would have been too
laborious in a complex system.
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6 VISUALIZATION OF 360-DEGREE VIDEO USER

LOGS

This chapter discusses the visualization needs of the companies in the 360VI project
and reports the visualizations presented in the related literature. The chapter also
presents the visualizations implemented during the research. The chapter concen-
trates on two different real-time visualizations – visualizations over 360-degree videos
and traditional chart visualizations. By traditional chart visualizations the author
means traditional charts, such as histograms, bar charts, pie charts, and line charts,
that are not traditionally drawn over 360-degree video playback. The aim of the
chapter is to answer the third research question (RQ3: How to efficiently visualize
360-degree video user logs?). The motivation for the visualization comes from the
need to develop software for 360-degree video domain. Visualization of logs provides
a way to improve software or to change the content of the video application based
on user analysis. For example, it is possible to gain insights about the most popular
parts of a video via visualization of logs.

RQ1 asked about the reasons of logging 360-degree video users, whereas RQ3
asked how to visualize the logs. A developer first needs a reason for logging after
which it is possible to choose between the various visualization approaches. Some
of the reasons for logging presented in Chapter 4 had real-time requirements. The
real-time requirements link visualizations to the aspects of RQ2, which was about the
efficiency of logging. The efficient architecture of RQ2 enables real-time visualization
of logs collected from geographically distributed users.

6.1 User Visualization in Company Cases

The companies on the 360VI project had different analysis needs. As a reminder,
the interests of the companies were the following. A-UI: improving user experience
for a UI of a 360-degree video media library application. B-SPORTS: transferring
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Table 6.1 Visualization approaches used to meet the analysis needs of the companies.

Company Real-Time Chart
Visualizations

Visualizations
over Video

A-UI No No Yes

B-SPORTS Yes No Yes

C-TRAFFIC Yes Yes Yes

D-LEARNING Yes Yes Yes

only the essential parts of 360-degree videos in high quality while watching sports
events. C-TRAFFIC: analyzing if users have had the essential objects in their field
of view while watching a 360-degree video in a traffic safety education application.
D-LEARNING: various user analysis needs related to using a learning environment
with 360-degree videos.

The author responded to the needs by developing visualizations. Table 6.1 catego-
rizes and summarizes the visualization approaches used in each company case. Com-
pany E-ALGORITHMS do not appear in the table because they were not interested
in user analysis. However, their interest in 360-degree video analysis algorithms led
to considering combining video analysis and user analysis. By combining video anal-
ysis and user analysis it is possible, for example, to automatically recognize what
objects are located in the field of view. That would, for example, help automating
the user analysis of the traffic education application of company C-TRAFFIC.

6.1.1 Real-time Visualizations

This subsection elaborates the "Real-Time" column of Table 6.1. The interest of
company C-TRAFFIC was in ascertaining if the user had seen the essential objects
of the video, and the interest of company D-LEARNINGwas in analyzing the users
of a learning environment with 360-degree videos. In those cases, a real-time logging
and analysis system would allow fast visualization and, thus, fast response. Real-time
visualizations are needed, for example, to determine what is happening currently
when multiple distributed users are using the application.

Company B-SPORTS had an explicit need for a more advanced analysis when
compared to other companies. For example, there was a need to compose analysis
results based on multiple simultaneous users by summarization and classification,
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and the analysis result had more strict real-time requirements because of analyzing
viewers of live streamed sports events, in a case where the analysis results have an
effect on the quality of the stream. There was a need to calculate the most popular
tile, for example, for viewport-adaptive streaming, that was in the interests of the
company.

The mentioned real-time needs are met in the publications in the following way.
First, Publication PIII presents a distributed real-time system for logging. Publica-
tion PV extends that work by presenting real-time visualization examples, and finally
Publication PVI presents another, more general-purpose, distributed real-time log-
ging and visualization system.

6.1.2 Chart Visualizations

This subsection elaborates the "Chart Visualizations" column of Table 6.1. Compa-
nies C-TRAFFIC and D-LEARNING were interested in behavioral analysis. For
example, they needed to form an overall picture of the behavior of multiple users, to
observe unusual behavior, and to obtain detailed information in special cases. One
approach for meeting such needs is to use traditional chart visualizations that can be
implemented without drawing over 360-degree videos. There was no need to present
the visualizations directly to the end users over 360-degree videos so visualizations
could be shown on an admin dashboard.

One need of company C-TRAFFIC was to gain an overall picture of how users
behaved while using their traffic education application. The needs of company D-
LEARNING were related to getting an overall picture of students’ behavior while
watching educational videos. Their analysis needs can be solved by producing real-
time chart visualizations that allow quick feedback (using the approach in Publication
PVI). Despite the need for an overall picture, there may be needs related to seeing
detailed data. Luckily, chart visualizations also support a detailed view.

6.1.3 Visualizations over 360-Degree Video

This subsection elaborates the "Visualizations over Video" column of Table 6.1. In
the case of company A-UI, it would be possible to see afterward how users acted
while using the UI by visually tracing them. In the case of company C-TRAFFIC,
it would be possible to estimate if a user had seen the essential objects of the video
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by visually following the user trace. In the case of company D-LEARNING, visual
user tracing would help analyze users in general. In all the cases, user tracing could
be needed for multiple simultaneous users or for only a single user. Publication
PIII presents a visualization method over 360-degree videos in the spherical mode,
that allows such visual trace analysis. The spherical mode enables to see the video
immersively as if the viewer was in the middle of the 360-degree sphere as opposed
to traditional mode that shows the video as if the video was a traditional video. The
visualization uses the yaw, pitch, and timestamp fields of the log to draw a trace over
the video without programmatic analysis.

Company B-SPORTS had also other interests than viewport-adaptive streaming.
There was a need to classify users into clusters according to their view port centers.
From the visualization point of view, the need was to implement visualization based
on programmatic analysis results into end-user applications over 360-degree video.
This entails, for example, superimposing various graphics, such as tiles, numerical
analysis results, and textual information, over the most popular areas of the video.
Although only company B-SPORTS had an explicit interest in analysis related to the
most popular tiles and view point clusters, such an analysis could also be beneficial
for the other companies. An approach to create such a visualization is discussed
in Publication PV. Similarly to the user trace visualization of Publication PIII, the
visualization of Publication PV uses the yaw, pitch, and timestamp fields of the log
to calculate the most popular tiles and for the cluster analysis.

In the case of companies C-TRAFFIC and D-LEARNING, there was a need to
show visualizations in the spherical mode. With such an approach it would be possi-
ble to show the visualization for the end users themselves using the same application
the user had used while being logged, and they could learn from their previous view-
ing sessions. Using the same application is important so that the user need not to take
off the HMD used while logging to see the visualization on a different device. In the
case of company A-UI, visualizations over 360-degree videos in the spherical mode
are not as essential since user traces are meant only for the developers so the traces
can be visualized over 360-degree videos in the rectangular mode. However, visual-
izations over 360-degree videos in the spherical mode were an adequate solution for
the research prototype.
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Table 6.2 Visualization approaches in the related literature.

Publication Real-Time Chart
Visualization

Visualizations
over Video

[27] No No No

[108] No No No

[9] No Yes No

[26] No Yes No

[136] No Yes No

[145] No Yes Yes

[38] No Yes Yes

[99] No Yes Yes

[85] No Yes Yes

[49] No Yes Yes

[117] Yes Yes No

[17] Yes Yes No

[107] Yes Yes No

[95] Yes Yes No

[86] Yes Yes No

[101] Yes Yes Yes

6.2 Visualizations in Literature

This section discusses the visualizations presented in the related scientific literature.
The publications are selected from Table 4.1 (page 56) listing the reasons for log-
ging users in 360-degree video domain. Many of the publications in Table 4.1 do
not explicitly discuss user analysis and have been excluded from this section. The
publications included can be seen in Table 6.2. It is good to note that Table 4.1
may include multiple instances of the same publication, whereas Table 6.2 does not,
which may make it appear relatively short.

Many of the publications discuss a system with real-time requirements. However,
in many cases it is not entirely clear if visualizations are possible in real-time. Hence
most of the publications have "No" in the "Real-Time" column. Some publications
mention a wish for real-time analysis or present interactive programmatically gen-
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erated traditional charts [17, 107, 95, 85, 86]. Nearly all the publications include
traditional chart visualizations, but in most of the cases the visualizations are not
generated automatically, but only for the figures of the publication. As a special
detail, Wu et al. [145] made a 3D chart visualization.

A publication has "Yes" in the "Visualizations over Video" column if the publica-
tion contains a figure of a visualization over a 360-degree video. As can be seen, a
few publications present visualizations over 360-degree videos, but only two of them
present visualizations in the spherical playback mode [85, 101]. Again, in most of
the cases, it seems that the visualizations were simply made up for the publication
rather than presenting working real-time software. Some publications present graph-
ics over 360-degree videos, but these are not visualizations made for user analysis [17,
107].

Table 6.2 suggests that there are not many real-time visualizations over 360-degree
videos in the related literature. Only one publication ([101]) is considered to have
such a visualization, and thus it is especially interesting from the viewpoint of this
thesis. However, traditional chart visualizations are clearly much used, and there
are many cases of non-real-time visualizations over 360-degree videos. The short-
age in the presence of real-time visualizations over 360-degree videos, for its part,
emphasizes the novelty of the work accomplished for this thesis.

6.3 Visualizations Implemented

This section presents the visualizations implemented during the research work. The
selection of each visualization approach is justified and possible alternatives are dis-
cussed.

6.3.1 Visualizations over 360-Degree Video

Visualizations over 360-degree videos were implemented due to company needs. This
is an illustrative and immersive visualization method.

User tracing was implemented because it allows a detailed inspection of user be-
havior. It is especially useful in situations where the analysis is difficult to automate,
for example, if the analyst does not know beforehand what to look for. User tracing
visualizations can be implemented in various ways. The author’s solution to user
tracing was to visualize the center point of a logged user’s viewport over 360-degree
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Figure 6.1 An example of user traces marked with X showing the view orientations of previous view
sessions. (Object detection metadata annotations are also visible.)

video in the spherical playback mode. The author drew user traces over videos with-
out connecting the dot sequences, which differs from the way in which scanpaths are
usually implemented, but showing only the closest view orientation in relation to
current video time. An example can be seen in Figure 6.1. The reason for not visu-
ally connecting dot sequences was that our videos were recorded from the viewpoint
of a moving object and showing connected scanpaths would have been confusing
when the video content changes fast. Visible paths connecting the dots can be more
useful if the video is recorded by a camera that stays in place.

Visual traces are not always needed for studying user behavior in 360-degree
videos, but it is possible in some cases to automate the analysis. For example, the
solution to the need to analyze the objects seen in a traffic video by company C-
TRAFFIC is somewhat trivial with the architecture used – if there are log data with
user ids, it is possible to programmatically analyze the user’s actions based on the
log. For example, it is easy to check that the viewport center of the user was close
enough to yaw coordinate 10° and pitch coordinate 10°, where the object of inter-
est is located at the time of one second. A more interesting automation task would
be, for example, to identify the essential objects in the video using video analysis
algorithms and to combine that information with user logs. However, this is only
briefly discussed in Publication PIII.
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Figure 6.2 An example of the most popular tile visualization.

In Publication PV, the author drew simple tiles over the video to represent anal-
ysis results as seen in Figure 6.2. The numbers in the figure show the yaw and the
pitch angle of the tile. The computation is executed by the analysis component of
the logging and analysis architecture, and the results are published via MQTT to
multiple clients for real-time visualization.

In contrast to Publication PIII (Figure 6.1), where the data for the user traces
were queried using a single database query, in Publication PV the database needed
to be queried continuously at short intervals due to the stricter real-time needs as
the log data were collected continuously and were thus continuously changing. The
visualizations therefore needed to be updated accordingly. In Publication PIII it was
possible to query trace data with a single query because it sufficed to show traces of
previous viewing sessions that were already over and no longer changing. Contin-
uous querying increases the load of the database and the amount of network traf-
fic. However, MQTT helped by delivering the analysis results to all interested sub-
scribers in one-to-many style so that not all of them needed to do make continuous
separate requests. Further, database load can be reduced by limiting the amount of
processed data if the results stay accurate enough with a smaller amount of data.

SQL is not considered an efficient and feasible language for advanced analysis [111].
However, it is possible to implement an efficient K-means clustering with SQL [110],
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and there is an example of implementing K-means with SQL [96]. K-means cluster-
ing was adapted in this study from to the cited example. With the algorithm it was
possible to experiment the user clustering interests of the company B-SPORTS. The
cluster centers were visualized using the same method as user traces in Publication
PIII, and their location was calculated once a second, which required continuous
database communication.

6.3.2 Traditional Chart Visualizations

Traditional chart visualizations were implemented because they support some of the
company cases and are often relatively easy to implement and understand. Visual-
ization can be implemented with the help of SQL, as presented in Publications PV
and PVI. Figure 6.3 shows a timeline graph based on an SQL query. The graph
is a part of a web dashboard consisting of multiple graphs. The graph can be up-
dated continuously and allows user interaction. It was implemented using a popular
web dashboard tool Grafana. Other similar dashboard tools could have been used,
but Grafana was chosen due to its popularity and because it can be integrated with
CrateDB used by the data integration platform that was tried out as a log server.

By default, Grafana has a visualization tool named Graph for making traditional
chart visualizations. Graph makes it necessary to use real-world timestamps on x-
axis, so it is mostly useful for real-world time related analysis needs as opposed to
video timestamp related analysis if video timestamps have been stored, for example,
as integers. Such needs include analysis of live stream video watchers or analysis that
is only related to the user’s actions in real-world time. For example, with Graph it is
possible to see that the user’s yaw and pitch are close to 0° at some point in time, but
it is be more difficult to see at what time in the video that happened. Since Graph
visualization is suitable for user analysis of live stream videos, it supports the analysis
needs of company B-SPORTS. The visualization in Figure 6.3 was implemented with
Plotly plugin by Grafana. This is better than Graph in that it allows more data types
on the x-axis. It allows see where the users were looking at a given second in video
time.

Besides view orientations, there may be other visualization needs. One example
is the need to visualize the most watched seconds of a video. Graph visualization by
Grafana has a histogram mode, with which it is possible to show the most watched
seconds as bars of different heights. This can be seen in Figure 6.4. While such a
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Figure 6.3 Example of a view orientation graph based on an SQL query.

Figure 6.4 Example of a histogram showing the number of watchers for every second of the video.

visualization was not explicitly needed by the companies, it could provide them all
with helpful related insights into the users’ behavior.

Grafana also has some presumably rarely used polar visualizations, such as radar
and wind rose visualizations, but the implementations were so buggy the author was
unable to make proper use of them. However, such polar visualizations could be
useful for 360-degree video related analysis since the spherical space fits well into
polar view.

Since the traditional chart visualizations made for this thesis were not intended
for end users, there was no need to query data from the database by the user front
ends. Queries are only needed for the admin dashboard, which reduces the amount
of network traffic because there are usually fewer admins than end users. Moreover,
since there is no need to visualize data over videos, there is no need to synchronize
visualizations in relation to video playback time. Nor is there any need to estimate
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what is an adequate pace for updating the visualizations over videos.

6.3.3 Comparison of Visualizations over Videos and Traditional Visualizations

As presented in this chapter, the author found two approaches for visually analyzing
360-degree video user logs. The first approach is by drawing visualizations over 360-
degree videos, and the second approach is by using traditional chart visualizations.
The chapter concludes with a comparison of the two approaches. In general, the
usefulness of an analysis approach is related to the analysis needs.

Visualizations over 360-degree can directly illustrate video footage related details,
that are not as easily visualized with traditional chart visualizations. Likewise, tradi-
tional charts are good for presenting overall information, that is not as easily visual-
ized over 360-degree videos. In addition, creating traditional charts can be relatively
easy with the available tool support, and it is possible for a viewer to follow a few
real-time chart visualizations simultaneously. As a comparison, watching two 360-
degree videos with visualizations simultaneously with a HMD would most likely be
a disturbing experience.

In both the approaches, visualizations can be confusing if too much data is dis-
played at once. Thus, in general, both can benefit from approximation and summa-
rization. Tile-based approximation can be used with both the approaches but a need
for realistic and accurate visualization of tiles over 360-degree videos may increase
the development difficulty. Tile-based analysis with chart visualizations also requires
further investigation and it was not experimented with in this thesis work. In both
the approaches, efficient usage of tiles may require database-level decisions, such as
whether to preprocess and save tile-related information to a database already in the
logging phase, or deal with more complex and performance-intensive but flexible
database queries when fetching the data for display.

When drawing visualizations over 360-degree videos with a custom solution,
much of the user experience development may need to be done from the scratch. In
contrast, at least some basic usability features can be ready-made when implementing
traditional charts with popular tools, such as Grafana.
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7 RELATED WORK

This chapter presents the related work. The aspects included are public user logging
datasets, real-time analysis of 360-degree video logging and analysis in VR and AR,
and distributed user logging architectures.

As a brief introduction to the related work, Rong et al. [123] conducted a system-
atic review of logging practice in software engineering. Nine development contexts
for logging were identified: fault tolerance, security, open source projects, distributed
systems, complex systems, concurrent systems, embedded systems, multicore sys-
tems, and network [123]. Unfortunately, publications on user behavior logging,
log analysis, and usage of logs were excluded [123]. A noteworthy finding was that
logging practices lack formal specifications and systematic design [123]. The study
is relevant in the context of this thesis because their findings are applicable to 360-
degree video user logging. In addition, the logging development context "distributed
systems" is also relevant for this thesis. Of course, a systematic review of user logging
would have been a more relevant study, but the author is not aware of such studies.
However, user analysis is possible without logging as can be seen in the studies of
360-video users conducted with questionnaires and interviews [44, 86].

7.1 Public User Logging Datasets

Several public user logging datasets for 360-degree videos have been published re-
cently [84, 26, 145, 99, 38, 49]. In addition to publishing open data, the studies
present examples of how to do analysis using their datasets. The author of this the-
sis considers the studies to be relevant work even though public datasets were not
published in the studies conducted for this thesis.

Lo et al. [84] used open source user tracking components for logging and ana-
lyzed user logs by making saliency and motion maps. They logged yaw, pitch, roll,
timestamp, and viewer position (x-, y-, and z-coordinates) [84]. Compared to the
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data logged by the author of this thesis, they have additionally the viewer position,
which was not available when using Google VR SDK. Their log dataset can be used
for optimizing existing 360-degree video streaming applications and novel applica-
tions [84]. For more detailed examples, their dataset is useful for predicting the
attractive parts of videos, computing the most common field of views, developing
interfaces, and identifying the essential elements for gaining viewers’ attention [84].

Corbillon et al. [26] used an open source VR platform for logging and created
example statistics about users’ navigation patterns. They logged timestamp, video
frame number, and user’s head position in quaternion format [26]. Compared to
the data logged by the author of this thesis, they used quaternion format, whereas
this thesis used yaw, pitch, and roll format, and the logged video frame number in
Publication III was only an approximation. The dataset can be used for studying
and understanding 360-degree video consumption [26]. Corbillon et al. [26] think
that "The prediction of navigation patterns is a cornerstone of the new generation
viewport-adaptive streaming systems for 360-degree content".

Wu et al. [145] used Unity for logging users to explore their behavior and present
related visualizations and statistics. They logged local timestamp, video playback
time, view orientation in quaternion format, and viewer position (x-, y-, and z-
coordinates) in Unity space [145]. Compared to the data logged by the author of
this thesis, they included local timestamp and viewer position, and used quaternion
format. With the local timestamp they have the option to analyze data as a function
of local time. For example, they can analyze how a video was watched on January
1, 2022 at 3 p.m. With the viewer position in Unity space they can propbably do
some Unity-specific analysis, or use the information for replay. By using quaternion
format, they get some of the general benefits of quaternions, such as protection for
gimbal lock. Their dataset can be useful for exploring user behavior patterns [145].

Nasrabadi et al. [99] usedUnity for logging and analyzed logs bymaking heatmaps
and studying viewport patterns with a clustering algorithm. They logged timestamp,
head orientation in quaternion format, and vector from the video sphere center to
a viewport center (x, y, z) [99]. Compared to the data logged by the author of this
thesis, they included the viewport center vector and used quaternion format. Their
reason for logging users was to analyze viewport patterns [99].

Duanmu et al. [38] made a dataset by logging computer users instead of HMD
users by using a local server. They logged timestamp, yaw, and pitch and analyzed
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data with heatmaps and trajectory analysis [38]. Their data seems to be relatively
similar to the data logged by the author of this thesis. Their reason for logging users
is to explore the viewer behavior when watching 360-degree videos to see how it
correlates with the video content [38].

Fremerey et al. [49] developed a tool for the logging and statistical analysis of
head orientation data that they logged in yaw, pitch, and roll format. The logged
data can be used, for example, as part of a viewport-adaptive streaming solution [49].

All these studies are related to this thesis because they are clear examples of 360-
degree video logging and include the reasons for doing it. However, none of them
discuss logging with distributed architecture or real-time visualizations.

7.2 Real-Time Analysis

Some studies address real-time user analysis [9, 117, 43, 136, 98, 27]. They may
include some architecture related discussion, but usually the essential details from the
viewpoint of this thesis are missing, hence comparing them to the work accomplished
for this thesis is relatively difficult. Real-time user analysis is not always explicit in
them, and therefore why some of them have been categorized to be without real-
time analysis in Table 6.2 (page 81). However, even if the paper does not explicitly
discuss real-time analysis, the solution proposed should be applicable to real-time
usage. They are therefore discussed in this "Real-Time Analysis" subsection. This
subsection is written more from the viewpoint of logging architectures, whereas
Table 6.2 concentrates on the visualization capabilities.

Bao et al. [9] predict 360-degree video users based on user logs. They estimate
that their method for motion prediction is feasible within 100–500 ms timeframe,
but they do not provide many logging related details [9].

Qian et al. [117] studied optimizing 360-degree video delivery over cellular net-
works with the help of user tracking. They used open source user tracking com-
ponents and sent the sensor readings from HMD to a laptop using UDP over Wifi
for short latency [117]. While they have some kind of network, it is described only
briefly and simultaneous logging of multiple users is not discussed [117].

Fan et al. [43] studied real-time view orientation prediction using neural networks
with an environment consisting of open source user tracking components. The study
does not explicitly mention a distributed architecture with a log server [43]. Sun et
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al. [136] also predict field of view with linear regression, but many logging details are
missing. Nasrabadi et al. [98] figure an architecture for viewport-adaptive 360-degree
video streaming without providing many logging related details.

Corbillon et al. [27] present a viewport-adaptive 360-degree video streaming sys-
tem where an HMD client sends the current head orientation to a server requesting
new video segments. However, they do not log users since they use a ready-made
dataset [27].

7.3 Logging and Analysis in VR and AR

Given the paucity of detailed publications on 360-degree video logging, the author
lists some user logging and analysis examples from VR and AR domains. By and
large, these studies may include logging activities similar to those addressed in this
thesis but there is no real-time analysis, some relevant logging details may be missing,
or the architecture is non-distributed.

Eishita et al. [40] logged players’ in-game performance using Unity. Orientation
data were logged for every drawn frame [40]. The study includes some statistical log
analysis [40].

Gandrud and Interrante [51] logged head and eye orientations for predicting des-
tination during movement of HMD. The study does not report real-time analysis,
but includes statistical log analysis [51].

Hodgson and Bachmann [61] logged users to study the challenges of movement
in VR because of the limitations of real world (i.e., redirected walking). The logged
data includes timestamp, user’s position, and view orientation [61]. A statistical log
analysis is included [61].

Koulieris et al. [76] studied users’ accommodation and comfort with HMDs with
a special equipment that measures vision problems. Log data were captured with
the help of Unity and stored into an SQL database, but many logging details are
missing [76]. A statistical analysis is included [76].

IPSViz by Raij and Lok [118] is an example of VR system with diverse logging
features. It can log various inputs, such as head, hand, and body movements in ad-
dition to capturing speech and video [118]. It can produce 3D visualizations and
scalable timelines with social information, such as verbal and non-verbal communi-
cation [118]. Despite the logging features of the system, the results of the study are
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based on interviews [118].

7.4 Distributed User Logging Architectures

A group of publications by Bibiloni et al., Oliver et al., and Molino et al. [17, 107,
95, 108] discuss a distributed 360-degree video user logging and analysis solution
implemented with a NoSQL database, that supports visualizations in a web UI using
a data store called lxHive. The solutions presented in this thesis differ from their
solution; they use a NoSQL database, WebSocket, and HTTP, whereas the author
of this thesis implemented one solution with MQTT and an RDBMS and another
with MQTT and a combination of a NoSQL database and a time-series database.
The similarities of this thesis and their work include distributed architecture and a
support for real-time analysis. Thus, they have also understood the importance of
distribution, databases and lightweight communication, but they do not justify their
implementation of a distributed architecture using the techniques mentioned.

If lxHive had been implemented with an RDBMS, the author of this thesis can see
no particular reason why the mentioned researchers ([17, 107, 95, 108]) could not
use it and benefit from SQL support. They would probably lose some of their scala-
bility and performance, but it is difficult to say how important these features were for
them. MQTT could be suitable for them because they present no particular reasons
for choosing HTTP or WebSocket. However, changing HTTP (and WebSocket) to
MQTT would naturally need some re-factoring, as proposed in Publication PIV.

Nguyen et al. [101] built a distributed collaboration system for 360-degree videos,
which includes a client-server architecture and an SQL database. The solutions pre-
sented in this thesis differ from their solution as they do not use MQTT and thus
lose the benefits of MQTT. In general, the solutions presented in this thesis are in
line with their solution since the components used seem to be somewhat similar. By
using SQL, they obviously get the general benefits of SQL, but they offer no partic-
ular reasons for choosing a client-server protocol, an SQL database, or a distributed
architecture.

All the publications in this subsection have been discussed in detail in the archi-
tectural comparison of Sections 5.4 and 5.5. However, they are also discussed in this
chapter since they are probably the most relevant related work available.

Since publications on logging 360-degree video users that also discuss distributed
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architectures are relatively rare, some examples from VR, AR, and Mixed Reality
(MR) domains are introduced next. For example, Brown et al. [21] present a detailed
architecture of an AR combat simulator, where log data is transferred via a network.
However, it seems to be a local network, and the authors present no real-time anal-
ysis [21].

A study by Hagiwara [57] on multi-modal VR data collection discusses a cloud-
based solution. However, the architecture or logging details are not well explained [57].

Kobayashi et al. [74] logged humanoid robots with the help of VR technology.
The paper includes a detailed explanation of a distributed logging architecture, where
log data are transferred over a local network [74]. The publication presents some
real-time features but no examples of real-time analysis [74].

Okuma et al. [105] logged user activity in a MR museum and stored the data in
an RDBMS for behavioral analysis. However, it seems that the system does not have
real-time requirements, and many logging details are missing [105].
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8 RESULTS AND DISCUSSION

This chapter revisits the research questions and summarizes the answers to them.
There is also a section for discussing the limitations of the thesis and ideas for future
work.

8.1 Logging of 360-degree Video Usage

Chapter 4 contains the answer to RQ1: what is 360-degree video user logging and
why do it? The first part of the question in answered by studying the scientific lit-
erature. The answer is summarized by forming the definition for user logging in
360-degree video domain. The second part is answered by categorizing example rea-
sons for logging found in the scientific literature and received from the companies
involved in the 360VI project. The most popular reasons for logging and analyz-
ing 360-degree video users seem to be "viewport-adaptive streaming, transmission
optimization, and saving bandwidth" and "exploring and predicting user behavior".

8.2 Efficient Distributed Logging and Analysis

Chapter 5 aims to answer RQ2: how to support 360-degree video user logging via
development of efficient architecture? The answer presents a reference architecture
and example implementations based on it. The answer compares the example imple-
mentations to those found in the related literature and enumeratates the benefits of
the reference architecture.

A reference architecture is designed to fulfill the requirements derived from the
reasons for logging 360-degree video users (which is a part of the answer of RQ1).
The reference architecture is designed as a logging architecture where log data are sent
via a network to a log server connected to a database enabling efficient data storage
and analysis. A distributed architecture makes logging and analysis of distributed
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users possible and is beneficial in the development work, for example, because of
supporting re-use and changing requirements.

Example implementations of 360-degree video logging and analysis systems are
presented in Publications PIII, PV, and PVI. The example implementations are com-
pared to those found in the related scientific publications from the perspective of dis-
tribution, databases, and network protocols. The comparison suggests that there are
not many architecturally detailed publications available and even though distribu-
tion, database usage, and publish-subscribe communication could provide benefits,
these are not widely used in the related research.

Publication PIII uses HTTP for sending user log records to the back end. Due
to the limitations of HTTP, Publication PIV studies how to replace HTTP with
MQTT in IoT setting, and Publication PV replaces HTTP with MQTT in a 360-
degree video logging system. Publication PVI also presents a 360-degree video log-
ging system that uses MQTT as a communication protocol. The author suggests
that the efficiency of 360-degree video user logging and analysis architecture can im-
proved by using a lightweight publish-subscribe protocol such asMQTT. The author
of this thesis is not aware of publish-subscribe protocols being used for 360-degree
video user logging by other researchers.

Despite their general advantages, the comparison conducted suggests databases
are not widely used in scientific 360-degree video logging and analysis context so
the thesis encourages their use. The author concentrated more on RDBMSs during
the study, but they do not meet every need. Other database solutions can be use-
ful as well. Publications PIII and PV had an RDBMS, while Publication PVI had
a combination of a NoSQL database and a NewSQL database. Further, in addi-
tion to suggesting using databases, the author suggests using SQL for analysis, for
example, because of better portability, usage of popular standards, better developer
accessibility, and maturity.

8.3 Visualization of 360-degree User Logs

Chapter 6 aims to answer RQ3: how to efficiently visualize 360-degree video user
logs? The question is answered in three parts. The first part discusses how the visual-
izations implemented meet the needs of the companies involved in the 360VI project.
The second part compares the visualization solutions implemented to those found
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in the related literature. The third part presents the visualizations implemented dur-
ing the study with the emphasis on describing the technical implementation, not the
visual details.

The visualization approaches chosen in the company cases include real-time chart
visualizations and visualizations over 360-degree videos. In the related literature, the
need for real-time analysis is not explicit but chart visualizations are popular and
there are some examples of visualizations over 360-degree videos.

The visualizations over 360-degree videos developed include a user trace visualiza-
tion and a most popular tile visualization. The chart visualizations developed include
a view orientation graph and a histogram showing the number of watchers of every
second in the video. What distinguishes the visualizations developed from most of
the related research is that they work in real time and visualizations over 360-degree
videos in the spherical mode are not very common.

8.4 Discussion

While the thesis does not discuss big data, it is good to prepare for the growing
amount data. Analysis can be started with a small amount of log data so that it is
easier to prepare for the future of 10x–1000x log data [24]. In this thesis, simulta-
neous logging and analysis was tested with a few users at a time without unexpected
performance problems. Naturally, there is a limit at which the performance starts
to suffer, but the author expects that the solutions proposed (Publications PV and
PVI) should cope at least with tens of simultaneous users and that these solutions
can be optimized. In addition, more quantitative data on the effectiveness of differ-
ent databases and data processing algorithms would be useful. That would help to
decide when there is a need for big data solutions. An interesting question is when to
move from databases to big data processing platforms. Big data processing platforms
with MQTT support could provide feasible solutions for the expected increase in
users and data.

Some of the discussion about MQTT is rather outdated since the work was done
using version 3.1.1, and 5.0 has already been published. For example, 5.0 provides
better support for request-response. It was not used during the study because the
MQTT implementations used did not support it during the hands-on research. Still,
using MQTT in the context of 360-degree video user logging and analysis is an inno-
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vative approach. Some arguments have been put forward for using other lightweight
protocols, such as Constrained Application Protocol (CoAP), instead of MQTT.
CoAP supports both request-response and publish-subscribe, thus it would be effi-
cient in many situations [71]. However, while CoAP tries to be something between
HTTP and MQTT, it fails in adaptation and support [143]. In addition, secure
one-to-many communication is not well supported by CoAP [71, 33]. Moreover,
distributed publish-subscribe solutions could have been investigated.

Advanced user analysis was left with little attention. Publication PV discusses
an implementation of K-means clustering, but implementing and comparing other
algorithms would have been interesting as well as thinking about use cases for them.
Still, the implementation of K-means serves as an advanced data mining example.

It would be interesting to study what kind of visualizations over 360-degree videos
are the most useful. The author only used simple tiles and texts, but it is expected
there are more user-friendly visualizations for different purposes. This also applies
to traditional charts, which are not drawn over 360-degree videos. While Publica-
tion PVI studied traditional charts to some extent, a more thorough comparison of
different kinds of charts could be beneficial, and the practical work would not be
very challenging because implementing traditional charts is relatively easy.

The implementations carried out for this thesis used only non-streamed local
videos. However, streamed videos are important for many applications, so it would
be interesting to study logging and analysis while using streamed videos. This could
be done, for example, in the context of viewport-adaptive streaming.
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9 CONCLUSIONS

This doctoral thesis discusses aspects related to logging and analyzing 360-degree
video users. It comprises on the basis of six publications. The introductory part is
not only an overview of the publications, but also presents further findings and dis-
cussion (as discussed in Section 3.4). The challenges of logging and real-time analysis
of 360-degree video users are related to the continuously updating video frame and
geographically distributed users that require an efficient distributed system. In addi-
tion, 360-degree video user logging is a relatively new domain where good practices
have not yet evolved.

The work presents a reference architecture for efficient distributed logging and
analysis of 360-degree video users. The reference architecture is based on a log server
with a database. While server architectures and databases are not novel solutions in
general, they are not well adopted in the domain. Part of the technical novelty of
this thesis comes from the usage of a publish-subscribe protocol for transferring 360-
degree video user logs and log analysis results in a network.

In addition to practical work, questions like "what is 360-degree video user log-
ging, and why do it" were investigated. By studying scientific publications, a def-
inition for 360-degree video user logging was formulated, and the author suggests
that the most popular reasons for logging are related to "viewport-adaptive stream-
ing, transmission optimization and saving bandwidth" and "exploring and predicting
user behavior".

Further, as many of the benefits of logging are gained via log analysis, the the-
sis presents real-time visualizations for analyzing 360-degree video users using two
approaches. The first approach is by drawing visualizations over 360-degree videos
and the second approach is by making chart visualizations.

The main contributions of this thesis are the following:

• The first definition of user logging in 360-degree video domain, and the first
categorization of the reasons of 360-degree user logging.
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• A suggested reference architecture for distributed 360-degree video logging and
analysis. This includes a novel publish-subscribe approach in the 360-degree
video user logging and analysis context discussed.

• Implemented real-time visualizations of 360-degree user logs using two ap-
proaches. Visualizations were implemented by drawing over 360-degree videos
and by making traditional charts. The visualizations are enabled by the used
architecture and the used technical solutions.
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Abstract: 360-degree videos are gaining popularity among consumers. Still, software developers are early adopters
of technology so it is important to map their needs for 360-degree video development. They use software
development kits that help creating software on the 360-degree video software domain. We want to find out
which factors developers need to take into account when choosing these software development kits. In this
position paper we describe a preliminary 360-degree video SDK choosing criteria, based on literature and our
own experiences, which we plan to evaluate with a survey.

1 INTRODUCTION

360-degree videos, also known as spherical videos,
are getting more popular (Alface et al., 2011). Ap-
plications for 360-degree videos can be found for
example from entertainment, industry, surveillance,
and robotics. One of the reasons for popularity is
that head mounted displays (HMD) supporting 360-
degree video and virtual reality (VR) have become
easily available for consumers. HMD is a wearable
display device which consists of an optical system in
a helmet with displays located in front of user’s eyes
creating an illusion of depth (Shibata, 2002). They are
applicable for presenting interactive spatial informa-
tion such as 360-degree videos or VR worlds. HMDs
include dedicated display devices like Oculus Rift and
HTC Vive in addition to mobile phone devices at-
tached to headsets like Google Cardboard/Daydream
and Gear VR. 360-degree videos are also getting
more popular in web applications. For example both
Youtube and Facebook support 360-degree videos.

360-degree video domain often requires reading
the sensors of HMDs and calculating sphere math-
ematics. Luckily, there are Software Development
Kits (SDK) that help developers with such tasks. We
define SDK by using the definition by (Palme et al.,
2010): ”The SDK is as a set of development tools
that allows a developer to create applications for a cer-
tain software package and hardware platform. SDKs
differ in terms of their programming code languages,
their libraries and API support.” Thus, 360-degree
video SDK is an SDK that allows developing 360-
degree video applications. A 360-degree video SDK

can, for example, offer an API that helps creating a
video player which can detect the head movements in
spherical videos both in monoscopic or stereoscopic
mode. Examples of 360-degree video SDKs include
Google VR SDK, OZO player SDK and KRPano.
Comparing those SDKs and finding the best one for
development work can require a considerable amount
of time.

360-degree video SDKs offer many useful fea-
tures but naturally they have different specifications
and features, and they cannot offer everything for ev-
erybody. For example, our experience is that some
360-degree video SDKs for mobile devices do not al-
low easy development of user interface (UI) elements
such as user interaction points. However, some of
those 360-degree video SDKs can be integrated with
a popular game engine called Unity 3D. With the help
of Unity 3D or similar game engines, UI elements can
be added more easily on top of 360-degree videos.
Still, using complex tools such as Unity 3D can re-
quire more resources. For example, (Linowes and
Schoen, 2016) state that an empty Unity 3D scene
for Android requires a much bigger application pack-
age than a simple native code application, which has
an increasing effect on memory and battery consump-
tion.

The motivation for the work is that we have use
cases for 360-degree videos so we need to choose a
convenient SDK to work with. Further, we noticed
that there seems to be relatively few scientific publi-
cations about choosing 360-degree video SDKs. The
study aims to gain knowledge about the growing field,
and the topic is significant for developers who need



a scientifically structured criteria for choosing 360-
degree video SDKs, for example for inspecting devel-
opment tools.

Our research questions are:

• Which criteria is important when software devel-
opers choose SDKs for 360-degree video applica-
tion development?

• What features software developers hope for 360-
degree video SDKs to have?

To answer these questions we present a prelim-
inary criteria for choosing an SDK from the devel-
oper’s viewpoint. Our study can be seen as a contri-
bution to developer experience studies.

The structure of the paper is as follows. Section 2
presents the scientific background for our work. Sec-
tion 3 describes the identified criteria for choosing a
360-degree video SDK. Section 4 analyses the criteria
and planned survey from a critical point of view. Sec-
tion 5 concludes the paper and describes our on-going
and planned research.

2 BACKGROUND

Our work can be seen as a part of developer experi-
ence studies. According to (Fagerholm and Münch,
2012) developer experience ”consists of experiences
relating to all kinds of artifacts and activities that a
developer may encounter as part of their involvement
in software development.” They define three devel-
oper experience categories: development infrastruc-
ture, feelings about work and the value of one’s own
contribution. Our study relates mostly to the first one
since SDKs are a part of development infrastructure.

Since 360-degree video software development has
similarities to VR software development, (Bierbaum
and Just, 1998) offers the most related background for
our work. According to them, the primary require-
ments for VR development environment include per-
formance, flexibility, and ease of use. On a more de-
tailed level they list required capabilities and factors
such as cross-platform development, support for VR
hardware, high-level and low-level interfaces, pro-
gramming languages, user interaction, minimal lim-
itations, and choosing between commercial and open
solutions, all of which we also included in our crite-
ria. They discuss about the whole development envi-
ronment where as we concentrate more on choosing
only the SDK. The following background describes
research about how developers choose their SDKs on
other domains (than 360-degree video domain) and
what they need to consider when doing that.

(Palme et al., 2010) propose a six-dimension
benchmark (security, individual and organization
buyer choice, market growth, ease of implementation
and net revenue) for choosing a smart phone operat-
ing system (OS) for mobile application development.
The dimensions are based on their own opinion about
the most critical ones. They take SDK related view-
points into account for example by saying that the
OS SDK for Android is related to ease of develop-
ment and market availability. They also note that the
license of an SDK can have an effect on the usage
decision. We did not include security in our criteria
because we think that security is not among of the
most essential characteristics for a 360-degree video
SDK. If there are security related requirements, the
other software components should offer the solution
for most of them.

(Nykaza et al., 2002) interviewed developers
about their needs for SDK documentation. They stud-
ied one particular documentation and give a detailed
analysis of useful documentation features such as nec-
essary content, taking into account the target audience
and prerequisite knowledge, etc. Though documenta-
tion is an important part of using an SDK, we are not
interested only about documentations. Documenta-
tion is however related to ”ease of implementation”
found in our criteria.

(Dalmasso et al., 2013) acknowledge the problem
of the variety of different platforms and SDKs. They
formed a classification and a comparison for differ-
ent cross platform development tools for mobile plat-
forms. The classification is based on general desirable
requirements identified by themselves. The criteria
they use has some similar aspects to our work. For
example, they included the SDK’s ability to be used
for multiple platform development (also mentioned in
our interview) as a part of their criteria. Additionally,
they discuss performance in terms of CPU, memory
and power usage, which we approach from the low
resource consumption point of view.

(Argyriou et al., 2016) discuss about the chal-
lenges of designing UI in mixed 360-video and game
environment using Google VR SDK and Unity 3D.
Though they do not concentrate on creating choosing
criteria of different SDKs, they are interested about
user interaction which is also taken into account in
our criteria.

3 CRITERIA FOR CHOOSING
360-DEGREE VIDEO SDK

We present a criteria about the factors software devel-
opers need to concider when choosing a 360-degree



video SDK. The criteria is based on scientific lit-
erature, an interview with a 360-degree video ap-
plication developer from industry (with seven years
of 360-degree video application development experi-
ence), our own experiences (six months with Google
VR SDK for Android, Nokia OZO SDK and Unity
3D). The interview with an expert was helpful espe-
cially from the web development perspective. Ad-
ditional background for the criteria comes from our
discussions with industry partners that have made us
interested in some particular use cases such as user
logging and user interaction.

3.1 Platforms, Domains and SDKs

As Table 1 presents, there are multiple platform al-
ternatives for 360-degree video applications. Every
SDK can not support every platform but for example
web browser applications can be run in different kind
of environments and Cardboard/Daydream applica-
tions can be run on different mobile devices (Android
and iOS). There are also many fields for 360-degree
video applications such as education, entertainment,
industry, and research, which can have an effect on
the desired characteristics of an SDK. Further, Table
2 lists different 360-degree video SDKs. We might be
missing some SDKs but the list works as an example
of different alternatives and it reflects the difficulty
of choosing the best one for development work from
many options.

Table 1: Example platforms for 360-video applications

Platform
Web browser

Cardboard/Daydream
Windows

Linux
macOS

HTC Vive
Gear VR

Oculus Rift

3.2 Features and Characteristics of
SDKs

The combination of different features and character-
istics of SDK can be the most important reason for
choosing one. Table 3 lists the features and charac-
teristic that are based on our own development expe-
rience, knowledge gained from an interview with an
expert from industry and aspects found from the re-
search literature. There are naturally other features

and characteristics as well but either we have experi-
ence or we have found scientific background for the
chosen ones. The features and characteristics in the
list are elaborated in the following paragraphs.

User interaction. For immersive experience, a
convenient way to implement user interaction, for ex-
ample by adding an embedded UI on top of 360-
degree video, can be an important factor. Probably
the development of UI requires some kind of graphi-
cal API. However, not every SDK offers a possibility
to add user interaction points easily.

Minimal limitations. The usage of an SDK should
not be restricted only to the ready-made features. A
skillful programmer should be able to extend the func-
tionality if needed.

Performance. While even modern mobile devices
are powerful enough for showing 360-degree videos,
the performance requirements can increase for high
resolution videos with a high refresh rate including
other computation. An SDK should provide suffi-
cient performance for comfortable immersive expe-
rience. Some SDKs include performance monitors
but it is probably not the most essential feature for
a 360-degree video SDK if the development environ-
ment otherwise includes a performance monitor.

VR hardware support. HMDs can be integrated to
different kinds of devices that help for example with
navigation and user interaction. For example Google
Daydream supports a decicated controller that can be
used for pointing and clicking.

Low-level API. In addition to high-level interface,
an SDK can offer a low-level interface. With low-
level source code the developers can make applica-
tions that perform faster or use less resources. For
example, Google VR SDK for Android comes with
a native developer kit (NDK) that is less restricted
than the Java SDK but requires knowledge about C
and C++. On the other hand, development work’s ab-
straction level can be even increased for example with
Unity 3D integration.

Programming language. The programming lan-
guage of an SDK can have an effect on the usage de-
cision. Some programmers are more familliar with
some languages or the platform can require a certain
language. For example a high-level language can sup-
port cross-platform development better or Javascript
can be needed for web development.

Multiple platforms. Often creating a application
for a single platform is not enough but it the imple-
mentation is needed for other platforms as well. An
example of multiple platform support is Google VR
environment that is provided for Android and iOS
in addition to integration with Unity 3D and Unreal
game engines and support for web applications.



Table 2: Example 360-degree video SDKs

SDK Developer Platform
Google VR SDK Google Android, iOS, Unity 3D, Unreal, Web
OZO player SDK Nokia Android, iOS, Oculus Mobile, SteamVR

OpenVR SDK/SteamVR SDK Valve Multiple vendors
OSVR SDK Open source Open Source VR headset

VR One SDK Zeiss VR One
krpano krpano Web

Pano2VR Garden Gnome Software Web, Cardboard
Marzipano Open source Web

Oculus SDKs Oculus VR Rift, Gear VR, Unity 3D, Unreal, Web, PC

Table 3: Different characteristics or features of 360-degree
video SDKs with background

Feature or characteristic
User interaction (Argyriou et al., 2016)

Minimal limitations (Bierbaum and Just, 1998)
Performance (Bierbaum and Just, 1998)

VR hardware support(Bierbaum and Just, 1998)
Low-level API (Bierbaum and Just, 1998)

Programming language (Bierbaum and Just, 1998)
Multiple platforms (Dalmasso et al., 2013)
Low resource usage (Dalmasso et al., 2013)

Content management (Interview)
Web support (Interview)

Access to sensor data (LaValle et al., 2014)
Viewport tracking (LaValle et al., 2014)

Multiple 360 video formats (Own experience)
360 video format detection (Own experience)
DRM protection support (Own experience)

Free / Open source license (Palme et al., 2010)
Ease of implementation (Palme et al., 2010)

Market situation (Palme et al., 2010)

Low resource usage. Playing 360-degree videos
can require relatively much computing power for mo-
bile devices. With low resource usage we mean the
SDK’s ability to keep CPU, memory and power us-
age on minimal level for example for saving battery
resources.

Content management. Some 360-degree video use
cases are related to content management. For ex-
ample a 360-degree video can be a part of an edu-
cational web page managed with a content manage-
ment system. Thus, SDKs could support embedding
360-degree videos in varying content environments.
On the other hand, content management inside 360-
degree videos can be important as well. For exam-
ple, sometimes it would be useful to add text on top a
video or highlight a part of the it according to associ-
ated metadata.

Web support. While many 360-degree video ap-

plications are made for mobile devices, a support for
web applications can be more important in the fu-
ture when 360-degree videos become more popular
in web.

Access to sensor data. An SDK can support dif-
ferent ways to access sensor data for head tracking.
For example, the the head orientation can be retrieved
in many formats such as euler angles, quaternions or
matrix data. In addition, accessing accelerometer can
be needed.

Viewport tracking. With viewport tracking we
mean the video player’s ability to automatically adapt
to user’s head orientation. For HMD usage this is ba-
sically a required ability but for web applications it
can be preferable to navigate with mouse dragging.

Multiple 360 video formats. 360-degree videos
come in multiple formats so an SDK should sup-
port as many as possible. They can be monoscopic
(each frame is monocular equirectangular panorama)
or stereoscopic (two vertically-stacked equirectangu-
lar panoramas) or the video be can stream, MPEG-4,
webm etc.

360 video format detection. In addition to be able
to play different 360-degree videos, it would be help-
ful for an SDK to detect the video format. For ex-
ample, when using the class VRVideoView of Google
VR SDK for Android, it is required to set the video
format (monoscopic or steroscopic) in the program
code because the player can not detect the video for-
mat by itself.

DRM protection support. As traditional videos,
360-degree videos can be protected with digital rights
management (DRM) techniques. Not all SDKs offer
playback for DRM protected videos.

Free / Open source license. The license of an SDK
can affect the usage decision. For example, an in-
dividual developer getting familiar with field might
want to start with a completely free SDK while a com-
pany might want to pay for non-restricted usage.

Ease of implementation. When choosing tools for
software development work, the ease of implementa-



tion can be an important aspect. Ease of implemen-
tation includes things such as good documentation,
familliar technologies, the quality of an API, etc. We
include the easiness of integration with other compo-
nents such as OS’s and game engines under this cate-
gory.

Market situation. Market situation can have an ef-
fect on the SDK usage decision. For example new
devices can have new features that have the charm of
novelty. In addition, the organization’s strategy can
determine the used platform.

4 DISCUSSION

When starting to work with 360-degree video devel-
opment, we realized that choosing an SDK for 360-
degree video application development is not an easy
task. Additionally, we could not find a proper scien-
tific criteria for choosing an SDK. Since 360-degree
videos are a growing phenomena, a criteria for choos-
ing the tools for the development work is beneficial
for multiple parties.

To evaluate our criteria, we plan to conduct a sur-
vey. We chose the method because it is inexpensive,
we hope to reach a large respondent group and the re-
sponses are anonymous. Disadvantages in using sur-
veys include the inflexibility of the survey form and
the lack of human interaction. Piloting the survey be-
forehand is important.

We plan to make an online survey with Google
Forms. Primarily, we will call for participants from
an association called Virtual Reality Finland that sup-
ports the development of the VR and AR ecosystem
in Finland. The survey is planned to be lightweighted
and not requiring much time to answer (10-15 min-
utes). According to plan, the survey has 10 questions
divided to four sections: five multiple choise ques-
tions, four open field questions and one grid question
with a 5-step answer scale. We aim to keep the ques-
tions short and simple.

A good survey should be clear, easy to follow, and
provide enough information for respondents. There
is a danger that some respondents do not understand
what we mean with the questions. Answering to the
open text questions can be more difficult for some
respondents, so is it possible that they will leave
the open field empty, even though open text answers
could give the most interesting insight for us.

Our own development experience was limited to
working with Google VR SDK for Android, Nokia
OZO SDK and Unity 3D with simple applications.
For that reason, we wanted to interview experts from
the industry. However, we only managed to conduct

one interview because it turned out to be difficult to
get interviews from industry experts. That is one of
the reasons we try to reach for a larger respondent
group with an online survey.

The group of survey respondents can be expected
to be quite exclusive since only developers with expe-
rience about 360-degree video SDKs are able to an-
swer. Not any software developer can give proper in-
sight on the topic. Therefore, getting a large enough
response set for making meaningful research is not an
easy task.

The answers will be analyzed statistically. Open
answers naturally require more preparation for analy-
sis but at first we intend to categorize them for further
quantitative analysis. We also hope to get enough ma-
terial for qualitative analysis.

Our criteria reflects our own interests to some ex-
tent. We are most interested in some particular use
cases (like user logging and user interaction). How-
ever, we did not want to restrict the criteria only to
those topics but we wanted to gain more wide view
on the field, and we found support from the litera-
ture for many aspects. On the other hand, we assume
that some interesting and important aspects were not
included. Therefore, we hope that the planned open
questions in the survey will give insight on those fac-
tors.

While the criteria and the survey is not the main
goal of our research project, it is an important first
step to gain knowledge about the field. We real-
ize that there is a gap in current research not pro-
viding enough knowledge about developer experience
in 360-degree video development. Studying software
developers is important because, for example, (Yucel
and Edgell, 2015) state that software developers in-
vent uses for devices popular in future and they act as
early adopters of technology, so their preferences can
have effects on early market advantages.

5 CONCLUSIONS

In this position paper we presented a preliminary cri-
teria for choosing a 360-degree video SDK. The cri-
teria is based on research literature, our own experi-
ences and an interview with an expert on the domain.
To evaluate our criteria, we plan to conduct an online
survey for software developers working in the field
of 360-degree videos. Our eventual goal is to find
out on which criteria software developers choose 360-
degree video SDKs and what features are expected
from them.

The motivation for the work comes from the need
to sort out the field for further development of 360-



degree video applications. We need to choose a
proper SDK for our use cases which include user
interaction and user logging. In addition we hope
that we can identify functionality gaps in the current
SDKs.

The upcoming survey will be significant because
360-degree videos are gaining popularity among con-
sumers, the developers are early adopters of technol-
ogy and there are relatively few scientific publications
about choosing 360-degree video SDKs.

This work is an initial study for a research project
called 360 Video Intelligence. The purpose of the
project is to create a 360-degree video platform which
provides an easy way to run different kinds of analy-
sis, for example object detection algorithms, on 360-
degree videos. The videos with added metadata will
be then played on 360-degree video player applica-
tion. However, the player will not only play the video
with visualized metadata but it will also gather user
log for further analysis. Practical use cases for user
logging include view port prediction that can be used
for example on providing better video resolution only
to the field of view similarly to work presented in
(Ochi et al., 2014). We will also need some kind of UI
elements for visualizing the added metadata on 360-
degree videos. With the knowledge gained from de-
veloping our criteria and the following survey, we can
have a better understanding about developing such ap-
plications.
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ABSTRACT

In this systematic literature review, we study the role of user log-
ging in virtual reality research. By categorizing literature according
to data collection methods and identifying reasons for data col-
lection, we aim to find out how popular user logging is in virtual
reality research. In addition, we identify publications with detailed
descriptions about logging solutions.

Our results suggest that virtual reality logging solutions are rel-
atively seldom described in detail despite that many studies gather
data by body tracking. Most of the papers gather data to witness
something about a novel functionality or to compare different tech-
nologies without discussing logging details. The results can be used
for scoping future virtual reality research.
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1 INTRODUCTION

Virtual reality (VR) has gained attention in the recent years because
of the popularity of consumer affordable equipment. This has also
increased interest in VR research and various kinds of user studies
with data collection in VR has been conducted. The reasons for data
collection varies from getting evidence about the functionality of a
novel VR solution to analyzing users. User logging enables a way
to do user analytics but it is difficult to say how popular it is in VR
research. Related questions include what kind of systems are built
for logging the data and how they are described in the literature.

In this systematic literature review, we study the role of user
logging in VR research from software engineering perspective. We
are especially interested in the following research questions:
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• RQ1: How VR user logging appears in VR research?
• RQ2: How data collection has been made in VR research?
• RQ3: For which reasons the logging or data collection has
been made in VR research?

First, we mapped the reviewed papers to the four VR data collec-
tion groups suggested by Steptoe et al. [79]: body tracking (kinesic
behavior, verbal signals, proxemics), questionnaires and interviews
(subjective sense and experience), performance metrics (action quan-
tification) and physiological response (stimuli experienced in VR).

Then, we categorized the papers according to the reason of data
collection. From the papers’ content, we distilled the five follow-
ing categories: "getting evidence about functionality", "how users
act in application usage domain", "comparing VR-aided and non-
aided", "comparison of different VR implementations" and "logging
development".

After the categorization, we studied closely the papers that de-
scribe developing user logging systems in VR. It turned out that
there are relatively few papers discussing the topic in detail even
though we tried to include papers broadly rather than strictly so
that wewould not miss anything relevant. In addition to the detailed
papers, there are a few papers briefly discussing topics such as log-
ging features, log files, collaborative or distributed data collection,
log analysis, and log visualization.

From the 638 papers found with the search terms, we included 78
papers for the final review. The outcome of this study can be used
for getting insight on what VR research has been focused on, and
for scoping future research. For example, our study suggests that
body tracking is the most popular data collection method and there
is a minority in studies collecting physiological data from VR users.
In addition, the majority of the studies gather user data for getting
functional evidence about a new VR solution. Still, our observations
suggest that VR logging solutions are relatively seldom explicitly
discussed even if some kind of (body) tracking is used in the study.

2 BACKGROUND

VR can be defined as "a real or simulated environment in which a
perceiver experiences telepresence" [80]. VR often requires a use
of special set of hardware, for example a head-mounted display
(HMD). This special equipment in turn often includes a body track-
ing sensors and features so that VR environment can respond to
user activities such as head movement. Via these sensors, it is pos-
sible to receive data about the user. Those data can be logged so
that it is possible to do analysis based on the logs.

In general, software users have been tracked for various reasons.
For example, in human-computer interaction work it can be used
for getting statistics about the detailed use of the system, and it can
be used after the release or during user testing [35]. Runtime traces
have been analyzed for improving architecture, performance, design
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and usability [74]. Multiple authors [8, 16, 62] discuss tracking and
analyzing users in web.

VR developers have similar needs and reasons to log users. For ex-
ample, Ritchie et al. [73] discuss the benefits of user logging within
VR in the following way: it is an almost non-intrusive method of
capturing a rich data source for analysis, it minimizes user inter-
actions during the data capture, it has potential to reduce time
overhead of the capturing process, and the captured data can also
be reused. They also note that for achieving the full benefits of
VR logging, capturing methods need to be researched. Our study
contributes to identifying the capturing methods in need for more
research.

Augmented reality (AR) and mixed reality (MR) are closely re-
lated concepts to VR and some logging techniques used for AR and
MR can be applicable for VR as well. AR is something that combines
real and virtual, is interactive in real time, and is registered in three
dimensions [2]. MR is a broader term that combines AR and aug-
mented virtuality [61]. While 360-degree videos are on the edge of
being VR, we are also working with 360-degree videos and wanted
to include papers from that domain. 360-degree videos are omnidi-
rectional videos where user can control the direction of viewport
in a spherical space and the controlling often happens with special
equipment such as HMD. Similarities in logging 360-degree video
users and VR users are related to logging information about head
orientation and gaze direction. However, in 360-degree videos users
seldom have a possibility to change location in the space, while
there can be a user interface and user interactions similar to VR.

We have developed a user logging and visualization framework
for 360-degree videos and we are interested in how our solution
fits with the related research. On the other hand, we have a broader
interest in what VR researchers need and use logging for, and we
would like to see how popular is logging in relation to other data
collection methods such as interviews. By conducting a systematic
literature review, we aim to get insight on the role of logging in VR
research.

We are not aware of other systematic reviews concentrating
on user logging or data collection in VR systems. Still, VR related
systematic reviews exist. For example, Santos et al. [19] identified
usage of requirements engineering in development of VR systems
which is related to our work in a sense that it has also a software
engineering context. Berntsen et al. [5] present another systematic
review where VR systems have been categorized to three categories
according to their use: health, exploration, and presentation and
entertaiment. For example, their exploration category overlaps partly
with our usage domain category.

While it is not a systematic review, Zhao [93] surveyed VR do-
main and suggests different classifications for VR systems. For
example, classification by system functions divides VR systems in
three categories: training & drill, planning & design, and presen-
tation & entertainment whereas classification by data flow makes
four categories: platform data (metadata produced by computer
system, network, etc.), model data (world, 3D scenes, etc.), sense
data (output offered to user), and control data (input by users). We
did not think that those classifications are useful to us as such, but
we are mainly interested in the last aforementioned control data.

Furthermore, user logging appears in systematic reviews out-
side VR domain. For example, a systematic literature review by

Figure 1: Flow of the review process.

Velsen et al. [82] found that questionnaires seem to be the most
popular method, followed by interviews and data log analysis in
user-centered evaluation studies.

3 REVIEW PROCESS

3.1 Planning

We created the search terms based on our RQs. VR is a bit difficult
search term because VR can relate to immersive or non-immersive
VRwhere immersion refers to illusion of being physically present in
a simulated world [26]. We were mainly interested about immersive
VR but included also papers about non-immersive VR. AR and MR
are closely related concepts so we included them in our search terms
since a logging system for them can be relevant to VR research as
well.

• VR logging
• AR logging
• virtual reality logging
• augmented reality logging
• HMD logging
• head mounted display logging
• helmet mounted display logging
• mixed reality logging
• head orientation logging
• head orientation tracking

Figure 1 visualizes the flow used in the study. First, we defined
preliminary research goals that were just to get an idea of popularity
and role of logging in VR. Then we chose our electronic databases
IEEE Xplore and ACM Digital Library because those are often used
in the field of information technology. Testing of the search terms
could have been a more accurate process, but we tested a few
terms to see that we receive at least some relevant results. Testing
the search terms was a bit problematic because we refined the
research goals later. Before conducting the final searches, we created
inclusion and exclusion criteria. The research was conducted during
late 2017 and early 2018.
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3.2 Inclusion and Exclusion Criteria

We aimed to get a large number of studies to get a fuller represen-
tation of the available research rather than a focused small number
of studies that, on the other hand, could improve the quality of
the papers. We tried to find HMD related logging but if it was not
explicitly stated, other VR related data collection such as mobile or
wearable devices was also allowed. It was not always easy to see
if the paper used logging, so we tried to accept papers openly. We
accepted papers starting from year 2000. The reason was that we
think HMD based VR has progressed after 1990s and we thought
that VR logging analytics does not have a long history before 2000.
The search results did not include many papers done before 2000 so
only few papers were not included because of the publishing year.

We excluded the paper if VR, AR, MR or 360-degree videos was
not mentioned. In addition, some kind of data collection was re-
quired so, for example, the paper should not only describe a new
technology without data collection. As an exception, a paper explic-
itly discussing logging development was not required to include
data collection.

3.3 Identification

We executed the searches by starring with IEEE Xplore and then
continued with ACM Digital Library. We used the default search
field of both the database websites.

Table 1. Selection process of the literature.

Source All Abstract Year Content Included
IEEE 328 74 72 37 37
ACM 310 94 90 41 41
Total 638 170 164 78 78

Table 1 summarizes the effect of inclusion and exclusion criteria
on the amount of papers on different phases. Column All shows
the full amount of found papers. The column is problematic in a
sense that we only checked the 50 first results from the queries that
produced hundreds of results. We did this because we discovered
that the relevance decreases often fast after the first ten results.
Column Abstract shows the amount of promising papers accepted
after reading title and abstract. It can be seen that most of the
papers were excluded at this point. Column Year shows the papers
accepted by year.

We made data extraction after almost every single search and
not only after all of the searches had been conducted. This is pre-
sented in Figure 1 with an arrow from Data extraction to Conducting
searches. This gave us a possibility to make small adjustments to the
research goals, data extraction form, and inclusion criteria during
the searches.

3.4 Data Analysis

Since we had papers that include similar and comparable content,
we had material for a quantitative analysis. On the other hand, since
we were interested about the reasons for data collection, we had
to identify those reasons as well. Thus, we distilled five categories
according to the reason of data collection by reading the papers
and categorized the papers to those groups. The five groups were:

(1) Papers that collected data to prove something about a novel
technique or a product they have studied or developed.

(2) Papers that studied how users act in a certain domain, for
example, in a museum.

(3) Papers that compared users’ activities with and without VR
gear.

(4) Papers that compared different technologies.
(5) Papers that explicitly discussed or studied VR logging.
Qualitative aspect of the analysis comes from the effort of iden-

tifying those categories and finding the role of logging. The papers
discussing about logging solutions from technical point of view
were not always comparable to those concentrating on user studies.

4 RESULTS

Table 2. Amount of publications per year.

Year ACM IEEE Total
2000 0 1 1
2001 0 2 2
2002 0 0 0
2003 0 1 1
2004 1 0 1
2005 0 1 1
2006 2 1 3
2007 0 3 3
2008 0 2 2
2009 2 0 2
2010 1 0 1
2011 1 0 1
2012 2 4 6
2013 2 3 6
2014 5 1 6
2015 5 5 10
2016 10 7 18
2017 10 6 17

The amount of included publications per year can be seen in
Table 2. It can be seen that the amount of related research has
increased during the recent years. Figures 2 and 3 visualize our
analysis results. One paper could fit to multiple categories which
explains why the sum of papers in Figure 2 is bigger than Total in
Table 1.

In Figure 2, the data collection categorization (body tracking,
performance metrics, physiological response, and questionnaires
and interviews) is based on suggestion by Steptoe and Steed [79]. It
can be seen that body tracking was the most popular method. We
included everything that collected data by tracking kinesics, verbal
signals, oculesics or proxemics into this category. For example,
usage of HMD as a data collection tool was categorized in this
group. Table 3 lists the publication references.

Body tracking was the most used data collection method (49%)
and it was more used in papers found from IEEE Xplore when
compared to ACM Digital Library. Performance metrics was the
second in the amount of papers (42%), also a few more found from
in IEEE Xplore. In this category, we included papers that measured
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Table 3. Included papers categorized by data collection method and source.

Source Body tracking Perf. metrics Physiol. response Quest. and interv.
IEEE [21–23, 25, 28, 32, 34, 39, 42,

46, 55–57, 60, 66, 69–71, 73,
76, 79, 81, 91, 92]

[4, 9, 10, 23, 28, 41, 42, 44, 45,
55, 56, 60, 65, 66, 69, 75, 85,
91]

[17, 79] [3, 13, 21, 44, 50, 55, 60, 69,
75, 92]

ACM [7, 11, 14, 18, 20, 27, 29, 52,
53, 63, 68, 78, 84, 87]

[1, 15, 29, 38, 40, 47, 49, 51,
53, 54, 72, 78, 86, 88, 89]

- [1, 6, 12, 15, 18, 24, 30, 31, 33,
36, 37, 48, 53, 58, 59, 64, 67,
68, 72, 77, 78, 83]

Table 4. Included papers categorized by reason for data collection and source.

Source Func. evidence Usage domain VR vs. non-VR Tech. comp. Logging devel.
IEEE [9, 13, 22, 32, 39, 41,

42, 45, 46, 55, 57, 70,
71, 76, 81]

[56, 73] [3, 10, 17, 28, 85, 91] [21, 34, 44, 50, 60, 69,
75, 92]

[4, 25, 65, 73, 79]

ACM [1, 11, 14, 15, 24, 29,
31, 36, 54, 58, 59, 63,
64, 67]

[37, 40, 51, 66] [6, 12, 20, 38, 49, 72,
77]

[7, 18, 27, 30, 33, 47,
48, 51, 53, 54, 68, 78,
84, 87–89]
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Figure 2. Categorization according to data collection method. The

categories are body tracking, performance metrics, physiological

response, andqestionnaires and interviews.

how users performed certain actions in the VR. For example, these
papers measured how fast a test subject finished a certain operation
in VR or how many times a test subject used certain interaction
methods in VR.

The third biggest category (41%), questionnaires and interviews,
was chosen if the paper mentioned using either of the methods. It
was often relatively clear to see if the paper used this method. This
category was more often found from ACM Digital Library and it
was the only category where ACM Digital Library had a bigger set
of papers when compared to IEEE Xplore.
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Figure 3. Categorization according to reason for data collection.

The categories are getting functional evidence, collecting data in

usage domain, comparing VR-aided and non-VR-aided, comparing

technologies, and Logging development.

Physiological response was chosen when the study measured
phenomena like heart rate or blinking. Some papers studied physio-
logical phenomena, for example cybersickness [83], using question-
naires but they were categorized to interviews and questionnaires
group. We identified zero papers from ACM Digital Library and
two papers (3%) from IEEE Xplore to this category [17, 79].

Figure 3 shows the classification to five categories according
to the reason of data collection distilled from the papers’ content.
Func. evidence refers to getting evidence about the functionality
of a VR solution, Usage domain refers to getting data about how
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users act in the application domain, VR vs. non-VR refers to com-
parisons between VR-aided and non-VR-aided usage, Tech. comp.
refers to comparisons between different technology solutions, and
Logging devel. refers to activities such as log analysis, log speci-
fication and log replay. One exception that did not fit to any of
these categories was a paper about experiencing fun in VR despite
cybersickness [83]. It could have been in a category called Other or
VR experience. Table 4 lists the paper references according to reason
for data collection.

Func. evidence is the most popular reason (37%) and it almost
equally appeared in papers from both the sources. It was followed
(32%) by Tech. comp. where ACM had more (21%) papers than IEEE
(10%). The category VR vs. non-VR had almost equal amount of
papers from both the sources (8% and 9%) and the total amount
is clearly less when compared to the two biggest categories. Log-
ging devel. shares the least amount of total papers (8%) with Usage
domain.

Thus, the remaining six papers (8%) were categorized to Logging
devel. group where we aimed to classify the papers focusing on
logging. In those papers, the logged data was used for:

• Evaluating a logging format [73, 79]
• Analysing logs [25, 52, 73]
• Replaying VR events [4, 73]
• Log management [65]

To elaborate on the paper’s content a bit more, Steptoe et al. [79]
present a general multimodal data capture and analysis architecture
that aims in log standardization. Ritchie et al. [73] demonstrate the
potential of VR CAD tool logging by using an XML based log file
and automated log analysis. Lo et al. [52] visually analyze head
orientation of 360-degree video viewers and published an open
head tracking dataset. Fitzgerald et al. [25] give a description of
their body logging system with a motion storage and visual anal-
ysis. Belfore [4] describes a Java application using Virtual Reality
Modeling Language which allows logging and restoration of VR
sessions. Nakamura et al. [65] propose an AR behavior log man-
agement technique in which real world locations and objects are
tagged with virtual cubes.

5 DISCUSSION

5.1 Role of Logging in VR Research

While we identified only six papers with logging as their primary
topic, many other papers discussed logging aspects so that logging
was not the main idea of the paper. We found the following topics
to be discussed:

• Logging features or log files: [3, 9, 22, 34, 38, 39, 41, 48, 55,
60, 76, 81, 85, 87, 91].

• Collaborative or distributed data collection: [10, 28, 32, 46,
66, 68].

• Log analysis and visualization: [7, 20, 21, 23, 27, 45, 53, 56,
57, 70, 71, 88, 92].

Naturally, some kind of technical solution is needed for logging.
Examples for such include: relational database [48], a multi-purpose
logging module [9], Unity 3D tool [91], and logging server [46].

Orientation, position and time are common log entries in this
domain. So, for example, Euler angles [39], rotational position and

time [87], gyroscope, accelerometer, gaze [68], and magnetome-
ter [55] have been logged. Less usual, and more domain specific,
log data includes text entries [60], conversation [81], user’s per-
formance [25], trajectories [91], interactions [3], context [38], and
activities [66].

Logging is a method for studying collaboration. It has been used,
for example, for studying pair work in a combat simulator [10], in-
teractive television event [28], humanoid robots’ behavior [46], and
general MR collaboration [68]. Despite that, the described logging
architectures are more often local and focused on getting func-
tional evidence about a single solution instead of being distributed
platforms for long-term log analysis.

The eventual benefits of logging come from the log analysis. Ex-
amples of visual analysis include graphs, charts, plots [7, 20, 27, 45,
57], maps, trajectories and heat maps [23, 56, 70, 92], playback, and
timelines [71]. An example of statistical analysis is game players’
performance analysis [21].

When identifying the role of user logging in VR research, we
came to conclusion that logging (only) head orientation and logging
analysis are not very common (22%) [7, 20, 21, 27, 34, 44, 48, 53, 55,
60, 69–71, 76, 87, 88, 92]. Instead, many studies are interested in
logging other wearable devices or sensors. Some of the logging is
made without specific devices just by tracking the user’s activities
in virtual environment. The log can be also based on video motion
capture.

Using body tracking equipment does not mean that the tracking
information is explicitly logged or that the log is analyzed. Further-
more, logging details are not always outspoken even if rest of the
VR system is explained in detail. However, if a study uses body
tracking as a data collection method, explicit logging is more likely
to be used.

While we accepted publications about 360-degree videos, only a
few papers discussed them (for example [18, 24, 52, 55]). We could
have found more by including them explicitly in the search terms.

5.2 Validity

Logging can be more popular than our results suggest – sometimes
there is challenge to identify research that only tracks the user from
research that also uses the tracking logs as research data by reading
the paper.

One weakness in the study is that the review was completely
done by one researcher. Guidelines for systematic reviews suggest
that some decisions would be better to do with a support of another
researcher to reduce the researcher bias [43].

The categorization by data collection method (Table 3) can be
considered unbalanced and, as such, not well motivated. However,
for other categories than physiological response it is relatively
balanced, and it clearly shows that physiological response is not
well represented in the past research. We expect this category to
get more popular in the future since cybersickess has gained more
attention recently.

Bookkeeping about duplicate papers found with the search terms
was not thorough. For IEEE Xplore, this information was included
more accurately but for ACM not every duplicate was marked
especially in a situation when the query results only provided
duplicates. However, the results do not include duplicate papers
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and we even excluded too similar papers (same authors, same topic,
etc.) to reduce bias.

Snowballing is an alternative strategy to do a systematic re-
view [90]. Snowballing to both directions together with the database
searches could improve the validity and introduce more interesting
papers.

Quality aspects of the included studies were not considered in
depth. For the most cases, we required some kind of data collection,
but for example, we could have assessed the study design to ensure
a minimum level of quality [43]. On the other hand, then we could
have had less material.

We used the default search field of the electronic libraries. The
results could have been more accurate if we had used the advanced
search options. For example, we could have used advanced search
with Boolean expressions. Furthermore, we could have found more
relevant papers with more and improved search terms. For exam-
ple cave automatic virtual environment (CAVE) could have been
included while our personal interests are on HMDs.

We chose year 2000 or later in our inclusion criteria. It is possible
that there are relevant papers done before that. However, the VR
technology evolves so that we think that studies that are more
recent are more relevant. In addition, we think that there has been
a relatively lot of VR research recently (after 2010) which can be
also seen in our Table 2. In addition, there might be some studies
published in 2017 that had not been yet added to the databases
when we executed the queries.

One goal of a systematic review is to present a repeatable re-
search process. Replication of this study is supported describing
the process together with the inclusion and exclusion criteria. We
assume that there are additional relevant publications available
but our searches did not found them. However, we think that 78
papers is a representative amount of papers on which relatively
valid conclusions can be made.

6 CONCLUSION

In this systematic literature review, we studied how user logging
has been discussed in VR research. While identifying the role of
logging, we categorized research papers according to data collection
method and the reason for data collection.

Our observations suggest that publications about logging devel-
opment in VR are relatively rare and logging details are not usually
discussed even if logging has been made. The data collection cate-
gorization suggests that measuring physiological response is rare
when compared to other data collection methods (body tracking,
performance metrics and questionnaires and interviews). The cat-
egorization according to reason for data collection suggests that
the most popular reasons for collecting data are to get functional
evidence about a novel VR technology or comparing different VR
technologies with each other.

According to this review, VR user logging development calls for
more research, generalization and common practices. One way to
improve the situation could be to encourage the VR researchers
who log users to discuss the used logging procedure more in detail.
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Figure 1: Example of added metadata and playback of previously logged view sessions on 360-degree video. Object detection
metadata is shown in red text, current viewport is marked with the light green box, the current head orientation center is marked with
the light green X and previously logged view sessions are the blue Xs.

ABSTRACT

360-degree videos are getting more popular also in mobile domain.
As the amount of viewers grow, it is beneficial to track what they are
doing. We have 360-degree videos with object detection metadata
that we want to visualize on the video. At the same time, we are
interested in how the users act when watching the videos with added
information. Logging the device orientation is one way to do that.

We present a study about a lightweight method to visualize infor-
mation on top of 360-degree videos while logging the users. The
proposed visualization technique is generic and can be used for ex-
ample to visualize video content related metadata or logging results
on top of 360-degree video. We evaluated the work by making
a proof of concept and performance analysis, which shows that
FPS starts to decrease after around 2000 simultaneous visualization
objects. A comparison with other existing visualization solutions
suggests that our approach is lightweight.

Index Terms: C.2.4 [Computer-Communication Networks]: Dis-
tributed Systems—Distributed applications I.2.10 [Artificial Intel-
ligence]: Vision and Scene Understanding—Video analysis; D.2.8
[Software Engineering]: Metrics—Performance measures
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1 INTRODUCTION

360-degree videos are getting more popular due to the recent low-
price consumer hardware [9]. From the software developer’s per-
spective, there are multiple SDKs and multiple platforms providing

*e-mail: antti.l.luoto@tut.fi
†e-mail: pietari.heino@tut.fi
‡e-mail: yu.you@nokia.com

360-degree video support. Finding out which platform and software
development kit (SDK) offer the best combination for one’s use
cases can require a lot of effort [29]. Still, many developers share
common requirements and needs. User logging in 360-degree video
environment is an important feature for multiple parties and applica-
tions [13,27,28,38]. In addition, many 360-degree video application
require only lightweight and simple graphics [19], meaning that
usage of heavy 3D engines would be overhead.

In this paper, we present a study about lightweight way to add
textual information on top of 360-degree videos taking into account
the device orientation and logging it simultaneously. The visual-
ized information can be, for example, a result of video content
analysis or it can originate from user log analytics. The selected
platform, Google VR Cardboard/Daydream, is a popular choice for
360-degree video applications and it offers an SDK for Android. It
is also an example of cheap consumer platform that we are aiming at.
Figure 1 shows an example of the application’s functionality. Our
visualization technique uses overlapping transparent nested Android
layout elements. The technique is lightweight and without a need
for writing low-level native code or using bloated graphics libraries
or engines. Saving resources is important with mobile devices to
save battery power. The solution includes a backend for storing the
user logs and analyzing them.

Logging, in turn, is important because user tracking in 360-degree
video domain has high demand. By gathering data of the users’
behavior, one is able to do a statistical analysis. 360-degree video
domain is also a relatively new research field so it is not obvious
how masses of users actually behave when watching those videos.

The main reason for combining visualization and logging in this
paper is that they are relatively important features and they can be
used in our future work. The future applications for the presented
ideas include automatic annotation of the regions of interest, predict-
ing user’s device rotation, broadcasting only the needed part of the
video in high quality, heatmap analysis of the field of view, improv-



ing user experience, or adding collaboration to watching 360-degree
videos.

Our hypothesis is that the proposed solution is lightweight, mean-
ing that it can handle a large amount (thousands) of simultaneous
visualization objects without significant performance reduction. The
evaluation was done by implementing a proof of concept where we
first logged users watching 360-degree video with visualized meta-
data, after which we visualized the session traces on top of the same
video. Further evaluation was made by measuring the performance
while increasing the amount of hotspots. The measurements show
that FPS starts to decrease at around 2000 hotspots. Such amount of
simultaneous hotspots should be enough for multiple visualization
applications. When compared to Unity 3D, Google VR Web View
and KRPano, our solution performs better. The comparison with
Unity 3D suggests that our solution’s CPU and memory usage are
significantly lower.

The structure of the paper is as follows. Section 2 forms the theo-
retical background for the work. Section 3 presents selected related
work from the viewpoints of visualization and logging. Section 4
tells the implementation details. Section 5 presents our demonstra-
tions and performance measurements. Section 6 discusses the flaws
of the solution. Section 7 explains our future plans especially from
the log analysis perspective. Section 8 concludes the paper.

2 BACKGROUND

360-degree videos, also known as spherical videos, are videos that
show omnidirectional visual information about the surroundings of
the observer as opposed to traditional videos that show informa-
tion only from a single fixed direction. They have applications in
multiple domains such as education, entertainment, industry and
robotics. The video needs to be in planar format to be played with
most of the video players and there are many proposed sphere-to-
planar mappings: equirectangular projection, cubemap projection,
tile segmentation scheme, rhombic dodecahedron map, etc. [16].
In this paper, we use equirectangular projection, which is widely
supported by video players [16]. Yaw, pitch and roll [3] is one for-
mat of expressing rotations in three dimensional space, also used in
360-degree video domain [16].

Google VR [21] offers an SDK for developing 360-degree video
applications for Google Cardboard and Daydream platforms. The
platform is designed so that a mobile phone works as a display that is
attached to a headband worn by the user. Together the phone and the
headband form a head mounted display (HMD). When user rotates
his/her head, the video will rotate accordingly using the phone’s
orientation sensors. However, 360-degree video applications can be
used as handheld without a HMD as well which is also supported by
the SDK.

Google VR SDK is freely available for multiple platforms (iOS,
Unity 3D, Unreal, Web) but we concentrate on Android SDK which
offers Java API. While fully commercial VR systems have their
advantages [6], Google VR is a relatively popular and cheap solu-
tion [9].

Google VR SDK for Android comes with a native development kit
(NDK), with which a skilled (C and C++) developer is less restricted.
On the other hand, the abstraction level can be risen on a higher
level since the SDK can be integrated to a popular Unity 3D game
engine, which can help developing advanced applications. Google
VR takes simplicity into account but does not restrict advanced
users, which is seen as one of the requirements for VR development
environments [6]. Still, Unity 3D is a relatively heavy and complex
utility also requiring special knowledge and consuming more device
resources [26]. The resource consumption should be taken into
account when developing mobile applications because battery life
has not increased as fast as power demand [14].

Hotspots can be used displaying different kinds of information
in 360-degree videos [8]. For example, in Google VR Web View

hotspots are interaction points often connected to some kind of
functionality whereas in KRPano hotspots can be interaction points
or plain textfields. One use for hotspots is to display short texts
inside videos [8]. Unfortunately Google VR SDK for Android does
not support such functionality (though hotspot support is provided in
Google VR Web View). We use hotspots (text tags) to mark points
of interest generated by video analysis algorithm. While the usage
of hotspots might not be convenient in all our planned future work,
so far it has been a useful way to prove the analysis metadata format
functional and also to do various visualization experiments. Also,
the placement of hotspots on a video as a function of time has been
considered a challenge [8]. Such functionality can be supported with
our approach.

In general, software users have been tracked for various reasons.
For example, runtime traces have been analyzed for improving ar-
chitecture and performance in addition to improving design and
usability in agile software development style [35]. Multiple au-
thors [7, 12, 30] have written about tracking and analyzing users in
web. Mobasher et al. [36] categorize three types of data sources for
web usage mining: server, proxy and client. While we are not only
in the domain of web applications (we don’t use browser), we log
on the client side.

Watchers of videos can be naturally tracked for various reasons.
For example, by recording the user activity in 360-degree video,
we can conduct analysis on the user’s behavior [28]. There are
360-degree video research cases where head tracking traces have
been used for user prediction or video quality assessment [16]. Also,
when logging 360-degree video usage, it is good to note the differ-
ence between logging the head orientation and eye orientation [28].
While head orientation provides information about the watched view-
port, eye tracking can tell where the user is concentrated inside that
viewport. We acknowledge that eye tracking has multiple applica-
tions, for example in usability development [20] and UX work [5],
and it is getting increasingly important since the consumer devices
are starting to support it. Still, our research only covers the infor-
mation that comes from the head (or device) orientation because
our focus is on platforms that primarily do not support eye tracking.
Still, parts of our work are applicable to eye tracking as well.

3 RELATED WORK

Recently there have been multiple studies about on publishing open
360-degree head movement datasets. While we are not providing
a public dataset, we suggest an alternative method to collect user
data with aim in simultaneous multi-user data collection and near
real-time data analysis. Our logging has been aimed, so far, on
handheld mobile usage instead of HMD usage.

There seems to be relatively few scientific publications about
visualizing metadata on top of 360-degree videos. Therefore, from
the visualization perspective, the related work presents topics such
as adding hotpots in panoramic videos and using graphics in AR.

3.1 Logging
Lo et al. [27] offer public datasets made with their testbed based
on Oculus Rift and open source libraries such as GamingAnywhere
and OpenTrack. In contrast, our logging server architecture enables
a way to collect datasets simultaneously with multiple users. As
an addition to the data logged by them, we include accelerometer
sensor values and viewport size.

Corbillon et al. [13] released a public 360-degree video head
movement dataset. Their technology is based on Open-Source Vir-
tual Reality (OSVR) HMD. They log head orientation using quater-
nion format whereas we use yaw and pitch. Similarly to our work,
they generate a log entry when a new frame is drawn to the device.

Wu et al. [38] made a dataset for exploring user behavior in
spherical videos. The technology is based on HTC Vive and Unity
3D. The head orientation is logged by using quaternions and the



position of HMD in Unity space. They also present visualizations
and statistics with their dataset. As opposed to Unity 3D usage, our
approach is assumedly more lightweight and thus not consuming as
much resources.

3.2 Visualization

Kwiatek and Woolner [25] present a panoramic video solution where
hotspot information can be added using XML files. KRpano [24]
also uses XML for adding hotspots in panoramic views. Chiang
et al. [11] present a VR SDK with hotspot management where it
seems that the hotspots are used for creating transitions between
linked scenes. While we are not directly discussing about interaction
with hotspots, our technique enables a way to implement that easily.
Especially, with the help of object detection metadata, it is easy
to create hotspots that follow the wanted location spatially and
temporally without a manual work.

Gammeter et al. [19] present an AR solution that implements
server-side object recognition and client-side object tracking. Their
implementation uses the device’s sensors and overlays text labels
on live camera feed. Their challenge is to send footage from the
client to the server for the object detection, while we can do the
object detection before the video reaches the client. In addition, the
tracking can be simpler for us because we only need to trust the
coordinates coming from the object detection algorithm since the
user is more restricted and cannot move freely in 3D space.

Wagner et al. [37] and Ferrari et al. [18] use overlaying 3D
graphics in AR whereas our approach enables usage of simple and
lightweight graphics. Our work is inspired by the thought, that while
simple 2D graphics do not take 3D space fully into account, they
come with the benefit of efficiency and they are sufficient for many
applications [19].

4 PROOF OF CONCEPT

Our framework consists of three main components: video analysis
platform, video player and log server. The video analysis platform
is a server capable of taking videos as input and running specified
algorithms on the video. The video player is a mobile phone appli-
cation capable of playing equirectangular 360-degree videos with
visualized metadata in addition to collecting the relevant user data si-
multaneously. The logging server stores the data (log) received from
the player and provides a way to analyze them. It also makes the logs
and analysis results accessible so that the video player can use them.
The architecture is distributed (all the components can be running on
separate nodes) and the 360-degree video player can communicate
with the other components via REST APIs using client-server model.
Figure 2 summarizes and visualizes the components.

4.1 Video Analysis Platform

The video analysis platform has been reported in detail in [22]. In
this paper, we concentrate on other parts of the framework. However,
to summarize, it is a platform for executing analysis algorithms on
videos so that user can send a video and specify which algorithms
are executed. Then the analysis results – in other words metadata
– may be retrieved via REST API in JSON format. The platform
server itself is implemented with Node.js and the algorithms can
be implemented basically with any programming language since
they have a simple Node.js wrapper providing interface for internal
communication.

The analysis results can be, for example, object detection meta-
data produced by YOLO9000 algorithm [34]. The metadata contains
information such as rectangular location coordinates of the object,
size of the object, timestamp, confidence score between zero and
one, and name of the classified element such as ’car’ and used clas-
sification dataset such as ’coco’. The following JSON snippet is an
example of two simultaneous detections:

Figure 2: Architecture of the framework.

[{”timestamp”:0,
”classification”:{”name”:”coco”,”class”:”person”},
”score”:0.602483,
”rect”:{”x”:3095,”y”:1536,”width”:1349, ”height”:678}},
{”timestamp”:0,
”classification”:{”name”:”coco”,”class”:”bicycle”},
”score”:0.312036,
”rect”:{”x”:2597,”y”:1531,”width”:1044,”height”:372}}]

Thus, the metadata can contain information that there is a person
located in coordinates 100 on x-axis and 200 on y-axis with a recog-
nition score around 0.75 at the time of one second. Therefore, it is
possible to place a hotspot labeled ’person’ in those coordinates on
that time when playing the video in a spherically decoding player.

4.2 Video Player

We are using Google VR SDK (version 1.40.0) for Android and
the SDK’s class VrVideoView for adding a 360-degree video player
in Android application. The SDK allows adding 360-degree video
player as a view layout element and offers a basic interface for
playing videos and managing the player. While the class is helpful
in many ways, the SDK does not offer everything a developer might
need. For example, it does not directly support adding hotspots on
panoramic photos and videos. Because of that, we tried to find a
lightweight way to visualize text or simple graphics on top of 360-
degree videos. As our development device, we used Moto Z Droid
mobile phone running Android operating system version 7.0. With
the proof of concept, we used video files from local file system, but



Figure 3: Summary of the required coordinate system conversions.

they could be as well provided by the video analysis platform.

4.3 Visualization Technique
We use overlapping nested layout elements to add text and other
simple graphics on 360-degree video. While the layout can be
defined in a declarative way with XML files, our method primarily
supports programmatical way. Adding a new TextView, which is a
basic UI element for showing text, as a child to VrVideoView can
be done easily and it allows creating multiple children overlapping
with each other. The background of TextView is transparent which
makes it convenient for overlapping.

VrVideoView retrieves the device’s orientation in yaw and pitch
format. Yaw is the vertical angle between -180° and 180°, and
the pitch is the horizontal angle between -90° and 90°. Roll is not
available via the API but we found a way to calculate it using the
devices sensors.

The challenge of adding graphics, moving according to the de-
vice rotation, comes from the different coordinate systems in the
metadata, in the video player, and in the 2D plane placed on top of
the video. Figure 3 summarizes the needed conversions.

Since the video analysis metadata contains coordinates in rectan-
gular pixel format, they need to be converted so that they are useful
for the video player using degrees in spherical space. The conversion
with monocular equirectangular panorama video can be calculated
with Equations 1 and 2

αx = ((w/vw)xv− x0)∗180°/(w/2) (1)

αy = (y0 − (h/vh)yv)∗90°/(h/2) (2)

where w and h are the width and height of the video player, vw and
vh are the width and height of the original video, xv and yv are the
original rectangular coordinates, and x0 and y0 are the center point
of the layout element overlaying the video player.

Now that the location is known in yaw (αx) and pitch (αy) format,
the corresponding location of the overlapping element (TextView in

Figure 4: Calculating the location of the hotspot (x,y) when it’s pitch
(αx) and yaw (αy) are known. The person acts as a hotspot in the
figure. The viewer is looking at point βx and βy which is located in
the center of the layout element marked by the point x0, y0. Thus,
the difference of the hotspot location and viewport center can be
calculated.

this case) on the 2D plane can be calculated by using the length of
arc for both the angles. The equations are

x= x0 +2πR∗ ((αx−βx)/360°) (3)

y= y0 −2πR∗ ((αy−βy)/360°) (4)

where x0 and y0 are the center point of the video player screen, R is
the depth of the video in the player, αx are αy are the angles for the
location of the object, and βx and βy are the angles for the current
device rotation. The resulting x and y define the hotspot location.
Figure 4 visualizes the equations. In VrVideoView, R is half of the
screen width when the video’s aspect ratio corresponds the player’s
aspect ratio. The overlapping TextView element has an origin in
the left upper corner of the video player screen so that x increases
towards the right-hand side and y increases towards the bottom.

Equation 3 needs modifications when the hotspot appears on the
other side of the vertical border of the rectangular video than the
center of the user’s viewpoint. Figure 5 visualizes the situation. In
other words, if the user is looking between the yaw angles -180° and
-135°, and the hotspot is located between the angles 135° and 180°,
the equation needs to be in format

x= x0 −2πR∗ ((−αx−βx+360°)/360°) (5)

or respectively, if the user is looking between 135° and 180°, and
the hotspot is located between -135° and -180°, the format is

x= x0 −2πR∗ ((αx−βx−360°)/360°) (6)

where the symbols have the same meaning as in Equation 3.
The timestamp in metadata enables a way to synchronize the

metadata with the video. Metadata provides timestamp in millisec-
onds that is also the timestamp format available via Google VR
SDK.

4.4 Logging
For every frame of the video, the application makes a log entry that
contains data such as yaw, pitch, roll, video time, viewport (seen
area) size, accelerometer measurement values and frame number.
Video content metadata related information could be logged as well.
Detailed specification about the most important logged records can
be seen in Table 1.



Table 1: Logged records with descriptions and reasoning.

Log record Origin Description Why
yaw VrVideoView Vertical angle between -180° and 180°. Identifying device orientation.
pitch VrVideoView Horizontal angle between -90° and 90°. Identifying device orientation.
roll Sensors Clockwise or counter clockwise rotation between

-180° and 180°.
Identifying device orientation.

accelerometer Sensors X, y and z accelerometer values in m/s. Predicting device orientation.
video time VrVideoView Current time of the video in milliseconds. Storing the device orientation in time.
viewport size VrVideoView Width and height of the viewport in pixels. Identifying the field of view.
frame number Generated Approximation of the current frame number ac-

cording to a counter in the SDK’s onNewFrame
method.

Storing additional information to video time.

objects Metadata List of classified objects and their location (yaw,
pitch) in the field of view.

(Example of) adding video content analysis to user
log.

Figure 5: A situation where the viewport center point is on the other
side of the 180°border of negative and positive yaw, and there is a
hotspot on the other side of the border.

The entry is sent with HTTP to the log server that implements a
REST interface implemented with Node.js. The data is stored in a
relational PostgreSQL database. REST architecture enables a way
to log multiple users simultaneously.

Logging the viewport data just once could be enough for many
applications but if the viewport size changes during the view session,
for example because of turning the handheld phone from portrait
orientation to landscape orientation, storing it for each frame can be
useful.

5 EVALUATION

We evaluated the proof of concept with demonstrations and perfor-
mance measurements. The used video was 22 seconds long, 20
MB-sized, monocular 360-degree video (MPEG-H Part2 H.265)
with resolution 3840x1920, and 30 FPS. The video contains cycling
footage. The idea in the demonstrations was that users’ view sessions
were logged and stored to the backend. After that, we were able to
show the trace of the view session over the same 360-degree video.
Simultaneously, when watching the video, object detection metadata
was visualized on it. The successful demonstrations show that the
visualization technique works, the logging is accurate enough, and
the approach is promising for further development. The demonstra-
tions and performance measurements were done using Moto Z Droid
mobile phone (Quad-core 2x1.8 GHz Kryo & 2x1.6 GHz Kryo, 4

Figure 6: Memory consumption when adding hotspots with Google
VR Android SDK and Unity 3D.

GB RAM) running Android operating system version 7.0.
To compare our solution with existing solutions, we experimented

by adding static hotspots (3D texts) to Unity 3D with 360-degree
video player in VR mode. We used Google’s sample 360-degree
video about gorillas. The size of the video used was about 9
megabytes, had resolution of 2048x2048, and 30 FPS (H264, MPEG-
4).

Measurements with Unity 3D can be seen in Figures 7, 6 and 8.
The Profiler tool of Unity does not show fully comparable results
when compared to Android Monitor used with Android SDK. For
example, total CPU usage is not visible, so we recorded the process
PostLateUpdate.FinishFrameRendering that was the process having
the highest CPU load. CPU usage was very volatile so we approx-
imated the average. However, CPU usage was higher in all the
measurements when compared to Android SDK. With 2000 hotspots
the average FPS decreased clearly under 30.

Measurements with Android SDK can be also seen in Figures 7,
6 and 8.. The measurements were done using Android Monitor tool
in Android Studio. CPU usage was very volatile so we recorded the
highest peak. FPS, memory usage, and CPU usage reduced slower
when compared to Unity 3D. We could not experience a difference
in performance with Android SDK when the visualizations were
disabled or when using up to 2000 simultaneous hotspots. It is not
clear to us why CPU usage increases relatively slowly after 3000
hotspots. We do not know either why memory usage decreases
after 3000 hotspots but then increases again. The reason might be
something related to Android memory management.

In addition, we experimented with Google VR View for the
Web. Adding only 1000 hotspots over 360-degree video running in



Figure 7: CPU usage when adding hotspots with Google VR Android
SDK and Unity 3D.

Figure 8: FPS when adding hotspots with Google VR Android SDK
and Unity 3D.

Chrome browser on Android (Moto Z) resulted in 23 FPS. Another
experiment was made with KRPano (using Textfield plugin) and it
took well over two minutes for 500 static hotspots to even appear in
a browser using a modern laptop (Lenovo W541).

Logging generates quite a lot of data because the video frame
updates dozens of times in a second and the videos can be long. One
second of logging generates about 12–13 kilobytes of log which
makes over 700 kilobytes in a minute.

6 DISCUSSION

Our technique of using nested layout elements for visualization
on Android works with widget styled applications. Thus, we need
to investigate if a similar technique can be used in the VR mode
of Google VR to improve HMD support. The usage of TextView
supports only adding simple graphics in text format but another
type of view element could be used as well to provide other kind of
graphics.

Using nested layout elements in Android might not be
performance-wise if there are a lot of nested elements. However, in
our case the hierarchy stays flat which does not weaken the perfor-
mance significantly [1].

The accuracy of the visualization technique depends also on the
amount of distortion in the video. The distortion increases when
going away from the center point of the viewport. Naturally, a bigger
sized hotspot allows more inaccuracy when compared to smaller
one highlighting a smaller detail. Thus, the technique works if

approximations are allowed. In addition, distortion can be a problem
near the polar areas.

Occulusion naturally happens with hotspots on top of video. It
could be reduced by using transparency or allowing user to enable or
disable them. Text font, size and color could be improved for better
readability. However, we have not investigated these aspects so far,
while they are important usability and user experience aspects.

Another flaw of the visualization is the lack of taking roll angle
into account. Now rolling of the device makes the hotspots move
out from their correct place. The main reason for not taking the
roll into account is that the SDK’s class VrVideoView does not
provide it at the moment and the proof of concept works relatively
well without. While it is possible to calculate the roll by using
the device’s accelerometer and magnetometer sensors [2], a proper
filtering is also needed since the signals coming directly from the
sensors are often noisy [19]. On the other hand, logging the roll is
simpler than using it with the visualization.

While our hotspots do not enable interaction, adding such func-
tionality would be a relatively easy task. For example, keeping the
center of the view near the hotspot long enough (gazing it), or a
touch event via the screen, could trigger an interaction. In addition,
the metadata coming with the videos could be supported better. For
example, if the metadata contains information about the size of the
detected object, the visualization could make use of it.

Analyzing the logs reveals that the video time for the logging
events is different between the logging sessions. For example, the
first three recorded times for a view session can be 21, 34 and 64
milliseconds while the next log has 21, 165 and 175 milliseconds.
This happens because the VR SDK’s onNewFrame (triggers a log-
ging event) is executed only for drawn frames. Still, the times are in
milliseconds that makes the error relatively small and allows using
the logged values in various analytics. This makes the logged frame
numbers approximations, because as seen in the example logs, the
frame number two has a different timestamp (34 and 165). Therefore,
the logged video time is more reliable than the frame number.

The meaningfulness of comparing Unity 3D and our solution can
be questioned since they have a different set of features. Unity 3D
is more general and complex while we work on relatively small
Android domain with simple features. We chose Unity 3D as our
primary comparison subject because it is popular in the field, it is
relatively well documented, and it is easily available. We agree
that there could be systems more close to our work but we did
not have access to them. Also, comparing to the ones found in
related work have quite similar problems as comparison with Unity
3D – they have a different set of features. Additionally, we made
smaller experiments with Google Web VR and KRPano. To make the
comparison more trustworthy, more videos and more experiments
would be needed.

Further, we cannot think of many use cases for thousands of
simultaneous hotspots. Therefore, the difference between 2000–
3000 hotspots might not be very relevant. However, to see clearly the
performance difference between different approaches, we decided
to use a relatively great amount of hotspots in our experiments.

7 FUTURE WORK

Low resource usage can be seen as one of the essential aspects of
360-degree video development [29]. Message queueing telemetry
transport (MQTT) [31] is a lightweight publish-subscribe protocol
that uses less resources (for example memory and CPU) when com-
pared to HTTP on Android [32]. The logging data could be sent with
MQTT, because we do not necessarily need the responses of HTTP,
which should help saving resources of mobile devices. MQTT is
also a binary-based protocol so using it should use less resources
when compared to text based HTML. In addition, MQTT helps com-
municating to servers behind NAT or vice versa [4]. Another way
to save resources could be to send the logs as batches, which on the



other hand, could weaken the collaborative and near real-time aim
of the study.

Defining the depth of an object in the video is a challenge. With-
out a knowledge of the depth, it needs to be manually approximated
when adding hotspots. Luckily, methods for approximating the depth
exist [17, 23], and with such information, making a hotspot which
size changes in relation to the distance would be possible.

So far, we have made only simple analysis of the logged data.
However, in the future, we plan to use the data for predicting user’s
head movement for bandwidth usage optimization since 360-degree
videos are relatively heavy. For example, the head movement in
360-degree video can be predicted with over 90% accuracy in the
short term with methods such as linear regression [33].

Heatmap [15] could be one way to analyze 360-degree video
usage. For example, in a heatmap, the parts of the video that are
viewed often are highlighted with bright colors whereas the parts
viewed seldom have lighter colors. The heatmap visualization can
be implemented on the video player client or as service of the log-
ging server having an analysis dashboard. One application for the
heatmap analysis would be to place advertisements on the often
viewed parts of the video. Heatmap could be more useful when com-
bined with eye tracking, which would require adding eye tracking
support to our framework.

Carlier et al. [10] use crowd sourced information to zoom and
retarget traditional videos. The idea is that the viewing experience
can be improved by automatically providing the most interesting
parts of the video. While their implementation works for traditional
videos, our framework could be applicable for a similar approach
with 360-degree videos in the future.

8 CONCLUSIONS

We presented a proof of concept on Android for visualizing metadata
on top of the 360-degree video while logging the users simultane-
ously. The chosen 360-degree video platform was Google VR for
Android (Cardboard/Daydream). The technique for superimposing
virtual objects is lightweight and works with native Android layout
approach.

The proof of concept was evaluated by showing traces of user logs
on 360-degree video while displaying object detection metadata on
the video simultaneously. The evaluation shows that the presented
visualization method works as expected and the framework is ready
for further development.

Lightweightness of the technique was evaluated by monitoring
memory, CPU, and FPS while increasing the amount of hotspots.
With our setting, there was not a notable FPS loss with 2000 hotspots.
Low resource usage can be a significant aspect with mobile devices
since battery power is often consumed relatively fast.

The combination of logging and visualization in mobile 360-
degree video domain has a lot of potential applications. For example,
with the help of the proposed solution, it would be interesting to
study how to support placing advertisements on the most watched
parts of the 360-degree video by analyzing the logged data.
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Abstract: As Internet-of-Things (IoT) devices become more powerful, they can also become full participants of Internet
architectures. For example, they can consume and provide RESTful services. However, the typical network infrastructures do
not support the architecture and middleware solutions used in the cloud-based Internet. The authors show how systems
designed with RESTful architecture can be implemented by using an IoT-specific technology called message queuing telemetry
transport (MQTT). Their example case is an application development and deployment system that can be used for remote
management of IoT devices. To evaluate the proposed solution, they performed resource consumption experiments to compare
HTTP and request-response usage of MQTT. The results suggest that MQTT uses less central processing unit time and
memory.

1 Introduction
We assume that when the devices in the Internet of Things (IoT)
become more powerful and capable of performing complex tasks,
the execution will move towards the edge devices. This means the
devices become programmable and participate in rich interactions
with other peers on the Internet.

However, the network and system architectures of IoT systems
are usually constrained and optimised for minimal consumption of
energy and other resources. One typical constraint is that devices
are connected to the local network and that network is connected to
the Internet through a gateway. This kind of network configuration
imposes constraints, for example, the devices are not directly
accessible from services on the Internet.

In this article, we explore compatibility between IoT and
Internet architectures. The research was inspired by our existing
system [1] that uses the RESTful architecture for device
management and the management system has to address devices
directly. In this research, we show how the functionality of the
original system can be preserved even if the network configuration
imposes constraints.

Concretely, this study explores the issues between Internet
architectures and constraints in IoT systems by showing how
designs based on RESTful Internet architectures can be refactored
on top of message queuing telemetry transport (MQTT). The work
is based on earlier work where a web-based tool can be used for
both development and remote deployment of applications to IoT
devices. While evaluating and demonstrating this system, we
realised that the devices behind a network gateway could not be
accessed by other components. The original architecture of the
system is based on RESTful style and uses HTTP in all
communications. Depending on the task, any component –
including devices – of the system may either offer or consume
resources. This architecture could not work under the network
constraints.

MQTT is a lightweight protocol designed for device-to-device
communication in IoT environments. MQTT uses publish–
subscribe pattern for the communication and a centralised broker
handles all subscriptions and message deliveries. Due to that
communication is limited to devices sending messages to the
broker and the broker forwards the messages to active
subscriptions. This design is convenient in the constraining
network configurations since only the broker needs to be accessible
by all the components. In addition, MQTT was assumed to use
fewer resources than HTTP used by REST.

Our research question is that how a REST-based system can be
refactored to use MQTT in network configurations where the real
internet protocol (IP) addresses of all components are not visible to
the other peers in the system. The sub-questions include how big
changes are needed in the implementation and what are the
performance characteristics of the two options. The core technical
challenge is how to convert the request-response pattern assumed
by REST to the publish-subscribe pattern of MQTT version 3.1.1.

The proposed solution uses separate response messages and a
flexible MQTT topic hierarchy with specific request and response
topics. The solution is designed for an IoT system consisting of
multiple devices and it fits our case with a relatively small amount
of code refactoring. Additionally, we compared the resource
consumption of request-response styled MQTT usage with HTTP.
The comparison suggests that MQTT uses less central processing
unit (CPU) time and memory.

The rest of the paper is structured as follows. In Section 2, we
describe the problem domain and introduce the basics of MQTT. In
Section 3, we compare our work with the work performed by
others. In Section 4, we discuss a solution to the mismatch of
MQTT and REST and present our proof of concept. In Section 5,
we evaluate the work with a source code example and describe the
resource usage experiments. In Section 6, we discuss the usefulness
of the solution. Finally, in Section 7, we provide some concluding
remarks and thoughts for future work.

2 Background
2.1 Realistic IoT architectures

According to Datta et al. [2], a recent literature about IoT
architectures fails to address real life problems related to ‘device
and service discovery, controlling endpoints from mobile clients
and interaction with endpoints through standard protocol’. To
overcome this challenge, Datta et al. proposed a concept of
‘realistic IoT architecture’. It consists of machine-to-machine
(M2M) devices and endpoints, a wireless gateway with web
services and mobile clients. In such architectures, the network
elements, like firewalls and network address translations (NATs),
impose restrictions on applications. Almost every organisation and
private home user connected to the Internet has some kind of
firewall and NAT today.

Firewall is a security mechanism for filtering, validating and
blocking the network traffic. It protects the devices by separating
them from the other parts of the Internet. NAT is a method,
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implemented in firewall or gateway, which converts IP address to
another to save IP address space and to increase security by hiding
the local network from the public one. On the other hand, NAT also
causes restrictions in cases where the services in the Internet or
backend need to connect devices in the local network.

We experienced such problems with our case system that used
RESTful HTTP-requests from server-side to devices. This
happened, for example, when we demonstrated the system outside
of our laboratory network. Some of the devices were located in our
research network, but we needed to bring the development
interface and some example devices to remote locations. There the
connection was usually based on local wireless networks or
portable 4G access points. Due to the limitations of those networks,
some communications were not possible because our back-end
servers could not access the devices at the demonstration locations
with HTTP.

There are several ways to bypass the restrictions caused by
NAT. The most well-known techniques are based on relay servers
and hole punching [3]. For example, Lin et al. [4] discuss five NAT
traversal techniques used by voice over IP applications. Different
NAT traversal techniques also cause load on the gateway devices
doing the work.

One option is MQTT [5] that is a common technology in the
IoT domain. In this research, we wanted to see if MQTT can solve
these problems and if our systems can be made MQTT compatible.
Our initial studies also indicated that the changes to the original
system would be minimal with MQTT. Thus, we wanted to port
our system to use MQTT to ensure that our earlier research results
can be applied under realistic network configurations.

2.2 Basics of MQTT

MQTT uses the publish-subscribe communication pattern [5]. This
means that senders do not send messages directly to recipients.
Instead, the messages are just published for possible receivers.
Similarly, the receivers express interest by subscribing to
forthcoming messages. MQTT includes a special broker
component that manages the subscriptions and publishing of the
messages. In MQTT, the subscriptions and published message are
matched to each other with topics which may form hierarchical
structures. Topics are constructed so that a slash character separates
the different levels in the hierarchy. For example, if abc is the first-
level topic then abc/123 is a second-level topic. The subscriber
can use wild cards to subscribe to multiple topics in the hierarchy.
A special character + is used as a single-level wild card and #
character is used as a wild card for multiple levels. For example, a
subscriber of topic abc/+ gets messages sent to topics abc/123,
abc/xy, and to all other topics that start with abc/ and also have
only one additional level.

2.3 Research challenges

MQTT is not just a different protocol since it also imposes a
different style of distribution. While RESTful applications built on
top of HTTP are based on a synchronous request-response
paradigm, MQTT is based on the publish-subscribe pattern.
Change from request-response to publish-subscribe may potentially
lead to big changes in the architecture of the system.

HTTP is a relatively heavy protocol both computationally and
from network traffic perspective [6]. MQTT has lower power
consumption than HTTP in many cases [7]. This is important in the
IoT domain with low-resource devices. Our hypothesis was that
MQTT uses less CPU, memory, and energy than HTTP. However,
simple porting of a REST-based system on top of MQTT might not
use MQTT efficiently; for instance, the number of communication
may increase.

With the growing number of IoT devices, scalability needs to be
taken into account in the IoT domain. For example, more devices
mean more problems when devices in varying networks need to
communicate with each other. Since the scale is expected to grow,
the IoT domain should consider preparing for open IP networks to
prevent problems coming from NAT traversal and mobility [8]. For
example, some present IoT platforms support local connectivity but

not global connectivity [9]. Since secure global connectivity and
open IP networks are not available yet in the large scale, NAT
traversal with MQTT takes part in helping with the scalability
issues. In addition, when traversing NATs, security should not be
forgotten.

3 Related work
3.1 Relation of MQTT to request-response and NAT traversal

Request-response over publish-subscribe architecture is not a new
idea and different needs for such applications have been reported
[10–12]. However, our case system and the need to overcome
problems caused by the network gateways motivated us to
investigate the topic again. A draft document by Advancing Open
Standards for Information Society (OASIS) [13] acknowledges the
lack of built-in request-response pattern in MQTT. They state that
it is needed when (i) IoT device reads data from the server or from
other device or vice versa, and (ii) when the IoT device needs to set
a value in the server or other device or vice versa with a
confirmation that the operation was successful. Our case adds a
new third need – the logic of the application should be radically
changed for MQTT without request-response pattern.

A few studies about the relation of MQTT and REST exist.
Collina et al. [14] studied a broker that bridges MQTT and REST
by exposing MQTT topics as REST resources and vice versa so
that it is possible to use MQTT via REST but they do not try to use
MQTT similarly to REST. Chen and Lin [15] implemented an
MQTT proxy in their REST architecture comparing latency and
performance between the protocols. However, they do not discuss
how to implement functionality similar to REST with MQTT.
Neither of these studies tries to overcome the network architecture
restrictions that rise because of NATs or firewalls.

Bellavista and Zanni [16] also acknowledge the usefulness of
hierarchical MQTT topics in modelling IoT device trees and
MQTT's ability to help with NAT problems. Their aim is to use a
combination of MQTT and constrained application protocol
(CoAP) to get the best benefits from both since CoAP uses few
resources in certain situations.

Uehara [17] presents a general framework for IoT devices
where MQTT is used as a communication protocol. They use
MQTT for communicating beyond NAT and for request-response
traffic. Unfortunately, the details of request-response
implementation are a bit unclear.

3.2 Tool tutorials

Some tool tutorials [18–21] describe solutions that use request-
response with MQTT. While the techniques presented in the
tutorials could be useful for tackling the restrictions imposed by the
network architectures, we did not see enough benefits to integrate
the presented complex tools or use different programming
languages since our aim was in minimal refactoring. However, we
briefly summarise their request-response techniques. Reactive
Blocks [20] (a visual Java programming environment) and
Emitter.io example [21] use request identifiers, unique request-
response topics and subscription of hierarchical topic structures
with wild cards. Eclipse Kura IoT service gateway [18] instructs to
use response codes similar to HTTP codes and places REST verbs
to MQTT topic hierarchies. The tutorial of solace systems [19] (a
complex messaging middleware) has a different approach of using
general reply topics and correlation IDs in message payloads for
connecting replies to requests.

3.3 Alternative techniques

Techniques to implement the functionality without MQTT exist as
well. HTTP long polling could work but we wanted to use MQTT
because it supports IoT better. HTTP is not designed for pushing
data from the server to client [7] and HTTP long polling is
considered inefficient [22]. Websockets [23] could be another
alternative often used in web browsers to create two-way
communication. However, WebSockets are not designed for
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constrained devices and they do not support IoT domain well [24].
The use of native Websocket library could still be one option.

Destination network address translation (DNAT) is an enhanced
version of NAT that that allows remote peers to initiate a session
with peers in the local network. It also improves network access
and reliability issues [25]. To the best of our knowledge, the
relation of DNAT and IoT has not been explicitly discussed in the
scientific IoT literature. Gateways also need to be configured for
DNAT which is not always possible. We needed a solution that
works with any network and gateway.

Virtual private networks can be used for NAT traversal but it is
not simple [26]. Universal plug and play have also been suggested
for NAT traversal. However, it is often considered insecure (and
thus disabled in gateway devices) and it is not supported by all
NATs [27]. It is a relatively resource consuming technique to be
used in constrained IoT devices [28] and it does not work well with
nested NATs [29].

Srirama and Liyanage [30] propose a solution based on
transmission control protocol hole punching [31] for mobile
devices in 3G and 4G networks. The approach could also be
applicable in the IoT domain. However, studies suggest that
functionality of hole-punching depends on the NAT
implementation [32]. Although the use of hole punching for this
kind of IoT application calls for future research, in this research we
decided to use MQTT instead.

Other IoT protocols than MQTT exist. For example, Open
Mobile Alliance Lightweight Machine-to-Machine [33] is an IoT
protocol that supports device and application management [34].
LWM2M uses CoAP [35] protocol. CoAP is a lightweight version
of HTTP and it is assumed to have the same NAT problems as our
original implementation. As with HTTP, port forwarding or
particular connection requests can be used with CoAP [36] but
several authors [16, 17, 22] mention the benefits of MQTT when
communicating beyond NAT.

3.4 Summary

Better support for request-response pattern has been proposed to
the next version (5.0) of MQTT by OASIS [37]. The solution
combines three main ideas: ‘reply-to’ topics included in the
request, correlation-ID to connect the requests to replies, and
unique ‘reply-to’ topics, but unfortunately, the available material
does not provide a detailed explanation about them yet. The built-
in request-response seems promising but, in contrast, our solution
works with MQTT 3.1.1.

As a summary, several other researchers have worked on the
integration of HTTP/REST architectures to MQTT protocol. For
example, many parties acknowledge the need of request-response
in MQTT, MQTT is connected to HTTP systems in various ways
and the benefits of MQTT when communications behind NAT are
known. However, there seem to be relatively few scientific
publications about using MQTT in request-response (or REST)
style or design of MQTT topic hierarchies.

4 Proof of concept
4.1 REST-style request-response with MQTT

When a system that uses HTTP and follows RESTful architectural
style is ported on top of MQTT, some problems need to be solved.
In our example case, we recognised the following main challenges:

1. Addressing of the resources: While in HTTP, the addressing is
uniform resource locator (URL)-based and in RESTful
architectures, all resources have a unique URL, MQTT clients
subscribe to topics.

2. Request-response architecture: In HTTP, all sent messages
assume a response that includes information of about success
or failure, and an optional payload. MQTT messages are one
directional without a response.

The addressing problem is reasonable easy to solve since the
naming conventions of URLs and MQTT topics are very similar.

For example, a URL http://example.com/abc/123 can be mapped to
a three-level topic example.com/abc/123.

There are a few alternatives to implement the responses. We
need a mechanism to connect requests to corresponding replies.
Also, the broker's ability to deliver messages efficiently should be
taken into account. We reasoned a few options to implement
responding. We give two examples in this study:

1. Before sending any request, the caller subscribes to a unique
topic for the response to the request it will send next. In this
case, the content of the response message consists of a status
code and a payload assumed by the application. The topic
hierarchies need to be designed so that the topic for the
response message can be derived from the request
automatically. Unsubscription from the response topic needs to
be done so that the number of registered topics in a long-living
system does not grow without a limit.

2. Each caller has a generic response topic that it subscribes to,
and all responses to that caller are sent to that topic. The
respondent needs to know the response topic, the response
message needs to include request identification, and the client
needs to match the response to the correct request. This option
moves a part of the responsibility of directing a response to the
correct requester from the broker to the client. If an application
creates multiple requests – and they may be active
simultaneously, then the matching of the response to correct
topic becomes even more complicated. Compared with the
previous option, a smaller number of topics is needed and they
are not created and removed dynamically.

After analysing the options, we selected the first option since it
requires the least modifications to our application code, it uses the
broker more efficiently, and since the number of devices in IoT
systems is expected to grow, a flexible topic structure is beneficial.
The downside is the need for creating response topics dynamically
and subsequently a need to remove them dynamically, too.

In the second option, the clients would need to do more work by
parsing the payload to connect the requests to responses. Besides, a
general topic is considered as an anti-pattern in a high throughput
environment [38].

The status code, e.g. 200 indicates success, is core component
of the HTTP protocol. In principle, it could be encoded to the topic
hierarchy or added to the payload. In our case, adding it to the
payload requires few changes to the original source code, but also
keeps the topic hierarchy simpler.

4.2 Original system

The present work is based on our earlier research on programmable
IoT devices [1]. In that work, we have developed a system for
development and deployment of applications to IoT devices. The
original system consists of three active components: integrated
development environment (IDE), runtime environment and
resource registry (RR). The IDE runs on a web browser, and it is
used for programming, deploying and managing the applications
on devices. The runtime environment is pre-installed on the
participating IoT devices and it essentially makes devices small
application servers. The runtime environment provides a
representational state transfer (REST) API for installing, starting,
stopping and removing applications [39]. For example, when a new
application is installed on a device at address example.iot, the
IDE sends a POST request to URL http://example.iot/APP and the
payload of the request is the application package in TGZ format.

All devices and installed applications need to register
themselves with a central registry RR. The RR also provides an
API for the discovery of devices, device capabilities, installed
applications and services provided by the applications. The
architecture of the system is shown in Fig. 1. The arrows depict
communication between the components: IDE deploys and
manages applications in devices, devices register themselves and
update their applications to RR, and IDE queries devices and
installed applications from RR. All the communication in the
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original system is implemented using HTTP. Further information
about the original system can be found in [1, 40]. 

It should be noted that the logical control-flow of the original
system requires a response from the previous request before
sending the next. For example, IDE should not query the updated
state of the applications (six in Fig. 1) from the RR before it gets
the acknowledgment of a deployment (4 in Fig. 1) from the device.

4.3 MQTT implementation

We use node.js [41], MQTT.js [42], and Mosquitto [43] MQTT
broker which implements MQTT version 3.1.1. We implemented
the communication from the IDE to devices and from devices to
RR seen in Fig. 1 with MQTT. From the communication shown in
Fig. 1 the communication between IDE to RR is still implemented
with HTTP. The resulting architecture and communication are
presented in Fig. 2. The right side on Fig. 3 shows how an MQTT
broker is accessed by the other parties behind NATs. We think that
communication from IDE to devices and from devices to RR is
enough for a proof of concept to show MQTT working in our use
case. However, we do not foresee any problem in implementing
communication from IDE to RR with MQTT as well – if that is
needed. Note that RR is a central component in the IoT deployment
system whereas the MQTT broker only delivers MQTT messages. 

From the different options [(1) complex topic and requestID in
the topic, (2) general topic and requestID in message], to
implement the request-response pattern with MQTT discussed in
Section 4.1, we selected the one where a unique topic is created for
every request and response. The topic hierarchies designed for our
system are presented in Fig. 4. One notable detail in the hierarchies
is the relation of replies to corresponding requests. In our solution,
each topic mapped to a resource has request and reply subtopics
followed by unique identifiers (rID). Device identifications (dID)
are used as unique identifiers for devices. 

The left hierarchy in Fig. 4 consists of the following structure.
The first level ‘device’ is a topic describing the problem domain –
we are deploying applications to devices. Each device in the
system has a separate branch which is identified with a unique dID.
For example, a device with an identification XX has a topic
starting with device/XX. The devices manage their own branches
of topic hierarchies for messages that are directed to them.
Essentially this implements the addressing scheme discussed in
Section 4.1: the beginning of the topic (device/<DID>)
corresponds to IP address (domain name) and the rest corresponds
to the path of URL. For details, see Table 1 where a mapping
between some URLs of the system and MQTT topics is given. The
level ‘app’ of each dID branch is for applications installed on the
devices. The branches following from here are for requests and
replies addressed to the applications. It would be easy to extend the
hierarchy by adding a level of application IDs. For example, then it
would be possible to address a certain application with a topic
(device/<ID>/app/<APPID>). 

The topics enabling communication with RR are seen on the
right in Fig. 4. The first level indicates that the hierarchy is meant
for RR. The topics RR/devices/request and RR/devices/
reply are used for registering devices. Device identification is not
used yet because the unregistered device does not have a dID yet.
On the second level, each registered device has a separate branch
identified by dID. ‘Apps’ branch is used for managing the
applications running on the device or retrieving information about
them. For example, it is used by devices to publish the current
states of all its applications to RR using topic (RR/devices/
<DID>/apps/request/<rID>). As with device hierarchy, if an
individual application resource needs to be expressed, the hierarchy
can be extended by adding appIDs after ‘apps’ level.

The sequence charts in Fig. 5 describe how an HTTP request-
response relates to MQTT request-response. One request-response
sequence between device and RR requires multiple
communications between three components, device, MQTT broker
and RR. The message sequence chart in Fig. 5 depicts the devices’
registration both with HTTP and MQTT. For the RR to receive
registrations, it needs to subscribe to a topic for RR related requests
with a wild card (+). The device, in turn, subscribes to a topic

where it knows to expect the response. Then the device sends a
registration request to a topic that contains a unique identifier for
the request and is also subscribed by RR with the wild card. RR
will then send a response to the response topic subscribed by the
device. The status code in the reply tells whether the registration
was successful or not. After the registration, the device can
unsubscribe from the response topic. 

In Fig. 6, the situation is similar to the device registration case
with the difference that the communication happens from the IDE
to a device. In this case, a user deploys an application using the
IDE. Initially, the device (that has already been registered and thus
has a dID) must have subscribed to a topic that is used for
deploying applications to that device. Before sending the
deployment message, the IDE subscribes to a topic dedicated to the
response sent by the device. During the deployment, the IDE first
creates a unique rID, subscribes to a reply topic of that rID and
publishes a message to the topic that the receiving device has
subscribed to. After completion of the deployment, the device
publishes the response to the unique topic expected by the
requesting IDE. The response contains information whether the
deployment was successful or not. The IDE can unsubscribe from
the reply topic finally. 

5 Evaluation
5.1 Amount of refactoring

One of our targets and success indicators was the number of
required changes to the original system. We noticed that the
changes were relatively small and local. The adaptation to MQTT
was done by replacing the parts of the source code that sends the
HTTP requests with a source code that publishes an MQTT
message and subscribes to the reply topic.

The code examples in Fig. 7 show how the original JavaScript
code snippet using HTTP is refactored for MQTT. The operation
shown in the example is a device registering itself to RR. The
original code simply sends an HTTP POST to a URL hosted by RR
and saves the returned dID for later use. The handling of the
response in refactored code is a bit more complex because it needs
to be converted to a string and the response status and message
body are not automatically parsed. An alternative and possibly a
simpler way could be to include the status code in the topic
hierarchy but we did not try that in practice. 

While the snippets are an example from our case, the solution
can be generalised so that for using MQTT in request-response
style, dedicated request-response topics together with request IDs
offer one flexible solution. The solution also provides the other
benefits of MQTT such as lower resource consumption and ability
to use a normal publish-subscribe pattern when needed.

5.2 Resource consumption

We did not discover any performance issue while testing. The
maximum size of an MQTT message is about 256 MB and the size
of the messages in our system has been under 10 kB. The requester
removes temporary topics after receiving the response which
increases the amount of traffic a bit but prevents the system from
growing memory usage continuously. Our solution uses complex
topics though simple and short topic structures could use fewer
resources [38]. On the other hand, a flexible topic structure is
important when adding new features. Still, MQTT is IoT optimised
and using it should help to save the resources when compared with
HTTP.

We conducted experiments to compare the resource
consumption of the protocols with the request-response pattern. We
compared two applications. The first sent 1000 requests and
received replies for those with MQTT. The experiment setting was
such that Raspberry Pi (our constrained IoT device) worked as a
requesting MQTT client, the MQTT broker located in the
OpenStack virtual machine, and a modern laptop had the replying
MQTT client. The latency from Raspberry Pi to MQTT broker was
38 ms (throughput 14 Mbps), and from the laptop to MQTT broker
was 2 ms (throughput 262 Mbps). The request workload was ‘GET
x’ where x was a request ID integer between 0 and 999. The reply
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workload was ‘200 OK x’ where x was the corresponding request
ID. MQTT payload was symmetrically encrypted with AES-256.
The second application did the same thing with HTTP without
encryption. The setting was such that Raspberry Pi (again as
constrained IoT device) worked requesting HTTP client sending
requests to an Apache HTTP server. The latency from the
Raspberry Pi to the HTTP server was 20 ms. The reply workload
was empty.

The requests were sent as fast as possible without extra delay
between them. The experiments were conducted on the Rasperry Pi
version 2 (total memory 927 MB) running Raspbian operating
system and Node.js [41] version 5.4.0. The used MQTT library
was mqtt.js version 3.1.1. The MQTT broker was Mosquitto
version 1.4.10.

The measurements were done using process.memoryUsage()
function of Node.js and Linux command line tool time.
MemoryUsage function shows the total memory allocation and
time shows the used CPU time of a process execution.

Table 2 shows the results of five CPU time and memory
consumption measurements. MQTT used on average 10.3 s less
CPU time and HTTP used more than double the CPU time in every
measurement. On average MQTT used 1.6% points less memory. 

6 Discussion
The proof of concept works as expected and it allows
demonstrations outside of our lab. The original demo did not work
if IoT devices were behind a firewall because IDE could not access
the devices directly. Refactoring of the system on the source code
level required a relatively small amount of work. The MQTT
implementation has a centralised broker that is accessible from
everywhere. Thus, only the broker consumes a public IP address,
and the devices can stay behind NATs and firewalls. As a result,
our demonstration worked as expected.

Since the broker needs a public IP address, our proposal does
not work if it is located in a private IP space nor if the firewalls
have default MQTT ports blocked from inside to outside traffic. In
some cases, it might be possible to tunnel MQTT to other ports
than the default port but we did not study it.

Note that we do not think that adding request/<rID> or reply/
<rID> to the topic addressing a resource (for example,
example.com/resource123/request/<rID>) is a practice
used in REST. Actually, such a solution might be even argued to
resemble remote procedure call more than REST. Instead, we try to
describe a way to use MQTT efficiently and conveniently while
being consistent with REST as far as it is feasible. While the
MQTT version of the REST method (for example GET) uses to
request and reply topics, the target of the operation is identified by
the base topic example.com/resource123.

Our experiments with 1000 request-replies suggest that the
MQTT uses considerably less CPU time and less memory than
HTTP even with a request-response pattern. While 1000 request-
replies done as fast as possible might not be a real-world use case,
it gives hint about the resource usage between the protocols.
Reducing CPU and memory consumption improves energy-
efficiency, which is getting increasingly important. The differences
seen in our experiments can be significant on constrained devices
even if you do not need to worry about NAT traversal.

In HTTP-based systems, the clients get either a response or an
error condition. In the current MQTT system conditions like
network errors may lead to situations where the client never gets
any notice and the requesting subsystem has no way to discover
what went wrong. The quality of service (QoS) of MQTT could
provide a partial solution but most probably, some additional logic
needs to be added. The QoS level used by us is MQTT level ‘zero’
which means that there are no guarantees of delivery of the
messages. However, we have not discovered any cases of
undelivered messages in our tests.

If extra security is needed in REST, there are standard
mechanisms for encryption, authentication, and authorisation.
MQTT also provides security features such as authentication and
authorisation but those were not used with the proof of concept.
While they were not used, we think using the following features
would be relatively straightforward:

• Authentication by adding username and password while
connecting to broker [36].

• Authorisation by using Mosquitto broker's topic permissions
[44].

• Payload encryption [45]. (Our MQTT experiments done with
symmetric payload encryption suggest that resource usage still
remains lower than HTTP.)

In addition, transport layer security could (and should) be used
but it can be challenging with constrained devices [45]. Secure
MQTT [46] is also one proposed solution to improve MQTT
security.

7 Conclusions and future work
We presented a work where originally REST-based communication
was substituted with MQTT communication maintaining the
request-response behaviour from the application point of view. The
use case of the work was an IoT development and deployment
framework presented in [1]. The initial motivation for the work
came from the problems of using HTTP to access devices that are

Fig. 1  Original framework with HTTP. Numbers indicate an order of a
typical workflow

 

Fig. 2  HTTP replaced with MQTT. Numbers correspond to the numbers
seen in Fig. 1
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behind a firewall. Another reason is that MQTT is more suitable
for IoT devices with limited resources, and MQTT is used in
practical IoT implementations. The main technical challenges in

our research were related to the implementation of a request-
response paradigm. Our solution is based on separate response
messages and design of topic hierarchy with specific request and
response topics. In addition, a status code needs to be added to the
content of the response. Nevertheless, the similarities between the
concepts of REST and MQTT helped us in the design work. Our
comparison of resource usage between the protocols suggests that
MQTT uses less CPU time and memory even with the request-
response pattern, which is significant when using IoT devices with
low resources.

Fig. 3  Left: NATs restricts communication with HTTP. Communicating with parties behind NATs is difficult. Right: MQTT broker in the public Internet allows
communication despite the NATs. Similarly to left figure, the cloud presents the Internet

 

Fig. 4  Topic hierarchies for MQTT implementation. Left: device. Right: RR
 

Table 1 Mapping of the URLs to MQTT topics when a
device sends requests to RR
URL MQTT topic
RR-host-address/devices RR/devices/request/<rID>
RR-host-address/devices/<DID>/
apps/<APPID>

RR/devices/<DID> /apps/
request/<rID>

 

Fig. 5  Left: register a device with HTTP. Right: register a device with
MQTT

 

Fig. 6  IDE deploys an application to a device
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One way to extend the work would be to implement the whole
system to support MQTT. Currently, only the communication that
prevented us from demonstrating the system remotely has been
implemented with MQTT. For example, the IDE still uses REST
for communicating with the RR. The security aspects require
further analysis and research since the current implementation
assumes that all participating entities trust each other, which is not
case in the real world. By adding authentication and encryption

technologies, the security could be improved. In addition, the
system should be evaluated with a larger scale set-up and amount
of data. The number of messages, required processing, and energy
consumption should be measured in more detail in a real-world
scenario to answer the questions rising from the growing IoT
phenomenon. Comparison with other approaches, like CoAP,
HTTP long polling, and hole punching would also be an interesting
research topic.

Fig. 7  Top: Original HTTP version. Bottom: Original code refactored to use MQTT
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Abstract—Analyzing 360-degree video users is beneficial for 

360-degree video application development. The analysis can be 

done with logged user data. In this paper, we argue that 

MQTT is a conventional technology for distributed logging of 

mobile 360-degree video users. MQTT not only saves resources 

also allows communication from the logging server to mobile 

clients in various networking conditions relatively easy. We 

constructed a proof of concept to show the feasibility of the 

approach. As log analysis examples, the proof of concept 

visualizes results of the most popular region of interest analysis 

and k-means clustering. The used research method is design 

science. 

Keywords-component; 360-degree video, MQTT, Log 

Analysis 

I.  INTRODUCTION 

360-degree videos are getting more and more popular. 
They can be watched with head-mounted displays (HMD) 
but they appear in other contexts, such as websites, 
nowadays. We primarily discuss 360-degree videos in hand-
held mobile device applications though the techniques are 
applicable in HMD or web usage as well. 

In our earlier work, we made a user logging and 
visualization framework for 360-degree videos [21]. The 
framework works on Android and uses the video player 
offered by Google VR SDK. We presented a technique to 
place simple graphics over the video and discussed HTTP 
based user logging. We made the work with lightweightness 
and resource usage in mind. In this paper, we propose 
improvements to the framework. 

Low resource usage can be seen as one of the essential 
aspects of 360-degree video development [20] and HTTP is 
not an optimal solution for logging device orientation. 360-
degree video user logging applications need to send small 
log entries often, for example 23 times a second, which 
causes overhead with HTTP.  

We believe that the resource usage of the framework 
could be improved by using a lightweight communication 
protocol MQTT. Besides being lightweight, publish-
subscribe pattern of MQTT brings network architectural 
benefits in multi-user environment and it supports 
applications located in various networking conditions 
suffering from bad connections or NATs. 

One application for user log data is data analysis. In our 
earlier work, we did not discuss data analysis of the logged 
data. Since that, we have reported visual heat map analysis of 

the logged data in a web user interface [10]. This time, we 
present data analysis for the logged data that also benefits 
from MQTT. We implemented SQL-based solutions for 
calculating the most popular region of interest in the video 
and k-means clustering algorithm. MQTT helps sending the 
results for visualization on the mobile devices without a need 
for requesting them. 

Thus, the challenges we aim to solve with MQTT are: 

• Supporting near real-time log analysis. 

• Saving resources on a battery powered mobile 
device. 

The used research method is design science. It is a 
research method used in software engineering [31] that 
includes six steps: problem identification and motivation, 
definition of the objectives for a solution, design and 
development, demonstration, evaluation and communication 
[25]. We include all the steps in this paper. 
 

II. BACKGROUND 

This section covers the step problem identification and 
motivation of design science method. 

A. 360-degree Videos and User Logging 

360-degree videos are omnidirectional spherical videos 
where the user can choose the direction of the view port. 
360-degree videos have applications in security, robotics, 
education etc. 

User logging in 360-degree video domain is an important 
feature for multiple parties and applications [5, 18, 19, 33]. 
For example, logs can be used to analyze not only the videos 
but also the video user interface such as graphical elements 
or interaction points on top of the video. While we are not, 
strictly speaking, in virtual reality domain, the discussion of 
Ritchie et al. [28] about the benefits of user logging in virtual 
reality applies to our work: it is an almost non-intrusive 
method of capturing a rich data source for analysis, it 
minimizes user interactions during the data capture, it has 
potential to reduce time overhead of the capturing process, 
and the captured data can also be reused. 

Popular data for logging 360-degree video users includes 
the direction of the view (for example, in Euler angles) and 
timestamp. This is valuable information since many 
applications are immersive and only show the chosen view 
port that adapts to the device orientation. One challenge of 
360-degree video user logging comes from the frequently 



updating view. A video with 23 frames per second requires a 
log packet to be sent every 43th millisecond if every frame 
triggers a logging event. 

B. Log Analysis 

360-degree video user data can be analyzed visually, for 
example, with heat maps. Applications for heat maps include 
analysis to find the areas of interest in the video [5]. Heat 
map shows an aggregation of users viewing a part of the 
video by coloring the area. The brighter the color, the more 
often the part was included in the users' field of view. 
Continuously updating frame video adds challenge to the 
heat map generation when compared to static images. Heat 
map generation is also a resource-consuming task [7]. 

Another visual analysis method is scanpath. Scanpath is a 
linearly connected dot sequence following the eye movement 
coordinates in time but it is not good for aggregate data since 
markers and labels are easily confusing when analyzing 
multiple users [7]. Löwe et al. [19], for example, generate 
heat maps and scanpaths. 

Visual analysis, however, requires manual work. Data 
mining algorithms could be an alternative. With data mining 
methods, we can programmatically find the regions of 
interest from the video. Visualizing such data mining results 
can be also less resource consuming than generating a heat 
map. Of course, producing a very simplified heat map could 
be an option but we were interested to explore other methods 
as well. K-means clustering, for example, is a popular 
clustering algorithm used in data mining that is generally 
easy to implement, simple, efficient and empirically 
successful [13]. 

 

C. Why MQTT 

Capturing the device orientation for a single moment 
does not require a lot of data but the difficulty comes from 
the frequently updating video frame. Thus, we need to 
transfer a big number of tiny packets. However, protocol 
overhead of HTTP causes serious problems when 
transferring a big number of tiny packets [34]. 

MQTT is a lightweight messaging protocol that follows 
the publish–subscribe paradigm, which makes it suitable for 
resource constrained devices and non-ideal network 
connectivity conditions. Because of its simplicity, and a very 
small message header compared with other messaging 
protocols, it is often recommended for IoT. [6] 

MQTT is often proposed for communication from 
sensors to (edge) gateways in IoT domain but we believe it 
has other uses as well. We consider mobile phone sensors 
similar to IoT sensors. In addition, MQTT allows the mobile 
phone to receive data by subscribing to MQTT topics. Thus, 
it is easy to send data to multiple subscribers, for example, 
when multiple users watch the same video. An example of a 
mobile use case of MQTT is Facebook chat [36] that is often 
used with mobile devices in non-ideal network conditions. 

IoT development survey 2016 [29] shows that MQTT 
and HTTP are the most popular IoT protocols which 
supports choosing MQTT as an implementation technique. 
Dizdarevic et al. [6] comment on the survey that "The reason 

for this is that MQTT and HTTP REST are currently 
comparably more mature and more stable IoT standards than 
other protocols." 

Still, there are other IoT protocols, such as CoAP, 
available. It can be argued that MQTT is more suitable for 
IoT than CoAP because of the publish–subscribe architecture 
without responses [14]. Moreover, CoAP has more likely 
packet loss [14]. Furthermore, communication with the users 
can be restricted by NATs. Several authors mention the 
benefits of MQTT when communicating beyond NAT [3, 8, 
22, 30]. Other suggested techniques for NAT traversal 
include Websockets, destination network translation 
(DNAT), virtual private networks (VPN), Universal Plug and 
Play (UPnP), and TCP hole punching. We consider them to 
be either more complex, less reliable, difficult to configure 
or not ideal for saving resources. 

III. RELATED WORK 

Related work shows that MQTT logging has been used in 
various domains such as home and industrial automation. 
Those domains are quite different from mobile 360-degree 
videos but they show that MQTT has been used for logging 
in the scientific literature. 

The presented logging research from the 360-video 
perspective includes a few publications about publishing 
HMD tracking data sets and analyzing them. In contrast to 
their work, we concentrate more on hand-held usage with 
aim in lightweightness, supporting multi-user logging and 
near real-time data analysis. 

Resource consumption comparisons between MQTT and 
HTTP are related work in a sense that we aim to save 
resources using MQTT. We did not made a resource 
consumption comparison since the existing studies support 
the assumption that MQTT saves resources also in our case. 

A. Logging with MQTT 

Avizheh et al. [2] propose a secure event logging system 
for smart homes using MQTT. They emphasize security by 
using Bitcoin blockchain for ensuring the integrity of log 
files. While we did not concentrate on security yet, 
authentication, authorization and symmetric payload 
encryption could be the first steps [12, 22]. 

In another home automation study, Agerwal et al. [1], use 
MQTT to send home automation data from sensors to 
Raspberry pi 3 which works as a central unit with data-
logging. They use Node-RED and Mosquitto MQTT broker 
to create a cost-effective open source solution. We also use 
open source components such as Google VR SDK and 
Mosquitto. 

Wenger et al. [32] discuss lightweight logging in 
industrial automation environment. In their solution, control 
devices connect to a cloud MQTT broker publishing logging 
data so that monitoring service subscribes to logging topics. 
We are not explicitly discussing cloud environment but, for 
example, a web based monitoring service can be 
implemented with our database [10]. 

Zabasta et al. [35] have an MQTT enabled event 
handling and historian systems (used for data logging) for 
utility networks. They note that the responsibilities for those 



components should be investigated more carefully. As in 
their work, we use relational database to store the sensor data 
and use JSON when sending data with MQTT. 

Herle et al. [11] propose a REST bridge for using MQTT 
via standard HTTP methods. They use the bridge as a 
message logger that logs all the received messages to a 
MongoDB database. With their solution, users are able to get 
a whole history of events instead of just the latest event. In 
contrast, our solution does not provide a way get the whole 
history of events via MQTT. This is a clear disadvantage 
when compared to our earlier REST solution. 

Kodali and Gorantla [15] made a Python application to 
receive weather-tracking data (JSON) via MQTT broker and 
store it to SQLite database. The broker, the application and 
the database are located on the same Raspberry Pi. Kodali 
and Sarjerao [16] also hint about a similar system where air 
quality data is continuously stored in a MQTT server. 
Likewise, we use JSON and relational database, but we have 
the logger application and the database in one server and 
MQTT broker on other. The broker is the only component 
available in the open Internet in our solution.  

Harris and Curry [9] note that MQTT does not provide 
inherent logging capabilities. Therefore, they made a tracker 
for logging MQTT traffic by LoRaWAN devices. Because of 
the inherent logging capabilities, we also had to implement 
logging components. 

B. Analyzing 360-degree Video Users 

Lo et al. [18] offer public HMD user logging data sets. 
Their architecture is primarily for only local logging and 
they create saliency maps and motion maps with the logs. In 
contrast, our logging server architecture enables a way to 
collect data sets simultaneously with multiple users and 
analyze the logs in real-time. 

Corbillon et al. [5] also released a public 360-degree 
video head movement data set. They used the logs to create 
example statistics for analyzing users' navigation patterns. 

Wu et al. [33] also published a data set for exploring user 
behavior in spherical videos. They present preliminary 
analysis of their data set by presenting visualizations and 
statistics. However, they do not discuss producing statistics 
in real-time. Examples of their statistics include head 
movement angular speeds, where as we calculate the most 
popular region of interest and k-means clustering. 

Qian et al. [27] computed weighted linear regression on 
head orientation data with results that the head orientation 
can be predicted with over 90% accuracy. They predict 
single user traces, where as we concentrate on multi-user 
analysis. However, they propose (not implemented) using 
multi-user statistics to help with the inaccuracy of single user 
prediction.  

C.  Resource Consumption Between MQTT and HTTP 

 
Luoto and Systä [22] made a memory and CPU usage 

comparison between MQTT and HTTP. MQTT used less 
resources even with the suggested request-response pattern 
and symmetrically encrypted message payload. Comparison 
with 1000 request-responses is applicable to 360-degree 

video domain because 23 seconds of 23 FPS video produces 
about 1000 log entries.  

Chen and Lin [4] compared MQTT and HTTP proxies 
with the result that the MQTT proxy had a shorter latency 
and saved more power than the HTTP proxy. While proxy 
comparison is not directly related to our work, their results 
suggests that MQTT could use less power in our solution as 
well. 

A comparison of power consumption between MQTT 
and HTTP [23] on Android shows that MQTT has lower 
power consumption for example on maintaining open 
connection and sending and receiving messages (when 
compared to HTTPS long polling). We also use Android and 
aim to reduce power consumption by choosing MQTT. 

Yokotani et al. [34] made comparisons in different 
scenarios with 10, 100 and 1000 devices with MQTT and 
HTTP. They concluded their study so that MQTT performs 
better than HTTP.  While we could not evaluate our work 
even with ten devices, such results encouraged us even more 
to choose MQTT, and evaluation with more devices could be 
future work. 

IV. SOLUTION 

To define the objectives for the solution for design science 

method, our objectives are: saving resources by choosing 

other network protocol than HTTP, and supporting near 

real-time data analysis by enabling an easy access to 

analysis results in a realistic Internet architecture with 

NATs. The section also covers the steps design and 

development, and demonstration (as far as it is possible with 

text and images). 

 

A. Original HTTP Logging 

The original logging and visualization framework runs on 
Android mobile phone [21]. It uses the class VrVideoView 
of Google VR SDK to create a video player in Android 
application. OnNewFrame function of the class is executed 
when the video frame updates. This also triggers our logging 
events. Therefore, we get log only from drawn frames and 
sometimes the player skips frames. The most important 
logged information contains yaw, pitch, accelerometer 
values (x, y, z), and video time. Yaw and pitch present 
rotation in a spherical space. Yaw is the vertical angle 
between -180 and 180 degrees, and pitch is the horizontal 
angle between -90 and 90 degrees. 

The log entry was sent to RESTful logging server that 
used PostgreSQL as database. The used data format was 
JSON. The logged data was used, for example, to create heat 
maps in a web application [10]. In addition, we could 
visualize traces of the previous view sessions in the Android 
application. Creating a HTTP request for every frame in 23 
FPS video already makes a lot of traffic, and the FPS can be 
even higher. The log entries could be sent as batches but it 
does not support the near real-time aim of the study. 



B. MQTT Logging 

To test the feasibility of MQTT on our objectives, we 
implemented a proof of concept. The architecture of the 
proof of concept can be divided to three main components: 
mobile phones with video players, MQTT broker delivering 
messages, and back end with Logger and database. The used 
MQTT broker is Mosquitto. Figure 1 shows the components 
on a high abstraction level. 

1) Logger 
We implemented the logger application with Node.js and 

MQTT.js library. The logger subscribes to topics for 
registering a viewing session and sending logging data. After 
receiving the data, the logger stores it to the database. It also 
publishes data analysis results via MQTT. 

2) Mobile Client 
We used the class MqttAndroidClient of the Eclipse Paho 

project to implement MQTT on Android. The mobile 
application presented in our earlier work was not changed 
other than by refactoring the HTTP related code to use 
MQTT, adding subscribing to the data analysis topic, and 
drawing the analysis results on video (using the visualization 
technique presented in our earlier work). Log message 
payloads are still in JSON format. 

3) MQTT Topic Design 
MQTT topics are strings that the broker uses for 

delivering messages for interested clients. Clients can 
subscribe to a topic to receive messages published to that 
topic. MQTT topics have levels that are separated by slash 
characters. 

The topics needed to be designed with one-way 
communication in mind. For example, in request-response 
pattern, it is possible to ask for a unique client id from the 
back end, and then use that for identifying view sessions. 
Since we cannot do request-response with publish-subscribe 
protocol, we had to generate the needed ids in the video 
player client. For example, when a user starts to watch a 
video, the video application generates an id for the view 
session using a hash function. Then, when the application 
sends the first log entry, it also registers a view session using 
an MQTT topic that contains the generated hash. For 
example, publishing for the first time to topic video/(video 
URL hash)/viewsession/(view session hash) registers a new 
view session and adds the log data (from payload) for the 
video identified by view session hash. Later publishing to the 
same topic, only adds the log data to database since the view 
session has been already generated.  
 

 

Figure 1.  Components of the proof of concept. Bidirectional arrows 

illustrate that both the logger and the phones publish and subscribe.  

Figure 2 presents how MQTT communication works 
between the mobile clients and the logger. For comparison, 
Figure 3 shows an original HTTP version of the same 
sequence. 

 

Figure 2.  MQTT communication. The dashed box illustrates an operation 
that happens the most often. Subscriptions and video registration happen 

once in a view session. Frequency of analysis can be adjusted. Plus 

character is MQTT wildcard that matches a single topic level. vID refers to 

video URL hash and sID to view session hash.  

 
 
 
 
 



 

Figure 3.  HTTP communication for comparison with MQTT version. The 
same steps can be found from both the sequences (except that registering a 

view session is included in 'log' step in MQTT version). The last request is 

hypothetical since it was not implemented with HTTP. 

The MQTT topic structure is based on three base topics: 

• video/(video_URL_hash)—For registering a 
new video to the system. The recipient can parse 
the hash from the topic string of the incoming 
message while the message payload contains 
only the original URL. 

• video/(video_URL_hash)/viewsession/(view_ses
sion_hash)—For registering a new view 
session, and publishing log entries related to 
certain video. Again, the hashes can be parsed 
from the incoming topic string. The payload 
contains the logged data (orientation, video time 
etc.). 

• video/(video_URL_hash)/viewsession/(view_ses
sion_hash)/analysis—For the back end to send 
analysis results about a certain view session to a 
device. Analysis could be replaced with a 
descriptive name of the analysis such as 
popularRegionOfInterest. 

4) Database 
The log database consists of three tables. Table Video 

contains URL of the video and a shortened hash of the URL 

used to form MQTT topics. We used shortened hashes (10 
characters) because long topic names cause overhead in 
MQTT [34]. Table Viewsession contains an id for the 
current view session. These ids are used to identify certain 
view sessions in MQTT topics and to send back analysis 
information to devices. The last table is for the actual log 
entries. The database is implemented with PostgreSQL. 

C. Log Analysis 

1) Algorithms 
We believe that the most convenient place to perform 

data mining would be the database in our architecture. Thus, 
we would not need to first retrieve the data, and then 
calculate it with the Logger or even with mobile phone. 
Retrieving lots of data could be heavy especially with 
multiple simultaneous users. 

Our first algorithm calculated the most popular region of 
interest. The algorithm divides the 360-degree sphere to a 
graticule of 30 times 30-degree spherical rectangles. This 
results in 72 spherical rectangles if we count the topmost and 
bottommost spherical triangles as rectangles for the sake of 
simplicity. From now on, we call these rectangles as tiles. A 
sphere can be tiled in different 30 degrees was chosen 
because the minimum and maximum for both the yaw (from 
-180 to 180 degrees) and pitch (from -90 to 90 degrees) are 
divisible by 30 and it felt conventional enough, but it could 
be any other value as well.  Figure 4 visualizes the division. 
After that, every coordinate within a second is positioned in 
one of the tiles. For example, a coordinate in 10 degrees of 
yaw 10 degrees of pitch is positioned in a tile defined by area 
of 0--30 degrees of yaw and 0--30 degrees of pitch. Then the 
algorithm counts the tiles with most positioned coordinates 
and returns an ordered list. With an ordered list, it is easy to 
get, for example, the three most popular tiles and visualize 
them in the application. 

 

 

Figure 4.  A sphere divided to graticule of 72 tiles each with 30 times 30 

degrees area.  

PostgreSQL evaluates comparisons in SELECT 
statement as true or false and returns accordingly either 't' or 
'f' character. We use a combination of those characters to 
identify a certain tile on the sphere surface. Each tile is 



identified by a combination of 16 truth-values. The first 11 
values identify the yaw position and five latter values 
identify the pitch position of the tile. The resulting 
combination has from zero to two 't' characters and the rest 
are 'f'. Therefore, for example, 'fftfffffffffftff' refers to a tile 
with left bottom corner located in -120 degrees in yaw and -
30 degrees in pitch and tile identified by 16 'f' characters has 
left bottom corner located in 150 degrees in yaw and 60 
degrees in pitch. The combination resembles a binary 
number and could be converted to an integer easily. 
However, on the application side it is straightforward to 
iterate through the result table and multiply 30 degrees with 
index of 't' to find the correct position in degrees. Figure 5 
shows measured execution times on a modern laptop 
(ThinkPad W541, Windows 10, PostgreSQL 10.5) where 
execution times seem to be near linear in relation to amount 
of rows with our logged data. The following listing shows 
the SQL source code of the algorithm: 

 
SELECT *, COUNT(tile) FROM  
  (SELECT yaw < -150, 
    yaw BETWEEN -150 AND -120, 
    yaw BETWEEN -120 AND -90, 
    -- ... (going through all the 30-degree yaw sections) 
    yaw BETWEEN 120 AND 150, 
    pitch < -60, 
    pitch BETWEEN -60 AND -30, 
    -- ... (going through all the 30-degree pitch sections) 
    pitch BETWEEN 30 AND 60 
    FROM record 
    WHERE time BETWEEN 0 AND 1000) AS tile 
GROUP BY 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14,  
  15, 16 
ORDER BY count DESC 
 
To elaborate the query, the derived table named 'tile' 

contains truth-values. The query that produces that derived 
table uses table 'record' that contains rows with yaw, pitch 
and time. In the example, we choose time between 0 and 
1000 ms but it could other timeframe as well. BETWEEN 
operator is inclusive meaning that begin and end values are 
included but we do not consider that a disruptive problem 
with the proof of concept. The main query counts the amount 
of different rows in the derived table 'tile'. The numbers (1--
16) in GROUP BY refer to the unnamed columns of the 
derived table. Then the result is ordered in descending order 
according to the amount of different truth-value 
combinations. One row of the main query result contains 16 
truth-values and how many times such combination was 
included in the derived table 'tile'. Figure 6 shows an 
example of the visualized result in the application. 

 
 
 

 

 

Figure 5.  Execution times of the SQL query calculating the most popular 

tile.  

The second algorithm we implemented was k-means 
clustering algorithm.  With the algorithm, we strive to find 
clusters from the orientation data inside the timeframe of one 
second. While implementing data mining algorithms with 
SQL is not always considered efficient or feasible, k-means 
clustering can be implemented in SQL efficiently and 
flexibly [24]. We used a recursive PostgreSQL solution 
presented in Periscope Data blog [26] with minor 
modifications (which is not standard SQL). An example of 
the flexibility of the SQL implementation was that limiting 
the chosen timeframe (one second) is easy using SQL 
BETWEEN operator. Experimenting the query with our test 
data, using two clusters and ten iterations, takes 850 ms with 
10000 log records, 2200 ms with 30000 log records and 3700 
ms with 50000 log records. By halving the iterations to five, 
the query execution times halve but the accuracy declines. 
Finally, we send the cluster information to the devices for 
visualization. 
 

2) Receiving Analysis Results 
With HTTP, the common way to get the analysis results 

would be to request them from the back end. However, the 
back end can be protected by NAT not allowing incoming 
requests. The parties involved in MQTT messaging can use 
MQTT for NAT traversal that does not require special work 
other than setting up the MQTT broker and making it 
accessible. This works also the other way around if a mobile 
client is behind NAT and the back end needs to push data to 
it. Such functionality makes the architecture flexible. 

 



 

Figure 6.  Example of most popular tile visualization. -60.0 tells the yaw 

angle and 0.0 pitch angle of the tile. Label 'car' comes from the metadata 
visualization presented in our earlier work. Red 'X' marks the center of the 

view port.  

3) Evaluation 
 

In this section, we evaluate the solution and the design 
decisions as required by the step evaluation and 
communication of design science. The criticism is directed at 
significance of the resource savings, claimed real-time 
functionality, heaviness of k-means clustering in SQL, id 
clashing, what we lost with HTTP, our MQTT topic design, 
and generally the usefulness of k-means clustering in our use 
case. 

Is it significant to save resources by optimizing logging if 
a 360-degree video application already consumes much 
computational resources? If the logging is frequent (for 
example, multiple times a second), then logging users in long 
videos can take a considerable amount of resources. Let us 
assume a scenario where application makes a log entry ten 
times a second. In two minutes, we will end up with 1200 
log entries. 1000 messages with either HTTP or MQTT 
already makes a clear difference in resource usage [22]. In 
addition, the presented ideas are applicable to software 
without 360-degree video players as well, such as, mobile 
applications logging device orientation or other often-
updating sensors. Resource savings with other applications 
could be even more significant, if the basic functionality is 
not as heavy as, for example, playing 360-degree video. 

We aim to support near real-time analysis. In our case 
real-time means that user gets the analysis results visualized 
on the video so that the lag is not distracting. Measuring a 
tolerable lag is out of the scope of this paper. However, in 
our database the maximum time used for the most popular 
region of interest analysis was about 70 ms with 50000 log 
records added to the time of transferring the data. We did not 
consider this lag distracting. One reason is also that the most 
popular location changes so slowly that updating it around 
once a second provided good enough user experience. Even 

less sparse updating pace could be enough that would reduce 
the workload of the back end. Bigger tiles also shorten SQL 
query time, for example diving the sphere to 60 times 30 
degrees tiles reduces the query time around 15 ms with 
50000 log records. K-means clustering starts to be too slow 
with our test data but it could be optimized further. 

While MQTT is considered relatively mature technology 
[6], combining Android (Java) and MQTT was not especially 
straightforward and could be a dead-end for an inexpericed 
developer. In contrast, our experience suggests that starting 
MQTT development with Node.js and MQTT.js is easier. 

Since we generate ids used for logging on Android 
devices, and try to keep them short to prevent MQTT topic 
overhead, id clashing is possible. The possibility increases 
when the amount of users grows. We did not consider this an 
important issue with the proof of concept but it needs to be 
solved for real usage scenarios. One solution could be to use 
centralized id generation technique and use MQTT request-
response to receive unique ids for clients [22]. 

Long topic names cause overhead with MQTT [34]. Our 
topics could be shorter but we wanted to keep the structure 
readable and hierarchical. It also allows the flexible usage of 
MQTT wildcards, for example, if a party is interested in all 
the messages related to a certain video. The topic for analysis 
results is less frequently used than the others, so lengthy 
topic overhead is not as harmful with that particular topic. 

With the original HTTP solution, it was easy to create a 
Node.js server for browsing the logging results via WWW 
and REST. Web browsers do not directly support MQTT so 
requesting and browsing the logging history for a certain 
view session is not as straightforward. Generally using 
MQTT makes it more difficult to implement a browser based 
user interface.  

Our division of spherical space in spherical rectangles 
results so that the topmost and bottommost rectangles are 
actually spherical triangles. This can add a bit of complexity 
for visualizing the tiles. On the other hand, we assume that 
most of the videos have most of the interesting content 
relatively near the equator of the sphere and thus 
concentrating on those areas has higher priority. 

Using PostgreSQL for k-means clustering was relatively 
simple. However, if k-means clustering is too heavy it can be 
lightened, for example, by reducing the amount of iterations, 
shortening the timeframe, or limiting the amount of data 
(SQL LIMIT operator). Ordonez [24] discusses multiple 
optimization ideas. It is also good to note that PostgreSQL 
allows running Python (PL/Python) and R (PL/R) for more 
advanced data mining but using those might bring overhead 
when compared to raw SQL. 

One challenge of k-means clustering is that the correct 
amount of clusters is not always clear beforehand. For 
experimentation, we used two clusters with the proof of 
concept but one way to determine a proper suggestion for a 
good amount of clusters could be elbow method [17]. 

It is good to note that our analysis does not tell the actual 
gaze point because our devices cannot track users' gaze. 
However, it is a problem with all the techniques and devices 
that do not track the gaze, and on the other hand, the ideas 



presented in this paper could be applicable for gaze tracking 
as well. 

V. CONSLUSIONS 

In this paper, we showed how MQTT can be used for 
logging 360-degree video users' device orientation. The work 
is based on earlier work about logging users with HTTP. By 
choosing MQTT we aim to save computational resources, 
and furthermore battery usage of mobile devices. Using 
MQTT also enables relatively easy NAT traversal that makes 
publishing data in realistic network environment easier. This 
way we can send log analysis results to the clients without a 
need for specific request-response for continuous updating. 
As a log analysis example, we discuss SQL algorithms for 
calculating the most popular region of interest and k-means 
clustering. Such data analysis could be used, for example, to 
show announcements or advertisements on popular regions 
of interest on the video. 
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Abstract: Smart cities are getting more and more attention due to urbanization and IoT trends. At the same time, 360-
degree videos are also getting more popular. The watchers of 360-degree videos provide a data source that
fit to the data collection aim of smart cities. This paper explores how well 360-degree video user data can
be collected, using MQTT as a data transfer protocol, and analyzed with an open source IoT platform. The
results suggest that using MQTT with the chosen IoT platform is convenient and general chart visualizations
can provide useful insight about 360-degree video watchers. The used research method is design science.

1 INTRODUCTION

The amount of people living in urban areas is ex-
pected to grow in the near future. This growth can
lead to a variety of problems (Nam and Pardo, 2011).
Smart city is a concept that offers a partial solu-
tion. Smart city has multiple definitions (Nam and
Pardo, 2011), out of which, we can use one that sees
the smart city as a combination of technologies that
make the critical infrastructure components and ser-
vices of a city more intelligent, interconnected and
efficient (Washburn et al., 2009).

Smart cities have an interconnection with Internet
of Things (IoT) (Su et al., 2011). The idea of IoT is
that objects can be embedded with sensors that can
be connected to cloud technologies via Internet. In
smart city context, it means that city infrastructure can
be equipped with sensors collecting data from various
domains and sending the data to data collection plat-
forms via Internet. Thus, the technologies that enable
IoT also support smart cities.

Unfortunately, IoT suffers from a diverse set
of initiatives, standards and implementations (Fersi,
2015) (Araujo et al., 2019). However, the recent in-
terest in smart cities has motivated the development
of IoT platforms that provide scalability, reliability,
sustainability and security. One of such platforms is
FIWARE. It is a framework of open source compo-
nents to help the development of smart solutions (fi-
ware.org, 2020b). We used FIWARE because it pro-
vides a number of reusable building blocks and it is

a https://orcid.org/0000-0002-9318-7665
b https://orcid.org/0000-0001-7371-0773

present in many different sectors in Europe, for ex-
ample, healthcare, telecommunications, environmen-
tal services and agriculture (Rodriguez et al., 2018).
In addition, this study was done in a research project
called CityIoT (CityIoT, 2020). One of the objectives
of the project was to build a smart city IoT piloting
environment for and this study works as one of the
pilots. The project had not used a popular IoT data
transfer protocol called Message Queuing Telemetry
Transport (MQTT) and we thought it would be impor-
tant to experiment with it.

360-degree video watchers provide an interesting
data source for experimenting with an IoT platform
in a smart city context. 360-degree videos are rela-
tively popular nowadays (Qian et al., 2016) and they
have applications in multiple smart city related do-
mains such as surveillance, remote working, robotics,
traffic, etc. 360-degree videos can be watched with
smart phones that contain various sensors for collect-
ing data.

An example benefit of 360-degree video watcher
analysis in a smart city is that it is possible to analyze
where video watchers focus their attention in traffic or
near tourist attraction. By analyzing video watchers,
it is possible, for example, to place advertisements so
that they are often seen.

For analyzing 360-degree video watchers, it is
important to log their view orientation since only a
cropped view port of the video can be seen at a time.
It is clear that lots of view orientation data can be
collected from the users from a constantly updating
video. However, what is not clear, is that how the
data collection can be implemented with FIWARE



and MQTT, and how well general visualizations, such
as two-dimensional charts provided by open source
dashboard tool Grafana, support visualizing and ana-
lyzing view orientation data.

Thus, our research questions are the following.
(1) How to use an IoT platform for collecting 360-
degree video watching logs via MQTT? (2) What are
the pros and cons of using a combination of an IoT
platform and a general dashboard tool for visualizing
360-degree video watching logs?

In short, the experiment was successful. We were
able to collect 360-degree video watching data from a
smart phone to an IoT platform using MQTT and then
use Grafana for creating useful visualization.

2 BACKGROUND

The most important data gathered from users is the ro-
tation of their device while playing 360-degree video.
Yaw, pitch and roll format is one way of presenting
rotations in a spherical space. Yaw is the vertical ro-
tation, pitch is the horizontal rotation, and roll is the
rotation around front-to-back axis. We use that for-
mat as well but without roll. The main reason for that
is that the API of Google VR SDK used by our smart
phone application does not provide the roll angle.

One challenge with 360-degree video watcher log-
ging is that the view orientation changes constantly
when the user moves, turns, etc. If the view orienta-
tion is recorded for every frame in a 23 FPS video,
a set of values is collected every 43th millisecond.
Some back ends might suffer from such a fast pace
if there are multiple users being logged simultane-
ously. Therefore, a trade-off decision must be made
between the precision and the amount of data. For
example, some other 360-degree video user logging
studies have had a sampling rate of 7-10 Hz (Bao
et al., 2016) (Nasrabadi et al., 2017). So, meaning-
ful 360-degree video user analysis should be possible
even if the view orientation is not recorded for every
frame. We decided to experiment with a sampling rate
of about two times a second. We were able to see nice
results already with our 2-Hz pace and there should
not be challenges in increasing the sampling rate for a
small number of simultaneous users. Naturally, some
accuracy is lost but the analysis is already inaccu-
rate since the gaze orientation is not considered. If
a faster sampling rate is needed and the performance
suffers, the performance of FIWARE can be improved
by scaling (Araujo et al., 2019).

It is possible to make expressive visualizations of
360-degree video watching logs on top of 360-degree
video applications but implementing such visualiza-

tions can require writing custom source code (Luoto,
2019). Thus, it is beneficial to find out what can be vi-
sualized with general graphs, charts, etc. provided by
web-based dashboard tools. What is lost in usefulness
can be made up in the easiness of implementation.

MQTT is a lightweight publish-subscribe data
transfer protocol aimed for constrained devices.
While MQTT is mainly used to send data from low-
resource IoT sensors to (edge) gateways, it can be
used with smart phones as well, especially when a lot
of small data packets are sent, request-response is not
needed, and there can be multiple simultaneous data
sources. MQTT is among the most popular IoT pro-
tocols (Skerrett, 2016). MQTT has potential for send-
ing 360-degree video user data from a smart phone to
an IoT platform. MQTT works via cellular or Wi-Fi
connections.

3 RELATED WORK

We are not aware of studies where 360-degree video
watching data that would have been collected or ana-
lyzed with IoT platforms. Neither, we are not aware
of IoT platforms being used for traditional video user
analysis. In general, there is a relatively small amount
of research literature about user logging and analysis
architectures in 360-degree video domain available.

There are some publications that connect IoT and
360-degree videos, such as, a study about using 360-
degree videos for teaching IoT security (Okada et al.,
2019). In another study, the combination of IoT in-
frastructure including 360-degree videos is used to
generate VR spaces (You et al., 2018). However,
these studies do not use IoT platform to collect or an-
alyze video user orientation data.

3.1 Traditional Video and Smart City

There are clearly research efforts in using traditional
videos (i.e non-360-degree videos) with smart cities.
However, it seems that there is not a strong explicit
connection between 360-degree videos and smart
cities in the research literature. For example, in a
systematic mapping review about big data in smart
cities (Brohi et al., 2018), there is only one paper out
of 65 that has word ’video’ in its title. However, it
is possible that some of the papers included in the re-
view do discuss using videos with smart cities despite
not having the word ’video’ in title. Especially, 360-
degree videos are not mentioned at all in the review.

That particular paper with word ’video’ presents
a study about real-time video processing for traffic
control in a smart city context using Hadoop with



GPUs (Rathore et al., 2018). In contrast to our work,
they study video processing whereas we concentrate
on user analysis. There are also other video process-
ing studies for traffic management in a smart city con-
text such as a study about vehicle counting for smart
cities (Trivedi et al., 2018) and a study about auto-
mated pedestrian data collection (Sayed et al., 2016).

3.2 360-degree Content and Smart City

Neither does a survey on 360-degree video stream-
ing emphasize smart cities (Fan et al., 2019). How-
ever, they have included a study that discusses ob-
ject tracking application that would, according to
Fan et al., have use in various smart city applica-
tions (Delforouzi and Grzegorzek, 2017). Again, that
study is on the field of video processing rather than on
the field of video watcher analysis.

A study that explicitly discusses smart cities
provides analysis of panoramic images (instead of
panoramic videos) (Feriozzi et al., 2019). An example
of relatively rare study, that explicitly connects 360-
degree videos with smart cities, presents real-time an-
notation of 360-degree videos (Tang et al., 2018). The
authors plan to extend their work by using it in a smart
city context. Once again, their work is about video
processing and not about video user analysis.

3.3 User Logging and Analysis

There are some 360-degree video watcher logging
and analysis studies available. For the most part, their
aim is not in multi-user logging, smart city context,
nor making interactive web-based dashboards.

There are a few studies that offer a public 360-
degree video user logging data. In the first one, the
authors use an architecture primarily for local logging
and they use the logs for creating saliency and motion
maps (Lo et al., 2017). In the second one, the authors
used the logs to create example statistics for analyz-
ing users’ navigation patterns (Corbillon et al., 2017).
In the third one, the authors present preliminary anal-
ysis of their data set by presenting visualizations such
as plotting gaze data over video, density maps, and
gazing directions in a 3D graph (Wu et al., 2017). 3D
graphs should be possible with a Grafana plugin, but
we concentrated on 2D graphs.

Another study predicted head orientation with
weighted linear regression (Qian et al., 2016). Such
advanced analysis could be very difficult (or impos-
sible) with our dashboards made with simple SQL
queries. A study about 360-degree video streaming
in 5G networks presents two 360-degree video user

traces on a timeline (Sun et al., 2018), but the study
does not concentrate on producing visualizations.

View Similarity visualization, which shows the
angular proximity of all 360-degree video viewers’
viewing directions over time, helps to quickly analyze
attentional synchrony (Löwe et al., 2015). Such visu-
alization would definitely be useful but making one
would be difficult with our toolbox.

An exceptional study presents a platform for log-
ging interaction in 360-degree multimedia (Bibiloni
et al., 2018). In addition to logging view orientation,
the authors log interactions such as pressing play or
pause. They exceptionally discuss the logging and vi-
sualization architecture in detail and have a dashboard
with web support. They present, for example, user ac-
tivities on a timeline and view orientation histograms.

3.4 FIWARE, MQTT, and Grafana

There is some research on the performance of FI-
WARE available. In an extensive performance eval-
uation of FIWARE, the authors aimed to a real smart
city scale with their testbed that can send data via
MQTT (Araujo et al., 2019). Their conclusions in-
clude that FIWARE’s IoT Agents do not scale well
due to Node.js implementation. This could be a prob-
lem in a real-life use case, but in our experiments with
only a few users, we did not encounter performance
issues. Another FIWARE study includes performance
evaluations of IoT components in an agricultural do-
main (Martı́nez et al., 2016).

In 360-degree video context, Grafana has been
used at least for monitoring tile-based stream-
ing (Tagami et al., 2019), and potentially for mon-
itoring 5G network while streaming 360-degree
video (Kanstrén et al., 2018).

4 METHODOLOGY

The research was conducted by following design sci-
ence methodology. It is a research method used in
software engineering (Vaishnavi and Kuechler, 2004)
that includes six steps: problem identification and mo-
tivation, definition of the objectives for a solution, de-
sign and development, demonstration, evaluation and
communication (Peffers et al., 2007).

We include the steps of design science in this pub-
lication as follows. Problem identification and mo-
tivation is presented in Sections 1-3 but it is sum-
marized here: the problem is that 360-degree video
watchers could provide useful data in smart city con-
text but logging and analyzing users requires infras-
tructure. We think that usage of IoT infrastructure and



Figure 1: How MQTT integrates with FIWARE platform.

techniques, such as, IoT platform FIWARE, MQTT,
and visualization tool Grafana can provide a promis-
ing solution for the data collection and analysis needs.
The essential parts of design and development are pre-
sented in Section 4. Demonstration is included in
Section 5 by presenting the produced visualizations.
Evaluation is included in Sections 5-6 by stating the
essential pros and cons of the approach, and Commu-
nication is covered by writing the publication and the
presenting the work to a scientific audience. Lastly,
to define the objectives for a solution, our objective
is to use FIWARE so that 360-degree video user log
transferred via MQTT can be visualized with Grafana
conveniently.

4.1 Architecture Overview

We used FIWARE platform as the tool for providing
communication interfaces, storing data, and creating
visualizations. An overview of the architecture can be
seen in Figure 1. The idea is that smart phones send
data to MQTT broker which delivers the data to IoT
Agent in FIWARE platform. That data is then stored
to a database and used for creating visualizations.

4.2 FIWARE

FIWARE is a framework of open source components
to accelerate the development of smart solutions (fi-
ware.org, 2020b). Orion Context Broker is a core
component of the system. It enables the system to
perform updates and access the data via FIWARE
Next Generation Service Interface version 2 (NG-
SIv2) API. The Context Broker is surrounded by a
set of additional components which may be gathering
data from diverse sources, such as mobile applications
or IoT sensors, help with data processing, analysis,
and visualization of data.

4.3 IoT Agent

Among the mentioned ’additional components’, FI-
WARE provides components called IoT Agents. “An
IoT Agent is a component that lets groups of devices
send their data to and be managed from a FIWARE
NGSI Context Broker using their own native proto-
cols” (fiware.org, 2020a). There are a few IoT Agents
that support MQTT. We decided to use IoT Agent for
Ultralight since it seemed easy to try Ultralight format
with our simple log data. IoT Agent for Ultralight is
a bridge that can be used for communication between
the devices using Ultralight 2.0 protocol and NGSI
Context Brokers (fiware.org, 2019).

Ultralight 2.0 is a lightweight text-based protocol
aimed to constrained devices. It is used by sensor de-
vices to send data to IoT platform. Ultralight 2.0 does
not order the use of communication protocol, only the
format the of the payload. The payload follows the
format of the example: “a|1|b|2”, which includes val-
ues for two attributes: value 1 for attribute a and value
2 for attribute b. When compared to JSON, the for-
mat makes a shorter payload which helps saving re-
sources. The usage of Ultralight was not very essen-
tial in this experiment. The format is just explained
here to clarify a few things later.

After installing IoT Agent, the following steps are
required for setting up devices communicating via
MQTT (fiware.org, 2020c). Figure 2 summarizes the
steps.

1. Provisioning a service group. The idea of ’ser-
vice group’ is to create a top level MQTT topic for a
group of devices related to the same service. A ser-
vice group is provisioned by making an HTTP POST
to Service API of IoT Agent (Telefonica IoT, nd). The
request payload defines the base MQTT topic for a
group of devices that form a service.

2. Provisioning a device: HTTP POST which
contains information about a new device. In our case,
’device’ is a vague concept meaning that any entity
can be a ’device’. For example, the ’devices’ we pro-
vision are 360-degree videos, and view orientations
in a view session of a 360-degree video. While ’view
orientation’ is not a real device, it constains sensor
measurements. Here is an example of HTTP POST
made with curl that adds an entity for 360-degree
video view orientation:

curl -iX POST ’http://<host>/iot/devices’ \
-H ’Content-Type: application/json’ \
-H ’fiware-service: 360video’ \
-H ’fiware-servicepath: /’ \
-d ’{ "devices": [

{
"device_id":

"viewOrientationInViewSession001",



Figure 2: The steps for setting up devices communicating via MQTT.

"entity_type": "Device",
"transport": "MQTT",
"attributes": [

{
"object_id": "y",
"name": "yaw",
"type": "Integer" },

{
"object_id": "p",
"name": "pitch",
"type": "Integer" },

{
"object_id": "t",
"name": "videoTime",
"type": "Integer" } ],

"static_attributes": [
{ "name":"ref360Video",

"type": "Relationship",
"value": "360VideoExample" } ]

} ] } ’

IoT Agent HTTP API is described in (Telefonica
IoT, nd). The ’device’ resource (<host>/iot/devices)
is used to publish data to context broker via IoT
Agent. There are two mandatory HTTP headers:
fiware-service and fiware-servicepath. FIWARE ser-
vice is a multi-tenancy feature which ensures that en-
tities, attributes and subscriptions inside one service
are invisible to other services (fiware.org, 2018a).
Service path is a hierarchical scope where entities can
be divided to hierarchies (fiware.org, 2018b). We did
not use service paths as they only work with HTTP
and we used on MQTT. The actual data is sent as
a JSON object that has an attribute named ’devices’
which contains a list of devices to be provisioned.

3. MQTT subscription: setting the value
’MQTT’ for the attribute ’transport’ is enough for
the IoT Agent to subscribe to the service group base

topic (made in step 1) extended with the device id,
for example, /<base topic>/<device-id> (fiware.org,
2020c). The ’attributes’ list contains attributes that
are active readings from the device. It has also a map-
ping from abbreviated Ultralight 2.0 attributes to ac-
tual entity attributes. For example, an entity attribute
named ‘yaw’ can be mapped to ’y’. Static attributes
can be also defined. The idea of those is that their
values cannot be changed via the chosen IoT protocol
and they are initialized in the provisioning phase. In
our example, we add only one static attribute that is a
reference to the video being watched.

4. MQTT message: attributes of the added en-
tity can be updated with an MQTT message. For ex-
ample, the view orientation entity can be updated by
publishing a message to the base topic that is cate-
nated with a device id and ‘/attrs’ string, for exam-
ple, /<base topic>/ExampleId/attrs. The payload of
the message follows the Ultralight 2.0 format, for ex-
ample, ”y|15.05 |p|0.50|t|1234” where yaw is 15.05
degrees, pitch is 0.50 degrees and videoTime is 1234
milliseconds of video time.

4.4 Smart Phone Application

The smart phone application uses Google VR SDK
for Android. It has a 360-degree video player with
basic controls. Figure 3 presents an example view
on the application. The application sends event-based
measurements to FIWARE, in other words, it does not
send only updated values.



Figure 3: Screenshot of the smart phone application.

4.5 Visualization

Grafana is an open source visualization dashboard
platform for multiple databases. We used version
6.5.3. The default graph visualization provided by
Grafana is not conventional for visualizing user traces
of non-streaming videos since the charts require hav-
ing real-world timestamps on X axis. Luckily, a
Grafana plugin named Plotly allows using any data
on X axis which allows setting video time on X axis.

4.6 Database

By default, FIWARE’s Orion Context Broker uses
MongoDB and stores only the latest value of the at-
tribute. That is not conventional for time-based anal-
ysis. Luckily, FIWARE component QuantumLeap of-
fers a database that can be used to store data as time
series data that can be visualized with Grafana. The
data is not automatically copied from Orion to Quan-
tumLeap unless there is a subscription for that. Thus,
we made a subscription to Orion using the /notify
endpoint of the QuantumLeap API.

5 RESULTS

This section discusses the three Grafana visualiza-
tions, ’Graph’, ’Plotly’, and ’Table’, and other related
features that were used. We present the visualizations
we made and remark other observations and experi-
ences gathered while using the visualization tool, and
the IoT platform in general. The data in the visual-
izations is a result of an SQL query that is written
individually for each visualization via Grafana UI.

5.1 Graph

The graph visualization is a general-purpose tool for
visualizing data on timeline. FIWARE automatically
generates a timestamp for logged data records which
helps making timelines. However, timeline charts do
not allow using other than real-world timestamp data
on X axis. That makes analyzing user data of non-
streaming videos difficult since the video time is of-
ten more important than the moment of time when
the video was being watched. On the other hand, for
streaming videos real-world timestamps can be useful
because streaming fits better in real-world time.

Graph tool also provides histograms which can
show counted data. In 360-degree video user analysis,
this feature can be used, for example, to see which are
the most watched seconds of the video as presented in
Figure 4. It is a clear and quick visualization that can
be used, for example, for analyzing which parts of
the video people consider interesting. For example,
in Figure 4 more people have watched the start of the
video than the end of the video.

5.2 Plotly

Plotly plugin is not installed by default in Grafana.
Plotly allows using any data on X axis which makes
it useful for making visualizations that are not depen-
dent on real-world time.

Figure 5 presents a Plotly visualization that shows
all the recorded view orientations within a single
video. On X axis there is video time in milliseconds,
and both the yaw and pitch are on Y axis in degrees.
Those measurements were selected because they pro-
vide the device orientation at the certain moment in
video time. With the visualization, it is possible to
get an overall impression where multiple users have
watched during video playback. Thus, it is possible
to see, for example, that most users have watched to
yaw direction 0 between -50 degrees at the video time
of 10 seconds.

Figure 6 presents a visualization of a single-user
view session trace. Similarly to visualization pre-
sented in Figure 5, it contains video time on X axis,
and both the yaw and pitch on Y axis. The wanted
view session can be selected using a drop-down menu
on top of the dashboard. The visualization also shows
that our two Hz sampling rate can be enough for ana-
lyzing a single user at least in some situations. When
compared to multi-user visualization in Figure 5, a
single-user visualization is clearer and helps concen-
trating on an interesting user.

Plotly supports showing additional information
about the data point with a hover tooltip. Only one



Figure 4: Most watched seconds of the video.

Figure 5: All the data from all the view sessions for a single video. Blue is for yaw and red is for pitch.

field for additional information is available, so adding
more information to the tooltip requires using string
functions, such as concat, in SQL query.

5.3 Table

Table visualization provides a way a see data in a ba-
sic tabular format. The pros include a detailed view
on the raw data and a way to choose and organize
columns freely. However, it is not a good tool for
getting an overall picture.

5.4 Drop-down Menu

Grafana allows creating a drop-down menus for mak-
ing more dynamic graphs. A chosen value is then
used in SQL queries that generate the graphs. Drop-
down menus can be seen in top of Figure 6. The Fig-
ure has three drop-down menus: Start time, End time,
and View session.

As an example, to make a drop-down menu, we
defined a variable called VideoStartTime that can be
used to adjust the video start time:

SELECT videoTime / 1000
FROM mt360video.etdevice
ORDER BY 1

The query is explained in detail in the following.
SELECT: videoTime is divided by 1000 to convert

it to seconds because using milliseconds in a drop-
down menu would be inconvenient, FROM: Quan-
tumLeap makes a table for every FIWARE service
and entity type pair where the used table name is
mt<fiware service>.et<entity type>, and ORDER
BY: the result needs to be ordered to be user friendly
in a drop-down menu.

The variable can then be used in SQL queries for
the graphs in the following way:

SELECT yaw, pitch, videoTime, entity_Id
FROM mt360video.etdevice
WHERE entity_Id = ’$entity_Id’
AND videoTime BETWEEN ’$VideoStartTime’ * 1000
AND ’$VideoEndTime’ * 1000

The variables are used in the queries by adding a
dollar sign to the beginning of the variable name and
wrapping the string with single quotation marks. The
variables for video start and end times need to be mul-
tiplied by 1000 to convert seconds back to millisec-
onds. The resulting visualization, with video time set
between 0 to 22 seconds, can be seen in Figure 6.

5.5 Pros and Cons

To answer the second research question and to gen-
eralize the results, we ponder what are the pros and
cons of using a general purpose IoT platform and a
dashboard tool for storing and analyzing 360-degree



Figure 6: Selected view session.

video user data. By no means using an IoT platform
for the described case is necessary. However, using
one is meaningful considering the following pros:

General building blocks and general workflow:
it is possible to add different kind of devices and
send diverse data for storage using the same work-
flow. Once installed, a general purpose IoT platform
can be used for various use cases.

High abstraction level: APIs help with abstrac-
tion and many operations are automated – develop-
ers do not need to worry about details, such as the
database solution. For example, IoT Agent of FI-
WARE provides an useful API for provisioning de-
vices.

MQTT support: since MQTT is an important
IoT protocol, it is expected to be supported by IoT
platforms. For example, FIWARE supports MQTT
via IoT Agent.

General visualizations: since it is a common
practice to visualize IoT data with dashboards, IoT
platforms often offer a general visualization tool. Ac-
cording to our experiments, a general web-based vi-
sualization tool can provide an easy way for creating
useful 360-degree video user log visualizations.

Naturally there are also cons in using an IoT plat-
form for 360-degree video user analysis. We were
able to cope with all of them, but the cons include:

Installation, maintenance, etc.: lots of work can
be required for setting up and maintaining an IoT
platform. However, this work can be outsourced and
reused at least to some extent.

Complexity: using a whole IoT platform for log-
ging and visualization naturally increases complexity
of the system. Taking FIWARE as an example, while
much of the complexity is located under the hood and
many details of the FIWARE core components are not
important in the context of this publication, knowl-
edge of the whole system is important, for example,
for debugging.

Lack of specialized visualizations: 360-degree
video user logs are a special case of visualization
where, for example, having the video and visualiza-

tion overlapping or placed next to each other could be
useful, but having such a special visualization out-of-
the-box cannot be expected from a general IoT plat-
form.

Defects: IoT platforms can have defects. Using
FIWARE as an example, we experienced that the used
IoT Agent assumes that new entities are devices. It is
conceptually confusing when adding entities that are
not clear devices. Further, FIWARE provides ready-
made data models which can help in many use cases
(Smart Cities, Smart Agrifood, Smart Environment,
Smart Energy, etc.), but we did not find a useful data
model for our data. We also observed some errors in
the documentation of FIWARE.

Poor UI: when using general components, UI is
not necessarily optimized for special use cases. For
example, visualizations can get messy if there are
overlapping traces, similarly to Figure 5. Drop-down
menus can be used for limiting the shown data in
Grafana, but a more user-friendly way, for example,
by selecting a trace with a mouse, would be nice.

6 DISCUSSION

We mostly concentrated on using the IoT Agent
with MQTT and making visualizations with Grafana.
However, there are other aspects to be taken into ac-
count when creating an implementation for public
use. The functionality described in this publication
can be naturally implemented without an IoT plat-
form, but our research interests were aimed at what
are the benefits of using general IoT infrastructure.

We used only a single 22-seconds video. For
longer videos UX will need to be considered better.
E.g., a drop-down menu for every second in video that
is five minutes long would be an annoying to use. Fur-
ther, we did not see the difficulties of visualizing mul-
tiple videos making comparisons between two videos.

One might argue that using MQTT and Ultralight,
that are meant for constrained devices, is not con-



venient with modern smart phones that do not lack
memory. However, we wanted to try the MQTT sup-
port of FIWARE, and 360-degree video user logging
provides a domain that produces data that goes well
with IoT. Since the amount of data is expected to grow
in the future, it is good to prepare by using lightweight
technologies. In addition, the low memory and CPU
footprint of MQTT helps saving batteries.

Further, one might argue that IoT communication
systems are designed to transport data from a vast
amount of distributed sensors. That is true, and in
a future smart city there is a vast amount of sensors,
and the 360-degree user data provided by smart phone
sensors is just a small subset. Probably it is not mean-
ingful to set up an IoT platform just for one use case,
but the platform should be used for many use cases
collecting data from various domains.

7 CONCLUSIONS & FUTURE
WORK

The experiment was successful, using MQTT with FI-
WARE platform was relatively easy, and making visu-
alizations with Grafana was practical. We managed to
implement many useful 360-degree video watcher log
visualizations with a relatively low effort. The biggest
challenges were related to some inconsistencies with
FIWARE documentation when performing the steps
of setting up MQTT communication.

The 360-degree videos are often divided to tiles,
for example, to deliver only the needed parts of the
video in high-quality. Tiles can be used in user anal-
ysis as well. It can be enough to know which tiles are
seen by the user instead of the exact yaw and pitch ori-
entation. Integrating object detection algorithms for
360-degree video content analysis would be interest-
ing as well.

While we mostly discuss non-streaming videos,
the used approach could be more useful with stream-
ing videos since many smart city applications require
streaming video. Using alerts in Grafana could be
useful for automating parts of the analysis.

Smart cities are more efficient when smart objects
and applications operate without human intervention.
However, there are situations where a human is re-
quired to make decisions with the help of collected
data. Visualizations help with such decisions and
are a steppingstone on the way towards autonomous
smart city.
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