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1 INTRODUCTION

Advances in information technology and the World Wide Web enable online and real-time
communication among users worldwide. One form of such communication is provided by
Massively Multiplayer Online Games (MMOGs) [1, 15, 18]. MMOGs allow the connection
of players who are locally separated to play a multitude of different games online. Popular
examples for MMOGs with millions of active users are World of Warcraft, Guild Wars 2, Lord
of the Rings Online, World of Tanks, and The Elder Scrolls [80]. From a scientific perspective, it
has been realized that MMOGs allow the addressing of many different questions from a variety
of fields because large amounts of data are available for a quantitative analysis [4]. Put simply,
one can utilize an MMOG as a representation of a virtual world from which every aspect can be
recorded and monitored. That means an MMOG is like a virtual Petri dish that can be studied to
learn about social, behavioral, psychological, or economic phenomena [13, 60, 72]. Instances for
previously studied questions include the network structure of gold farming or user interactivity
networks [44, 70], the scaling behavior of online users (avatars), game servers or behavioral
action sequences [41, 76, 78], cooperation and team formation [63, 79], and the psychology of
users [8].

In this article, we study the MMOG World of Tanks (WOT) Blitz. WOT Blitz was developed
by Wargaming and released in 2014. According to Wargaming, the game is played by 100 million
players worldwide. The mobile game is available for tablets, smartphones, and PCs for Windows
10, Android, and iOS. WOT Blitz is a competitive strategy game between two teams, each with
seven players. The game has a similar play style as dodgeball, where ‘ball hits’ are exchanged via
‘shots’ causing a certain amount of damage. Different battle types are available (regular, rating, or
realistic), as well as a number of different maps that can either be played in encounter or supremacy
mode. The goal of the game is essentially either to destroy all vehicles of the opponent or to capture
the base(s).

For investigating WOT Blitz, we use a data science [64] and complex adaptive systems [39,
69] approach for analyzing data on the population level to gain insight into the organizational
behavior of the system. Specifically, we utilize information about 403 vehicles (tanks) from 10 tiers
(corresponding to difficulty levels) for which average summary statistics from 24,015 players and
more than 2.62 million matches are available. Importantly, the rules of the game allow only the
pairing of vehicles in matches that are either from the same tier or from adjacent tiers (e.g., from
tier 4 and tier 5). That means vehicles from further apart tiers never meet in-game.

There are several reasons for selecting WOT Blitz for our study. First, despite the immense
popularity of WOT Blitz, so far there are no studies investigating this game. In fact, the only study
based on WOT Blitz we found investigates in-game chat and cyberbullying [58]. In contrast, in
our study, we do not use information from the in-game chat at all. Second, the available data in the
form of summary statistics of vehicles are quite challenging because they hide many details (e.g.,
about the performance of individual players or the teams). This is intriguing because it allows
us to learn what can still be revealed beyond individual vehicles. Third, the available summary
statistics of vehicles are robust. This is due to a feature of the game that limits the duration of a
match to 7 minutes; however, a game can end even earlier. In combination with its popularity, this
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allows us to gather information about the outcome of millions of games upon which the summary
statistics of vehicles are based. Fourth, although WOT Blitz is not a sports game itself, it has
characteristics thereof because two teams are playing against each other to win. That means the
underlying mechanism that drives everything is human team behavior. All these reasons together
make our study unique and provide the first steps toward deeper insights into this complex
game.

In this article, we investigate the organizational principles of WOT Blitz and its game mechan-
ics. For this, we study three major levels. First, we study the scaling behavior of the population
of vehicles. This allows us to identify long-range interactions of system variables. Second, we
identify and quantify the predictability of performance measures by classifying the population
of vehicles. For this, we will study the hierarchical clustering of vehicles based on averaged ve-
hicle characteristics. That means we define profile vectors of vehicles based on averaged vehicle
characteristics estimated from thousands of individual matches. Performing such an analysis in
dependence on the tiers allows us to reveal differences and similarities of different tier stages. This
translates the abstract finding about the scaling behavior of the population of vehicles into con-
crete realizations with a focus on output variables. Third, we quantify the importance of covariates
on the predictability by a regression framework utilizing the method LMG (Lindeman, Merenda,
and Gold) [47]. LMG is a method for decomposing the coefficient of determination, R2, which can
be estimated for linear regression models [32]. This will provide information about the probabilis-
tic contribution of individual predictor variables. Hence, this analysis step focuses on the input
variables on which an output variable (in our case, a performance measure) depends, and their
contribution on the prediction. In general, this decomposition allows us to identify the covariates
that are most important in predicting the output variable. For our analysis, we perform such a
decomposition in dependence on different tiers allowing us to gain insight on the progression of
the game across the offered difficulty levels.

From the description of our analysis follows a number of potential limitations. First, we would
like to note that not all studies about MMOGs allow the same level of insights. For instance,
in the work of Burt [11], players of the game Everquest were investigated. This allowed them
to link observable data in the MMOG via the structure of their collaboration networks as they
perform quests, with real-world constructs that are of general importance, including personality.
To accomplish such an insightful analysis, the collaboration networks of individual players had to
be analysis. In contrast, in our work, we study only data about average game statistics of vehicles
that do not allow us to draw conclusions about individual players. Still, the game is played by
humans and also our data are the result from human team behavior. Second, despite the generic
name massively multiplayer online games, there are considerable differences among MMOGs. For
instance, major game types one can distinguish are role-playing, real-time strategy, first-person
shooter, or simulations [59], whereas WOT Blitz is of the latter type. It is clear that the game type
has an impact on what can be learned, and this is also the case for our study. Third, we are not only
limited to data corresponding to summary statistics of vehicles, but these data are obtained from
observations, not interventions. That means the data do not result from controlled experiments
specifying, for example, well-defined situations or conditions but are obtained from ordinary
games.

This article is organized as follows. In Section 2, we discuss our research questions and contri-
butions. In Section 3, we present the methods and data used in this work. In Section 4, we present
findings about general characteristics of the data, scaling-behavior of system variables, detection
of predictability, and quantifying the importance of predictor variables. This is followed by a dis-
cussion and interpretation of our findings in Section 5, which also places these into a broader
context. Finally, we present a brief summary and concluding remarks in Section 6.
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2 RESEARCH QUESTIONS AND CONTRIBUTIONS

In this article, we analyze data from the MMOG WOT Blitz. For this, we use summary statistics of
vehicles. These data provide information about the average performance of 16 features of vehicles
that are used by players in two teams to compete in matches. That means human team behavior is
the underlying mechanism that drives everything observable in the summary statistics of vehicles.
It is worth highlighting that no information about individual players including their performance
is used for our analysis.

The goal of this study is to address the following five research questions based on the available
data:

(1) Does WOT Blitz show signs of critical behavior?
(2) Are the vehicles among the tiers balanced?

(3) Is WOT Blitz (partially) predictable?

(4) What features are most dominant?

To 1.: The first question aims to establish a connection between WOT Blitz and a class of sys-
tems that exhibits self-organizing behavior [3]. This is important because it has been shown that
self-organizing systems have a self-tuning property that allows them to reach stable working con-
ditions. Put simply, this is an expression of a functional system. We will establish this connection
by identifying power-laws between system variables as a result of local interactions. In our case,
this corresponds to the competing vehicles, controlled by human players, in matches.

To 2.: The second question relates to the fact that according to the rules of the game, vehicles
of adjacent tiers are selected for a match. Considering that the tiers represent the difficulty levels
of the game, this requires a fair balancing among the tiers, as without such a balancing, vehicles
of a higher tier would be always stronger and everyone would only want to play the highest tier
to guard against sure losses.

To 3.: Since the goal of any game is to win, the win rate of vehicles provides information about
the most important aspect of a game, namely the outcome of matches. The third question stud-
ies the predictability of the outcome of games by using features of vehicles. Considering the
rules of the game that pairs vehicles of adjacent tiers and the need for a balancing of vehicles
among tiers, we study this for each tier because the results should also be a reflection of those
constraints.

To 4.: For predicting the behavior of a system, typically a high-dimensional representation is
needed to achieve good results. In general, the problem with such high-dimensional representa-
tions is that they lack interpretability. For this reason, we aim to find a low-dimensional approx-
imation that provides a good representation for outcome variables of the game. For our analysis,
we use the LMG method [47], which allows a decomposition of predictor variables for quantifying
their importance. From this, we identify the most dominating features of predictions.

Overall, our study makes the following contributions. First, to the best of our knowledge,
the game WOT Blitz has not been studied before. Hence, we step on new ground regarding an
understanding of essentially any aspect of this complex game, including the predictability of
outcome variables, balancing of vehicles among tiers, and the progression through them. Given
the popularity of WOT Blitz, which is played by millions of players worldwide, this is surprising
because it is not a niche game but a well-known contender for MMOGs.

Second, one important aspect of our study is power-law distributions because they allow a
connection to self-organizing systems. An example of another study that investigated power-law
distributions is that of Chun et al. [17]. In this work, the game Aion was studied, which is a Mas-
sively Multi-Player Online Role-Playing Game (MMORPG), and power-law distributions of
network features were found. A similar study for various games was conducted by Kirman et al.
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[46], all revealing power-law distributions of network features. In contrast, in the work of Jiang
et al. [41], the MMORRG Legend of Mir was studied, and power-law distributions for the online
avatar numbers revealed corresponding to the number of active players. Yet a different power-law
was studied by Pittman and GauthierDickey [62]. In their work, it was shown that the spatial
distribution of players in World of Warcraft follows a power-law distribution. This shows that
also regarding the studied power-laws, our study is different because we investigate them neither
for networks nor active players or spatial positions of players but for measured in-game features
that characterize the performance of vehicles controlled by the players.

Third, in our study, we propose the combined usage of methods from data science and complex
adaptive systems. This combination provides a large arsenal of available methods and allows the
exploitation of complementary benefits. Specifically, in our study, we use eight different methods
(descriptive statistics, linear regression, nonlinear regression, classification, hierarchical clustering,
scaling behavior, resampling, and LMG) to investigate WOT Blitz from several angles. In contrast,
most studies utilize only a few methods or even only one method for the analysis. For example,
in the work of Chun et al. [17], network analysis was combined with the scaling behavior, and in
the work of Jiang et al. [41], only a spectral analysis was used. In a wider context of MMOGs and
related publications, the study by Cheng et al. [16] used descriptive statistics, correlation analysis,
and classification, Szell and Thurner [74] used network analysis, and Thawonmas et al. [75] applied
clustering. It is noteworthy to highlight that in the work of El-Nasr et al. [21], the importance
of data science for studying MMOGs has been addressed but without a connection to complex
adaptive systems, whereas in the work of Bainbridge [4], the potential of complex systems for
investigating MMOGs has been discussed but without a connections to data science. This shows
not only that our study is more extensive with respect to the applied methodology than most
studies, even in a broader context, but also that the combined usage of data science and complex
adaptive systems is so far underestimated.

The latter point is of particular importance for other MMOGs because it allows a method transfer.
That means, beyond the results we obtain from analyzing WOT Blitz, our approach itself that
combines methods from data science and complex adaptive systems could be of interest for other
MOGGs also requiring flexibility in addressing complex problems.

3 MATERIALS AND METHODS

In this section, we discuss the data and the methods used for our analysis.

3.1 Description of WOT Blitz

The game setting consists of seven vs seven matches, whereas each team consists of seven players.
Each player freely chooses a vehicle (tank) from 1 of 10 available tiers. The Match-Making
(MM) of the games then constructs the teams according to an (unknown) algorithm based on the
presence of online players, and a player cannot influence the MM. However, there are constrains
for the construction of teams that are known. First, a match can only contain vehicles of the
same tier or of adjacent tier pairs—that is, from tier i and tier i + 1 for i € {1,...,9}. We call
the latter mixed tier matches. Importantly, the majority of games consist of mixed tier matches.
Second, two players can form a mini-team (called a platoon) if they follow the previous rules. In
this case, the MM places both players in the same team. Third, multiple mini-teams per match are
permitted.

Put simply, the game style mimics a dodgeball game, whereas ‘ball hits’ are exchanged via ‘shots’
causing a certain amount of damage (determined by an unknown algorithm). The goal of the game
is either to destroy all opponent’s vehicles or capture the base. A match lasts at most 7 minutes or
finishes earlier if one team defeats its opponent.
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Table 1. Description of the Meaning of Available Features Used for Our Analysis

Feature Value Meaning

tier 1-10 difficulty level of the game
battles integer value average number of battles for player per tank
win rate [0,1] average win rate per tank

dr positive real number average damage ratio per tank
kdr positive real number average kills/deaths ratio per tank
hpb positive real number average hits per battle per tank
spots positive real number average spots per tank

wpm [0,1] average win per match per tank
dpm positive real number average damage per minute per tank
kpm positive real number average kills per minute per tank
hit rate [0,1] average hit rate per tank
survival [0,1] average survival rate per tank
players integer value total number of players per tank

The scales of measurement of all features except the tier are on a ratio scale. In contrast, the tier
corresponds to an interval scale.

We would like to note that the game has not been designed to simulate a particular real-
world situation. This prevents any straightforward associations and identification with real-world
counterparts.

3.2 Data

For our analysis, only average statistics are used. That means we do not analyze individual matches
nor individual players. Instead, average statistics of vehicles are analyzed. These averages are based
on the outcome of millions of individual games. Hence, a specific time point for obtaining the data
is not of crucial importance.

The data for our analysis can be freely obtained from BlitzStars (https://www.blitzstars.com/
toptanks). From there, we collected all data in February 2021. This repository allowed us to obtain
information for all currently used tanks and provided average statistics for them. In total, informa-
tion for 403 tanks was available characterized by 16 descriptive features. From these, we selected
15 (tier, battles, win rate, dr, kdr, dpb, kpb, hpb, spots, wpm, dpm, kpm, hit rate, survival, players)
for further analysis because one feature (mastery) did not contain usable information.

In Table 1, we describe the meaning of the features in the used dataset.

The average damage ratio per tank is given by

1
dr = JTldri’ (1)

where N is the total number of players for a tank and dr; is the damage ratio for a player defined
by

damage caused

dri= ———— 2
" damage received @

Similarly, the kills/deaths ratio for a player is defined by
kdr, = # destroyed vehicles 3)

# being destroyed
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! '

Individual matches Average vehicle statistics

Tank Tier Battles Winrate DR KDR DPB KPB HPB Spots

1Type 98 Ke-NiOtsu 3 519 64.89% 1.952.78 573 1.521 19.12 1.45

2 PzKpfw.38H735(f) 2 189 62.13% 2.282.263331.11510.79 0.86

3 RenaultR35 1 193 62.03% 2.002.333711.091 14.23 0.84

4 Pz.Kpfw. Il Ausf. J 3 133 61.20% 1.34 1.88 342 0.917 53.33 1.09

5 KV-220 Beta-Test 5 211 60.83% 1.37 2.06 779 1.070 7.30 0.97
8

Accessing data
Blitzstarts

335 45.23% 0.79 0.79 992 0.586 6.54 1.09

|

Analysis

403 Panther Il

complex adaptive system

Scaling, long-range correlations and predictability

Rules of WOT Blitz l

possible mixed tier matches

only between tier i and tier i+1 Conclusion
Combinations: Self-organization across all tiers with
t1-t2 t2-t3 t3-4 t4-t5 t5-t6 t6-t7 t7-t8 t8-t9 t9-10 interactions among vehicles

Fig. 1. Overview of our analysis. The left-hand side shows steps that cannot be influenced but are defined
by the rules of the game. The right-hand side outlines the analysis and highlights the data on which our
analysis is based.

We would like to emphasize that information about individual players or matches is not available
for our analysis. Only the derived average vehicle statistics, as described earlier (see Table 1), are
available for the analysis. That means dr; and kdr; for individual players are not used but

dr = E[dr]= }_1)2 dr, )
kdr = E[kdr;] = %Z kdr; (5)

provide the expectation values for vehicles where P is the number of players who used a particular
vehicle.

Overall, information about 403 vehicles is available, representing average summary statistics
from 24,015 players and more than 2.62 million matches for version 6.7 of WOT Blitz.

A general overview of our analysis is shown in Figure 1. In this figure, a snippet of the used data
that are analyzed is also shown.

3.3 Hierarchical Clustering

For the hierarchical clustering, we used agglomerative clustering with Ward’s minimum variance
method. Distances between features vectors are measure with Euclidean distance. For the evalua-
tion of the binary classification, we used the Matthews correlation coefficient (mcc) and the area
under the receiver operating characteristic (AUROC) [25], and the Matthews correlation coefficient
is defined by
tp X tn — fp X fn
mcc = . (6)
\/(tp + fp)(tp + fn) (tn + fp) (tn + fn)
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The Matthews correlation coefficient is bounded between —1 (for tp = 0 and tn = 0) and 1 (for fp
= 0 and fn= 0). Furthermore, the Matthews correlation coefficient has the property of changing
the sign when relabeling the classes—that is, by mapping the labels of class 1 and 2 by 1 — 2 and
2—- 1

3.4 Importance of Predictor Covariates

To determine the contribution of system variables on the win rate of a vehicle, we evaluate their
predictive power. For this, we formulate linear regression models using system variables as regres-
sors for predicting the win rate of a vehicle. Put simply, the contribution of each predictor variable
is assessed by the contribution for explaining R? (coefficient of determination) for a regression
model, whereas in general R? is given by

, model SS

R = ———. 7
total SS @

Here, ‘SS’ indicates the sum of squares either of a model or in total.

A known problem of finding a decomposition of R? is that for correlated predictors such a de-
composition depends on the ordering of the predictors. As a solution to this problem, Lindeman
et al. [47] proposed a procedure, called LMG, to average over all possible orderings of predic-
tors [33]. Successful examples for various applications of the LMG method can be found else-
where [10, 22, 77].

Formally, LMG is based on a sequential decomposition of R?,

seqR*(Y]X) = R(Y U X) — R*(X), (8)
where X and Y are two disjoint sets of regressors. For p regressors, xi, . .., x,, let the vector r =
(r1,...,7p) indicate the permutations of the p indices and let X,,1(r) denote the set of predictors

ordered according to r, before the new predictor x,.; is added to the model. For this situation,
Equation (8) can be written as follows [34]:

5eqR* ({xn+1}|Xn41(r) = R2({xns1} U X1 (r)) = R2 (X1 (1)) ©)
From this, one obtains the LMG score by

1
LMG(xns1) = D 5eqR?({xn41 1 Xns1 () (10)
" p! permutations of r

that considers all possible permutations. That means LMG(x,+1) is an average value considering
all other models not using x,.; of size up to p — 1. In general, a computational issue of the pre-
ceding approach is caused by the averaging over all permutations. For a large number of predictor
variables, this can be computationally demanding or even unfeasible. Fortunately, for our analysis,
the number of predictors is sufficiently small to avoid this problem.

Evaluating Equation (10) for all predictors gives the importance for the regressors. One can
prove that LMG decomposes R? into non-negative contributions that sum to the total R? [34].
Hence, normalizing LMG by the total value of R? one obtains a probabilistic decomposition—that
is,

P
D pix) =1, (11)
i=1
when the total number of predictor variables is p.
For our analysis, we perform the preceding decomposition for each tier. This allows us to identify

differences in the predictability across the different tiers.
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3.5 Nonparametric Nonlinear Regression

In addition to linear regression models, we use models for a nonparametric nonlinear regression.
For this, we use a Multivariate Adaptive Regression Splines (MARS) model [28, 29]. MARS
is a procedure that automatically creates a piecewise linear model. The procedure assesses each
data point for each predictor as a knot and creates a linear regression model for candidate predic-
tors. This process continues until sufficiently many knots are found, which can result in highly
nonlinear prediction models.

Specifically, MARS uses a series of “basis functions” to build a model that fits the data. Each
basis function is a simple equation that describes a relationship between an independent variable
and the dependent variable. For example, in the following equation,

M
fx) = fo+ Z Bihi(x), (12)

the h; are M base functions of the independent variable x. The base functions can be splines with
a certain number of knots where a knot is a point where two or more piecewise basis functions
join together to form a continuous curve.

These basis functions are combined to form a complex model that represents the overall rela-
tionship between the independent and dependent variables. The MARS model is built in a stepwise
manner. At each step, a new basis function is added to the model, or an existing basis function is
modified, to improve the fit of the model to the data. The process continues until a satisfactory
level of fit is achieved or until some stopping criterion is met. One of the key features of MARS is
its ability to handle nonlinear relationships between the independent and dependent variables. It
does this by allowing the basis functions to have breakpoints, where the relationship between the
variables changes. This allows the model to capture more complex patterns in the data.

For our numerical analysis of MARS models, we use the package “earth” [54].

4 RESULTS

In the following section, we present our results. First, we are providing a general overview of
the characteristics of the data. Then we investigate the scaling behavior and the predictability of
system variables.

4.1 General Characteristics of the Data

We begin our analysis by providing an overview of the characteristics of the WOT Blitz data. In
total, we analyzed information about 403 vehicles representing average summary statistics from
24,015 players and more than 2.62 million matches. That means these data do not provide infor-
mation about individual matches or individual players but average statistics of vehicles.

In Figure 2, we show eight system variables in dependence on the tier. Specifically, shown are the
(average) win rate, survival, kills/deaths ratio (kdr), damage ratio (dr), damage per minute (dpm),
spots per battle, hits per battle (hpb), and hit rate. We averaged these features over all vehicles for
a given tier. In addition, results averaged over all tiers are shown on the right-hand side of each
figure, indicated by ‘all’ Hence, this provides the average over all tanks in all tiers.

From the results shown in these figures, one can make the following observations. First, the dam-
age per minute is strongly increasing with the tier. This is understandable given the fact that the
health points per vehicle increase steadily with the tiers. Hence, the total health points per match
(summarized over all seven vehicles of a team) increases, allowing each vehicle to cause more
damage. Second, despite increasing damage per minute, the damage ratio decreases with increas-
ing tiers. This is a reflection of the dynamic interplay between causing and receiving damage and
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row: Hits per battle and hit rate. Average results over all tiers are indicated by ‘all’

indicates nontrivial behavior. Third, the win rate and survival are both decreasing with increasing
tiers. This indicates the increasing difficulty level of the game toward higher tiers, making it more
difficult to win (respectively, survive) a match. Fourth, the hit rate also increases steadily from
tier to tier. This variable is probably the best indirect reflection of the skills of individual players
and shows that players on higher tiers are more skilled than on lower tiers. Hence, despite that
fact that no direct assessment of individual players is provided, the hit rate allows a proxy of this
conclusion on the level of summary statistics. Furthermore, comparison of the win rate with the
hit rate reveals an anticorrelation. That means while the skill level of the players increases toward
higher tiers, the win rate of vehicles deteriorates despite the fact that the characteristics of vehicles
become stronger.

Overall, each of these figures shows the unsteady behavior of the game among the different tiers
because only one of the eight features, namely spots per battle (third row, second column), shows a
near constant behavior. However, this variable captures only marginal information about matches
because it refers to the first spotting of vehicles (if the same vehicle is spotted multiple times, this
is not recorded by this variable). In summary, there are crucial differences between the different
tiers pointing to complex changes in the dynamics of the game. This is also reflected by the many
outliers and the large interquartile range of the boxplots for the averaged results (shown by ‘all’).

4.2 Scaling Behavior

For playing any game, a key outcome variable is certainly the win rate because it indicates di-
rectly the success of playing the game. For this reason, in the following, we investigate the scaling
behavior of the win rate in dependence on other system variables.
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In Figure 3, we show the scaling behavior of the win rate in double logarithmic plots. Specifically,
shown is the win rate vs kills/deaths ratio (top row) and the win rate vs damage ratio (bottom row).
To see which data points come from what tiers, we color highlighted the vehicles of each tier by
a different color (see the legend). As one can see, the shown results indicate a linear behavior
between the win rate vs kills/deaths ratio and win rate vs damage ratio. That means the win rate
scales like a power-law [55].

Mathematically, this behavior can be derived starting from the nonlinear relation between two
variables in the original scale,

y~x’, (13)

where y corresponds to the win rate and x corresponds either to the kills/deaths ratio or the damage
ratio. By taking the logarithm on both sides,

log(y) ~ ylog(x) =y’ ~ yx/, (14)

one obtains a linear relation in the logarithmically scaled variables y” = log(y) and x” = log(x). In
general, a power-law indicates a long-range behavior in the system across different scales [2].

By fitting linear regression models, we can quantify these results as shown in Table 2 (all tiers).
Overall, all results are highly statistically significant because all p-values of the exponents are
< 10716, confirming the presence of a power-law. We repeated the preceding analysis for further
variables, including damage per minute, spots per battle, and hit rate; however, none of these
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Table 2. Results from Linear Regression Models
for Power-Laws

Model exponent y | p-value
win rate vs kdr, all tiers 0.25 < 10716
win rate vs kdr, reduced 0.25 < 10710
win rate vs dr, all tiers 0.18 < 10716
win rate vs dr, reduced 0.18 < 10716

Shown are the values of the exponent and the corresponding
p-value for the power-laws in Figure 3. The results for ‘all
tiers’ correspond to the first column in Figure 3, whereas the
results for ‘reduced’ correspond to the second column in
Figure 3 (where tier 10 is removed).
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Fig. 4. Correlation coefficients (red lines) and R2 coefficients (green lines) for win rate vs kills/deaths ratio
(left) and win rate vs damage ratio (right), whereas the x-axis indicates which tier has been removed from
the analysis. The gray dashed lines indicate the mean values of the correlation and R2 coefficients (0.88 and
0.78 for the left and 0.64 and 0.41 for the right figure), and the black lines correspond to linear regression
models.

reached correlation values as high as for the kills/deaths ratio and damage ratio, although also for
damage per minute, the power-law is highly significant with a correlation coefficient of 0.74.

Next, we investigate the strength of the contribution of each tier on the power-law behavior
as shown in the first column in Figure 3. For this analysis, we remove all tanks belonging to one
particular tier and determine the correlation between the win rate vs kills/deaths ratio and the win
rate vs damage ratio for all remaining tiers and vehicles. Furthermore, we perform a linear regres-
sion for both configurations and quantify the quality of a fit with the R-square (R2) corresponding
to the coefficient of determination. The results of this analysis for all tiers are shown in Figure 4
and for tier 10 in Figure 3 (second column).

First, from Figure 4, it is clear to see that both configurations are on a different scale. Whereas
the results for win rate vs kills/deaths ratio reach correlation values over 0.90 (shown in red) and
R2 over 0.80 (shown in green), for win rate vs damage ratio these values drop to 0.65 and 0.45,
respectively. For the correlation and tier 10, this can be confirmed by the more narrow point clouds
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one can see in the top row of Figure 3 in comparison with the broader point clouds in the bottom
row of Figure 3 (see the corresponding correlation values in Figure 4). Furthermore, R2 reveals that
despite the statistically significance of the presence of the power-law (all p-values are significant),
the quality of the fits for the kills/deaths ratio is about a factor of 2 larger than for the damage
ratio. This hints also to the importance of this feature for explaining the win rate.

Second, it is interesting to note that the values for the correlations and R2 are not constant but
tend to increase with higher tiers. This can be seen by comparison with the mean values of the
correlation and R2 coefficients shown by the dashed lines in Figure 4 (the mean values are 0.88 and
0.78 for the left figure and 0.64 and 0.41 for the right figure). For the win rate vs kills/deaths ratio,
this behavior is especially severe with a clear jump for removed tier 10 vehicles. For the win rate
vs damage ratio, this behavior is more moderate and the highest values are obtained for removed
tier 8 vehicles. To quantify this behavior, we performed a linear regression analysis for all four
curves in Figure 4. As a result, we found that for a significance level of & = 0.05, the values of the
slope is in all cases statistically significant (regression lines in Figure 4 are shown in black).

Taken together, given the much better fit quality for the kills/deaths ratio and the largest ob-
servable effect for removal of tier 10 vehicles, one can conclude that the removal of higher tiers
has on average a larger influence on the win rate.

4.3 Detecting Predictability

Next, we are extending the obtained results in the previous section to gain insights into the high
values of R2 (see Figure 4) indicating a high fit quality. Specifically, so far we have been character-
izing properties of the system; however, now we want to use variables for making prediction. In
contrast to R2, which is only based on pairs of variables, we extend our analysis to the multivariate
case.

From the preceding analysis, we learned that the three variables kills/deaths ratio, damage ratio,
and damage per minute (not shown) have the strongest correlation with win rate. For this reason,
we will use these four variables to perform a hierarchical clustering. That means each vehicle is
described by a four-dimensional vector, x € R*, whereas its components correspond to kills/deaths
ratio, damage ratio, damage per minute, and win rate. We perform the hierarchical clustering
of vehicles for pairs of tiers because the MM of the game also pairs adjacent tiers together in
matches (from tier 1-2, tier 2-3, etc.). Hence, in total, we perform nine different hierarchical
clusterings.

The results of these nine hierarchical clusterings are shown in Figures 5 through 7. For instance,
for the hierarchical clustering of vehicles from tier 7-8 (see Figure 7(A)), we used a total of 137
vehicles, 63 vehicles from tier 7 and 74 vehicles from tier 8. For a better visual discrimination,
we color highlighted vehicles from tier 7 in red and vehicles from tier 8 in blue. Overall, for all
dendrograms, one can see two clearly discernible clusters. For a further quantification of the binary
classification capability of the hierarchical clusterings, we split the dendrograms along the two
main branches and quantify the observed distribution specifying the number of true positives (tp),
false positives (fp), true negatives (tn), and false negatives (fn). For instance, for the hierarchical
clustering of vehicles from tier 7-8 (see Figure 7(A)), we find

_ | tp=31
left cluster = { fp = 17, (15)
right cluster = { ;ﬁ : g; (16)

As an error measure to quantify this binary classification, we use Matthews correlation coeffi-
cient (mcc) because this error score is not sensitive to the labeling (class 1 vs class 2) of the clusters.
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Fig. 5. Hierarchical clustering for tier 1-2 (A), tier 2-3 (B), and tier 3-4 (C) vehicles. The red branches corre-

spond to lower tier vehicles and blue branches to the higher tier vehicles. The resulting Matthews correlation
coefficient for a binary classification is mcc = 0.227 (A), mcc = 0.001 (B), and mcc = —0.046 (C).

For the preceding error values in Equations (15) and (16), we obtain a Matthews correlation coeffi-
cient of mcc = 0.274. We would like to note that, ideally, vehicles of the same tier should perform
similarly. However, this would result in two main branches in a dendrogram, each containing
only vehicles from the same tier corresponding to all blue and all red branches. From this, a binary
classification splitting the dendrogram along the two main branches would result in a Matthews
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Fig. 6. Hierarchical clustering for tier 4-5 (A), tier 5-6 (B), and tier 6-7 (C) vehicles. The red branches corre-
spond to lower tier vehicles and blue branches to the higher tier vehicles. The resulting Matthews correlation
coefficient for a binary classification is mec = 0.124 (A), mecc = —0.076 (B), and mcc = 0.127 (C).

correlation coefficient of +1.0 (a relabeling of all class labels changes the sign) and an AUROC
of 1.0.

A summary of all classifications from Figures 5 through 7 in the form of the corresponding
Matthews correlation coefficients is shown in Figure 8. To obtain a better understanding for
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Fig. 7. Hierarchical clustering for tier 7-8 (A), tier 8-9 (B), and tier 9-10 (C) vehicles. The red branches corre-
spond to lower tier vehicles and blue branches to the higher tier vehicles. The resulting Matthews correlation
coefficient for a binary classification is mcc = 0.274 (A), mec = 0.069 (B), and mcc = —0.115 (C).

the magnitude of the values of the Matthews correlation coefficient, we also included results
about the randomization of the data. Specifically, we randomly assigned vehicles to either cluster
maintaining the total number of vehicles of the tiers and evaluated the Matthews correlation
coefficient. In this way, one can estimate the mean value of Matthews correlation coefficient and
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Table 3. Evaluation of the Hierarchical Clusterings Shown in Figures 5
through 7 by the AUROC When Splitting along the Two Main Clusters

Score | t1-2 | t2-3 | t3-4 | t4-5 | t5-6 | t6-7 | t7-8 | t8-9 | t9-10
AUROC | 0.61 | 0.51 | 0.53 | 0.56 | 0.53 | 0.56 | 0.64 | 0.52 | 0.56

its 95% confidence interval. In Figure 8, the mean value of this (which is zero) is shown as a blue
line and the boundaries of the 95% confidence intervals are indicated by blue dashed lines. This
allows an assessment of the Matthews correlation coefficients for the hierarchical clusterings. As
one can see from Figure 8, four (one is located directly on a boundary) of the nine classifications
are situated outside the 95% confidence interval for randomized classifications. We would like
to remark that the numbers we added to the four classifications outside the confidence interval
correspond to the number of standard deviations these values are away from the mean Matthews
correlation coefficient for the randomized data.

To make sure that our results do not depend on the error measure, we repeated the preceding
analysis for the AUROC. The results of this are shown in Table 3. As one can see, our findings
are essentially confirmed, which means that the tier pairs with higher Matthews correlation co-
efficients also have higher AUROC values, and similarly for the lower values of the Matthews
correlation coefficients and AUROC values.

We would like to emphasize that our results are not intended to demonstrate that the behavior
of the system is fully deterministic and as such can be predicted to a high degree. Instead, we
demonstrated that the system is not completely random but contains predictable aspects. In our
preceding analysis, we studied the mixing of vehicles from two tiers into two clusters correspond-
ing to the two main branches in Figures 5 through 7. As one can see from either the Matthews
correlation coefficients or the AUROC, this is not homogenous behavior but varies between the
tier pairs.
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4.4 Quantifying Importance of Predictor Variables

Finally, we complement our preceding analysis by quantifying the contribution of individual vari-
ables on the predictability. This will also allow an easier interpretation of the prediction model [26].
To study this, we define a multiple linear regression model [23],

y ~ Pix1+ Poxa ... Bpxp, (17)
that maps input variables x1, x2, . . . x, weighted by the regression coefficients f;, fi2, . . . f, to the
output variable y. In our case, we use the win rate as the output variable, y, because it provides a
clear indicator for successfully playing the game. For the input variables, we use the same variables
as in our preceding analysis, namely the kills/deaths ratio (kdr), damage ratio (dr), and damage per
minute (dpm) corresponding to xi, x3, X3.

The regression model in Equation (17) allows us to obtain optimal values for the regression coef-
ficients; however, the coefficients f1, B,, . .. f, do not provide a quantification for the importance
of the underlying predictor variables for explaining the outcome variable in cases of correlation
between the regressors. This is a general problem with correlations between regressors. A
solution to the problem has been suggested by Lindeman et al. [47]. The authors proposed a
method, now called LMG, that provides a decomposition of R? (coefficient of determination). The
method deals with correlations by averaging over all possible orderings of predictors [33] (see
Section 3). As a result, one obtains non-negative proportions for each coefficient that sums to 1.
Hence, the interpretation of the importance of the regression coefficients is straightforward due
to the normalization. We would like to note that a different name for LMG is Shapley value regres-
sion [48], which recently became quite popular for its contributions to explainable Al (artificial
intelligence) [26, 49].

In Figure 9 (top), we show the results of this analysis. As one can see, the kills/deaths ratio
(kdr) dominates the damage ratio (dr) and damage per minute (dpm) in the sense that the kdr
is clearly elevated above the dr and dpm across all tiers. Furthermore, all three variables display
a non-smooth behavior. Interestingly, the value of R2 declines significantly toward higher tiers,
indicating a decline in the quality of the fitted models. This means that for tiers 9 and 10, a linear
model is no longer a suitable choice for describing the relationship between win rate and the three
variables kills/deaths ratio, damage ratio, and damage per minute.

To demonstrate that the preceding behavior is similar for higher-dimensional models, we re-
peated the preceding analysis for six predictor variables, namely kdr, dpm, dr, hpb, hr, and spb.
The results of this analysis are shown in Figure 9 (bottom). Again, the influence of kills/deaths
ratio dominates all other predictors. Interestingly, the damage ratio and damage per minute are
more important than the remaining predictors, which justifies their usage for the preceding three-
dimensional model. In addition, the declining behavior of R2 for tiers 9 and 10 is present and even
stronger than for the three-dimensional model in Figure 9 (top). Overall, these results confirm the
findings in Figure 9 (top) and justify the three-dimensional modeling of the win rate, especially
for lower tiers, whereas higher tiers (tiers 9 and 10) defy a linear description.

To investigate this point further, we study different forms of nonlinear regression models.
Specifically, we compare models based on nonlinear transformations and nonparametric MARS.
From those analyses, we found that the nonparametric nonlinear model MARS obtained the
best results. The results of this are shown in Figure 10. The top figures show the R2 for a seven-
dimensional MARS regression (green) and for comparison R2 for a seven-dimensional linear
regression (red). Both models use the predictor variables kdr, dpm, dr, hpb, hr, spb, and surv. As
one can see, for higher tiers, MARS leads to large improvements over the linear regression model,
especially for tier 10 for which R2 is 0.89, whereas for the linear regression it assumes a value
of 0.49.

ACM Transactions on the Web, Vol. 18, No. 1, Article 5. Publication date: October 2023.



Human Team Behavior and Predictability in the MMOG WOT Blitz 5:19

1.00 -

0.75 7 Legend
(2] —
:,E, p(dpm)
S 0.50- m= p(dr)
8 === p(kdr)
o

0.25 -

0.00 -

i 2 3 4 5 6 7 8 9 10
tier
1.00 -
Legend

0.75 - == p(dpm)
@ == p(dr)
b === p(hpb)
2 0.50 -
§ === _p(hr)
o — p(kdr)

0.25 - === p(spb)

0.00 -

12 3 4 5 6 7 8 9 10
tier
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with R2. Top: Three-dimensional linear regression for the predictor variables kdr, dpm, and dr. Bottom:
Six-dimensional linear regression for the predictor variables kdr, dpm, dr, hpb, hr, and spb.

For an easier comparison of the results, in the bottom figure we show the relative difference in
percentage for the comparison between R2(MARS) and R2(LM). Specifically, we define this as
R?(MARS) — R%(LM)

RE(LM)
where i indicates the tier. From this figure, one can see that the nonparametric nonlinear model

MARS obtains an improvement of 80.7% for tier 10 and 24.2% for tier 9. Overall, this demonstrates
that higher tiers require a nonlinear and higher-dimensional description.

relative difference = - 100%, (18)
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5 DISCUSSION

From our analysis, we found various power-laws (e.g., between the win rate vs kills/deaths ratio).
Statistically, a power-law arises when the relation between two variables assumes a functional
form with a constant power independent of the initial size and the relative changes. That means
regardless of the size of the initial variable, the response of the second variable does not depend
on it. Formally, one can derive this behavior from y = ax¥ and x — x’ = bx by

y=ax¥ -y =ax"V =a(bx)’ = ab'x¥ = cxV. (19)

From this behavior, one can see that regardless of the scale of x, which is controlled by b, the value
of the response variable y’ changes according to the same power-law exponent y as for y. For this
reason, the power-law behavior between x and y is called called scale-free.

The power-law behavior between the win rate and kdr is quite interesting for the following rea-
sons. First, it reveals long-range interactions of system variables across all tiers. This is remarkable,
because in each match, according to the rules of the game, at most two adjacent tiers are involved;
however, the power-law involves all tiers. In general, the connection between a power-law be-
havior and long-range correlations has been studied extensively. Specifically, critical systems are
known to exhibit a temporal and spatial scale-invariant behavior in the form of fractals and 1/f
noise [5, 40]. This is a reflection of a propagation process resulting in long-range correlations
based on local effects. Famously, this has been demonstrated by using a sandpile model [7] but has
been subsequently found in many physical systems (e.g., ferromagnets [19], supercondutors [27],
and plasma [66]). Importantly, also outside of physics, this effect has been observed for a number
of different models, including the evolution of genomic DNA [53], score evolution of the game
cricket [67], earthquakes [45, 61], the MMOG Pardus [74], the Minority game [14], and financial
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markets [50]. For reasons of clarity, we would like to note that the interpretation of our power-law
is different from conventional studies because, usually, the scaling is studied over intuitive dimen-
sions of a system (e.g., space or time). For instance, for the sandpile model, the scaling is over the
size of avalanches or their durations [7]. However, exceptions to the preceding can be found in the
work of Bak and Sneppen [6], where the scaling of punctuated equilibrium has been studied over
the distance of mutations changing the fitness of species, or in the work of Lux and Marchesi [50],
where the scaling of the financial market has been studied over returns. Similarly, our power-laws
are also observed in an abstract space provided by the system variables win rate, kills/deaths ratio,
and damage ratio.

To further extend the understanding for the observed power-law behavior and its interpretation,
we would like to mention that such a behavior is typical for self-organizing systems. In a general
context, a “system” is a purposeful collection of inter-related components that work together
to achieve an objective. A more dedicated definition of self-organization has been provided by
Camazine et al. [12]:

Self-organization is a process in which pattern at the global level of a system emerges
solely from numerous interactions among the lower-level components of the system.
Moreover, the rules specifying interactions among the system’s components are exe-
cuted using only local information, without reference to the global pattern.

In our case, the “components” are the individual players who work together in teams of seven
with the “objective” to win against other teams. Furthermore, the “interrelation” between the
components corresponds to the team play because if every player plays egoistically, the chances
to win a game are decreased. Finally, the game is self-organizing [3, 12, 38] because there is no
external “coach” who would influence or even determine the game, but the individual players
make independent decisions in a way that increases the likelihood of winning. We would like to
re-emphasize that the game is played by humans, not algorithms. Hence, a team play is a form
of social cooperation because for each game, seven humans play against seven other humans.
These observations may be obvious to some readers, but due to the technology-mediated form of
the game, which masks the underlying setting abstractly, others may not see these connections
immediately. To make this even more clear, we would like to add that the game is different
from cyber-physical systems (CPS) [31, 56], which are systems of collaborating computational
entities that interact with the surrounding physical world and its ongoing processes. Instead,
WOT Blitz is in some sense an ordinary team-based game similar to soccer or basketball but
with the difference that all interactions among the players, including the generation of the
environment itself in which the game takes place, are computer generated and purely virtual.
We believe it is interesting to note that this should allow investigations of, for example, so-
cial behavior, cooperation, and even psychological phenomena similar to other team-based
games [20, 43, 51, 68].

It is also interesting to note that the scaling behavior is only observed in a double logarithmic
representation of win rate and kdr. That means the inverse transformation back to the original
variables (i.e., win rate and kdr) is an exponentialization. However, this means that in the
original scales of win rate and kdr, the interactions are along exponential steps (not linear
ones). The latter observation may provide an explanation for the highly nonlinear progression
of the game moving toward higher tiers. Put simply, it is a known problem that good players
on lower tiers struggle to compete on higher tiers in the sense that their performance drops
considerably. The following average statistics for an individual player with a win rate of
80.1%, 73.3%, 65.0%, 57.0%, 50.9%, 53.2%,45.1%, and 43.9% for tiers 3 through 10, respectively,
exemplifies this.
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An indirect effect of this may be related to abusive language and toxicity observed from analyz-
ing in-game chats [58]. Unfortunately, this study analyzes this issue only across all tiers for World
of Tanks (which is similar to WOT Blitz) and is not tier specific. For this reason, it is unclear if, for
example, the use of abusive language increases toward higher tiers. However, individual players
are not obligated to play on the highest tier accessible to them but can play low tier vehicles, even
when they have vehicles on higher tiers. As a side note, we hypothesize that the jumping of players
between tiers might spread toxicity, similar to an infection, even if toxicity would be dominating
on one particular tier.

The hierarchical clusterings shown in Figures 5 through 7 allowed us to study the similarity
of performance characteristics of vehicles from different tiers. Intuitively, one would expect that
vehicles of the same tier perform similarly. Ideally, this would result in two branches in a den-
drogram, each containing only vehicles from the same tier corresponding to all blue and all red
branches. When using the dendrogram for a binary classification by splitting it along its two main
branches, this would result in a Matthews correlation coefficient of +1.0 (a relabeling of all class
labels changes the sign) and an AUROC of 1.0. This case would allow for an error-free prediction
of the class to which a vehicle belongs. However, from the summary statistics shown in Figure 8
and Table 3, one can see that all tier pairs are far away from such a perfect classification, implying
that there is a considerable mixing of vehicles from different tiers in the main branches of the
dendrograms. This means there are many vehicles of tier i + 1 that are more similar to vehicles
from tier i with respect to their performance. Considering the MM of the game, which allows
either vehicles of the same tier or of adjacent tier pairs, this seems to be desirable to avoid the
situation where low tier vehicles are always disadvantaged. Another observation one can make
from the Matthews correlation coefficients in Figure 8 is that vehicles can be in two regimes. The
first region is within one standard deviation of a zero Matthews correlation coefficient, whereas
the second region is outside of this interval. This indicates a heterogeneous transition between the
tiers because some tier pairs provide vehicles with quite similar performance characteristics (e.g.,
tier 2-3 or 5-6), whereas others are more different (e.g., tier 1-2 or 7-8).

From analyzing the importance of predictor variables (see Figure 9), we found that the quality
of the linear regression models deteriorates toward higher tiers (i.e., R2 is declining). A possible
explanation for this decline in predictability could be the underlying skill level of the players.
An indirect measure of the latter is given by the hit rate, shown in Figure 2, which indeed is
highest for tier 9 and tier 10. Hence, the predictability of the models could decline because the skill
level of players increases making the outcome of games less predictable (skills are more important
than characteristics of vehicles). Other interesting results we obtained from studying predictability
are the fluctuating values of p(dr) and p(dpm) (see Figure 9). This indicates that the progression
between tiers is quite heterogeneous and not steady (see also the Matthews correlation coefficients
in Figure 8) and that the importance of system variables even changes between the tiers (see p(dr)
and p(dpm)). All these observations point to a heterogeneous progression through the tiers and
to nonlinear effects.

For investigating that latter point, we also performed a nonlinear regression by using a MARS
model where we used up to seven predictor variables. From a comparison between a nonlinear
MARS models and a linear regression model, we found an improvement in R2 by 80.7% for tier 10
and 24.2% for tier 9 (also see Figure 10). Importantly, this was only achieved when using seven pre-
dictors, whereas lower-dimensional models still obtained an improvement, although much worse
than the best ones. Overall, this demonstrates that higher tiers in WOT Blitz require a nonlinear
and high-dimensional description to obtain a predictability similar to lower tiers.

When analyzing WOT Blitz, we noticed from the beginning the unconventional choice for the
MM pairing vehicles of adjacent tiers together in matches (see Section 3). From our preceding
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discussion, one may wonder if this is not the cause for the majority of observed issues and
specifically for the heterogeneous progression through the tiers. Given the fact that vehicles from
tier i + 1 are (on average) stronger than vehicles from tier i, this introduces a bias in the form of
a competitive disadvantage. A confirmation of this may be obtained by analyzing eSports events
of WOT Blitz (e.g., the Twister Cup). From this, one finds that only vehicles of tier 10 are used
despite the fact that tier 9 vehicles would also be permissible. That means, voluntarily, that teams
are only formed by vehicles of the same tier. Hence, neither rational scientific arguments (see the
preceding) nor the behavior of the community during eSports events provide sensible arguments
in favor of tier mixing in matches. However, given the fact that WOT Blitz is a commercial
endeavor, one could speculate if mixed MM is supported from a marketing perspective. An
argument in this favor is that players using a vehicle of tier i see in matches a vehicle of tier i + 1
that is (in average) better, and hence they want this vehicle to become more successful. However,
this requires a progression to the next tier. Metaphorically, this corresponds to a ‘carrot on a stick’
strategy that seemingly leads the players through the tiers without applying force.

An important general point to emphasize is that the data upon which we based our analysis are
the consequence of human team behavior. That means neither the characteristics of the vehicles
nor the rules of the game alone result in an observable action but the combination of all three com-
ponents. However, detailed characteristics of the human players are entirely hidden from us and
only indirectly observable. One of these is the skill level of players, which can be associated with
the hit rate (see Figure 2). Furthermore, this also means that technology alone is not sufficient to
create a game like WOT Blitz, but there needs to be a concerted synchronization with the human
actors to establish a “functional” system. Although the presence of power-laws is a good indicator
of such a functioning, we also found issues for transitioning through the tiers. In fact, this pro-
gression is heterogeneous (see Figure 8). Additionally, the need for a high-dimensional, nonlinear
description for predicting the win rate revealed the complexity of the game toward higher tiers
(see Figure 10).

We would like to mention that there are studies that showed the impact of team composition
on performance [57]. However, in our study, we neither use information about individual players
nor have information about their participation in common teams in previous games. In contrast,
we only use summary statistics of vehicles used by players. Furthermore, the composition
of the teams is automatically provided by the MM system of the game. Hence, a player has
no influence on the composition of teams at all but is automatically assigned by undisclosed
rules.

Based on our findings, there are a number of future studies one could conduct. First, since
most issues are more severe on higher tiers, to address these one needs to work its way down.
That means starting from tier 10, characteristics of vehicles could be changed by monitoring
the coefficient of determination (R2), the dimensionality, and the nonlinearity. Together, these
factors need to be optimized without destroying the scaling behavior. At the moment, it is
unclear if a homogeneous progression through the tiers is possible given the rules of the game
allowing mixed pairing of tiers, and this analysis could bring clarity. Second, one could create
special game modes that reflect particular sociological conditions. For instance, one could allow
players to select their teammates potentially from a set of preferred players rather than on the
individual player level. This way, the formation of teams could be studied. Furthermore, one
could allow the players to determine the characteristics of vehicles, within certain boundaries
and constraints and by potentially acquiring a penalty. This allows would us to study preferences
of the players and resulting consequences. It is important to emphasize that all of these studies
require interventions—either changes of the characteristics of the vehicles or the rules of the
game. Hence, such studies could be only conducted in collaboration with Wargaming.
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Finally, we would like to highlight that we analyzed WOT Blitz by utilizing methods from data
science [24, 35, 64] and complex adaptive systems [39, 69], and also other MMOGs may benefit from
such an approach. Interestingly, other MMOGs received very little attention from this perspective
with notable exceptions of other works [30, 42, 74]. In general, the interdisciplinary nature of such
studies may be a contributing factor to the challenge of developing a common language, knowl-
edge, and values that enable equal participation and contribution from various fields. This has been
extensively documented and can pose significant obstacles to collaboration and progress [9, 52].
However, real-world systems, such as the economy or society, for which games like WOT Blitz
provide a virtual Petri dish, are unlikely to be fully understood through the lens of a single subject.
Furthermore, the complexity of economy and human behavior necessitates the establishment of
laws that can explain the observed activities. In this regard, the principles of self-organization may
offer a potential framework for obtaining basic insights into these complex systems.

6 CONCLUSION

MMOGs such as WOT Blitz present wonderful opportunities for investigating virtual societies as
their digital nature enables the comprehensive recording and analysis of every aspect of these com-
munities. However, a challenge with this is to distinguish noise from information. In this article,
we studied WOT Blitz with population data that combine myriad details into summary statistics.

Specifically, we studied three major levels of WOT Blitz. First, we studied the scaling behavior
of the population of vehicles. This allowed us to identify long-range interactions among system
variables (win rate vs kills/deaths ratio and win rate vs damage ratio). Second, we identified and
quantified the predictability of system variables by classifying the population of vehicles. This
translated the abstract finding about the scaling behavior of the population of vehicles into a con-
crete, observable behavior by assessing the predictability of the system. Third, we quantified the
predictability of a performance measure of the system by a multiple regression framework utiliz-
ing LMG [47]. From this, we found a heterogeneous progression through the tiers and identified
a single system variable (kills/deaths ratio) as the key driver for the win rate. Furthermore, we
found that the game becomes more nonlinear for higher tiers rendering linear models suboptimal.
Interestingly, this could be compensated by increasing the dimensionality of the model.

Overall, we studied WOT Blitz by combining methods from data science [24, 35, 64] and complex
adaptive systems [39, 69]. We believe that, in general, such an interdisciplinary approach can be
instructive also for other MMOGs beyond WOT Blitz because these virtual worlds enable different
and creative views on social, behavioral, or economic problems that require flexible and powerful
analysis methods [17, 18, 36, 65, 71, 73]. As we navigate the ongoing digital revolution [37], this
may present an opportunity to receive the vital feedback necessary for effectively adapting to a
rapidly changing world within our economy and society.
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