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ABSTRACT 
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Artificial Intelligence (AI) became one of the most discussed topics in professional context 
soon after the launch of ChatGPT. Suddenly there was an approachable way to communicate 
with the AI. In business new disruptive moments tend to raise a question how this new thing could 
be embraced to advance business targets. 

 
This study clarifies the possibilities of AI for business analytics. The goal is to understand if it 

is possible to extract summaries and detect sentiments from given, large texts. During the study, 
synthetic data is being used. Another target is to create a Proof-of-Concept (POC) software that 
demonstrates above-mentioned capabilities. 

 
Reference software by Microsoft provided fast way forward, and enabled concentrating onto 

actual research questions, instead of building mere boilerplate. So called RAG-pattern (Retrieval 
Augmented Generation) was used. That enabled combining own data with capabilities provided 
by pre-trained AI model. Approach close to Design Science Research (DSR) was used to build 
the software iteratively and study the possibilities. In addition, narrative strategy was utilized to 
understand the DSR methodology itself deeper. 

 
According to study AI can extract summaries and detect sentiments reasonably well. Recur-

sion and handling larger texts in parts was used as a way around the limited size of the context 
window. Parallelism was utilized to increase efficiency. Few separate concepts were introduced 
to facilitate the handling of parts and maintaining the context awareness. One of these is a new 
idea coined as “base question”. For DSR process few observations were made, in addition it was 
proposed that aspect of agile development could be brought into process. 

 
As future topics, one suggestion is advancing the idea of base question further and maturing 

it. It is also proposed to understand how to avoid the overemphasis of beginning of the larger text 
in summaries, and whether companies integrating AI into office tools could provide a way to use 
modified “system prompt” – behavioral guidance – for certain use cases. As a final managerial 
implication, the recommendation to use commercially available tools is made because of rapid 
development. 

 
Keywords: Artificial Intelligence, Retrieval Augmented Generation, Design Science 

Research, Text summarizing, Sentiment analysis, Base question 
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Tekoäly nousi nopeasti työelämän suosituimpien puheenaiheiden joukkoon pian ChatGPT:n 
julkaisun jälkeen. Yhtäkkiä saatavilla oli lähestyttävä tapa kommunikoida tekoälyn kanssa. 
Yritysmaailmassa tämänkaltaiset murrokset yleensä nostavat kysymyksiä siitä kuinka kyseistä 
asiaa voitaisiin hyödyntää liiketoiminnan tarpeisiin. 

 
Tämä tutkimus tarkastelee tekoälyn mahdollisuuksia yritysanalytiikassa. Tavoitteena on tutkia, 

pystytäänkö laajoista teksteistä luomaan yhteenvetoja sekä analysoimaan tunnetiloja. 
Tutkimuksessa käytetään keinotekoista dataa. Toinen tavoite on rakentaa prototyyppitason 
ohjelmistoratkaisu, jolla näitä kyvykkyyksiä voidaan todentaa. 

 
Microsoftin tarjoama referenssitoteutus tarjosi nopean tavan päästä eteenpäin ja keskittyä 

varsinaisiin tutkimuskysymyksiin sen sijaan että rakennettaisiin perustoiminnallisuutta. 
Ohjelmistossa käytettiin niin kutsuttua RAG-mallia (Retrieval Augmented Generation). Tämä 
mahdollisti oman datan ja valmiiksi koulutetun tekoälyn kyvykkyyksien yhdistämisen. 
Tutkimuksessa hyödynnettiin Design Science Research (DSR) metodia muistuttavaa työtapaa 
sekä ohjelmiston iteratiivisessa rakentamisessa että tekoälyn mahdollisuuksien selvittämisessä. 
Tarinankerrontaa hyödyntävää lähestymistapaa käytettiin DSR-prosessin ymmärtämiseksi 
syvällisemmin. 

 
Tutkimus osoittaa, että tekoäly pystyy luomaan oikeanlaisia yhteenvetoja tekstistä ja 

tunnistamaan kohtuullisen hyvin myös tunnetiloja. Sekä rekursiota että tekstien pilkkomista osiin 
käytettiin hyödyksi, jotta voitiin välttää konteksti-ikkunan merkkirajoitteet. Tehokkuuden 
parantamiseksi käytettiin rinnakkaisuutta rajapintakutsujen yhteydessä. Työssä esiteltiin 
muutama uusi konsepti, jotta paloissa käsittely ja riittävä kontekstitietoisuus voitiin toteuttaa. Yksi 
näistä konsepteista nimettiin ”peruskysymykseksi” (engl. ”base question”). DSR-metodin osalta 
tehtiin joitain havaintoja, ja ehdotettiin esimerkiksi ketterien kehitysmenetelmien näkökulman 
lisäämistä prosessiin. 

 
Yksi ehdotetuista tulevaisuuden tutkimuskohteista on peruskysymyksen idean kehittäminen. 

Lisäksi ehdotetaan tutkimaan voisiko laajemman tekstiaineiston alkuosan ylikorostusta 
yhteenvedoissa lieventää, ja voisivatko tekoälyä ohjelmallisiin toimistotyökaluihin sisällyttävät 
yritykset lisätä mahdollisuuden käyttää muokattua järjestelmäkehotetta tietyissä 
käyttötapauksissa tekoälyn ”käyttäytymisen” muokkaamiseksi. Käytännön toimenpiteenä 
ehdotetaan pitäytymistä kaupallisissa työkaluissa erittäin nopean kehitystahdin vuoksi. 

 
Avainsanat: Tekoäly, Retrieval Augmented Generation, Design Science Research, tekstin 

yhteenveto, tunnetila-analyysi, peruskysymys 
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1. INTRODUCTION 

As a field of study, artificial intelligence (AI) has existed for several decades, longer than 

one might anticipate. First actual work that is considered to concern artificial intelligence 

is already from year 1943 (Russell and Norvig, 2016, p. 16). However, for public audi-

ence the artificial intelligence, or AI for short, has primarily been the subject of sci-fi mov-

ies, or distant academic topic, for quite some time. During the past few years there has 

been a growing number of various enhancements or additions to existing everyday ap-

plications attributed to the use of “AI”, “Machine Learning” and so forth. Examples familiar 

to many are automatic enhancements and filters to photographs taken with the 

smartphones and shared through social media. Voice-controlled virtual assistants like 

Apple’s Siri or Amazon Alexa allow users to give commands and instructions by speech. 

Still, despite of many similar examples, the AI mostly stayed on the level the curiosity, 

something that was there to impress for a while but nothing really lifechanging. Until 

recently. 

The status quo appeared to radically change soon after the launch of ChatGPT 30th No-

vember 2022 (Schulman et al., 2022). On that day US-based company OpenAI an-

nounced their AI model and enabled people to have a dialogue with the artificial intelli-

gence using the web interface. Soon after, the use of ChatGPT started to cause a lot of 

buzz that became visible even to someone not actively following the field. Bommasani 

et al. (2023) even used the characterization like “Models like OpenAI’s Chat-GPT have 

taken the world by storm”. Since then, large amount of news articles and blog posts have 

been published on ChatGPT in particular, but also on more generic level about the pos-

sibilities, pitfalls, and even threats posed by the artificial intelligence. Apprehension fol-

lowing the sudden advancements was not only the opinion of the public unfamiliar with 

the field, but also shared by several known and influential players in the field of artificial 

intelligence. They announced the concerns in an open letter, signed by more than 33 

thousand individuals (“Pause Giant AI Experiments,” 2023).   

As an outcome of the recent events, AI was no more just a curiosity or a topic of yet 

another movie, but something that was seen to change many things even in near future. 

While the interest of public was awakened, the same happened within organizations and 

industry. Suddenly there was a lot of talk about using ChatGPT for various applications, 

code generation, and so on. While some still wanted to put emphasis to obvious short-

comings or potentially false information created (“hallucinated”) by generative AI, others 

believed this would define the decade 2020’s. 
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1.1 Background for the Study: too much data 

Sherman (2014, p.4) talks about the “data deluge”. In other words, there simply tends to 

be more data than enterprises can handle, and the volume and variety keeps on growing 

constantly. Data, however, is the source of information, which in turn is the source of 

knowledge – if used properly.  Sherman describes the knowledge as “the lifeblood of a 

thriving enterprise”. (Sherman, 2014, p. 4). Data therefore is very valuable starting point, 

but there just often is too much of it and situation becomes overwhelming. This is the 

dilemma that industry aims to solve in various ways, to make sense out of the data. It is 

the chaos that must be taken under control. 

On high level the role of the entire business intelligence domain, BI, is to extract action-

able information from data. This means information that business can use and act on. 

Too much data, i.e. the above-mentioned “data deluge”, however, can yield into inability 

to analyze the data, or alternatively lack of current enough information that would be 

useful. (Sherman, 2014, p. 10). There are numerous of tools and alternative practices 

available within the entire BI scene, but building full-blown enterprise-level data ware-

house for instance may not be the viable solution for smaller companies. 

This thesis is built around the business proposition of a small company based in Finland, 

that is interested to utilize the AI to support their operations and to build the competitive 

advantage. One of the possibilities of generative AI is to make sense of, and generate, 

textual data. The specific need this company has is to extract various actionable insights 

from textual data that is being generated in various contexts through their customers. 

Depending on the scenario, the amount of data rows can reach up to tens of thousands 

per use case, according to company representative. This may not sound much to some-

one working with relational databases, but in this case the data is actual text written by 

humans, and the quality of text varies a lot.  

Therefore, no actionable information can be carved out by just making a SQL query. 

Extracting the insights requires going through the textual data and comprehension of 

actual content. As this has been currently done completely manually, the challenge goes 

back to the “data deluge” scenario in its own specific way – there is too much data to 

handle without spending a lot of time with that. In this case “too much” is not about bits 

or kilobytes. Instead, the challenge comes from the nature of data: analyzing the mean-

ing of a sentence is not an arithmetic operation, where computers are usually good at. 

Rather, it requires semantics, something which has not been the strong aspect of com-

puters in the past. 
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1.2 Research Questions 

This thesis is built around a primary high-level research question: 

 How to use Large Language Models (LLM) effectively in complex business 

analytics? 

However, business analytics is a vast domain consisting of various topics and technolo-

gies. In addition, there is a particular angle to this research as explained in previous sub-

chapter. Therefore, the scope and complexity will be effectively reduced to a case study, 

by introducing three sub-questions. They relate to the primary high-level research ques-

tion while focusing to actual business scenario, handling the human-generated textual 

data. Three sub-questions are introduced next: 

 Q1: How can artificial intelligence be used to create summaries and extract 

actionable insight from textual data? 

The first research question mostly concerns the feasibility of the overarching idea of us-

ing the AI instead of manual human labor to comprehend the given input. In this specific 

case, company management needs to see what the overall summary is, related to the 

data collected from certain context, but without spending hours to go through the data 

line by line. Another important goal is to understand if AI can extract the actionable in-

sights from the textual data. These insights can be improvement ideas related to specific 

context or domain for instance. It needs to be studied if the maturity of the technology is 

on the level where this is possible with reasonable outcome. 

There are specific subtopics related to the feasibility of using AI and Large Language 

Models to process the large textual documents. For instance, if LLMs are used, how 

does the limitation of the prompt size affect the feasibility? Prompt can be described as 

an input that has the question to answer, added with guidelines to the operation of LLM 

model (behavior), but it also includes the output as model aims to complete the prompt 

(i.e. to answer the question posed). All this eats up the context window. 

Other subtopic for the feasibility is about understanding how the AI can be guided to 

respond questions using the company data. The datasets are changing and proprietary, 

and naturally have not been available for AI during the training. 

 Q2: How can AI be used to detect sentiments from the text? 

For the given background, one important angle for the analysis is to understand the var-

ious sentiments of given input. This relates to the aspects of overall atmosphere or atti-

tude buried within the data. This in turn may yield into actions, depending on the results 

and scenario itself. As for Q1, studying this question is also about understanding the 
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technical capabilities: is this something where AI can help, or something that still should 

be done manually by human? 

One of the subtopics related to sentiment analyses is the language used in the datasets. 

In the current case feedback can be either in English or in Finnish. If the AI to be used 

does not include native support for Finnish, what happens to sensitivity of sentiment 

analysis if dataset needs to be translated e.g., into English? 

 Q3: What kind of technical architecture and implementation would answer 

the need? 

Last sub-question relates to former two research questions as a logical step: as we aim 

to study the use of AI in data analysis, what kind of architecture can we use? In other 

words, what kind of elements or building blocks would be needed and how would they 

interact with each other? For the implementation part the goal is to create a Proof-of-

Concept (POC), which is an early prototype-version software that demonstrates the es-

sential required capabilities and their feasibility. POC-level software implementation is 

not productized solution, but indication whether the proposed approach and ideas are 

feasible or not. Actual productized software is scoped out of the thesis. 

1.3 Methodology 

This study focuses first on theoretical background through the literature. Then, concept 

of DSR in opened in more detail in its own dedicated chapter “3. Design Science Re-

search”. Following that, technical implementation is studied and proposed to solve the 

research questions. This proposal is realized through the creation of an early prototype 

version of the software, or POC, to demonstrate the feasibility.  

Through iterations, answers to research questions are constructed in iterative manner. 

In scenarios like this where various artifacts are essential pieces of solution the applica-

tion of Design Science Research (DSR) method is useful approach. 

1.4 Outcome 

The outcome of the study is that AI can indeed be a valuable help in analyzing the large 

quantity of textual data, summarizing the contents, and extracting valuable insights out 

of it. However, due to perceived rapid advancements and regular announcement of new 

capabilities, the recommendation to use the commercially available (or soon to be avail-

able) tools is made. 
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Through the iterations, few technical alternative solutions were studied to gather and 

increase understanding related to research questions. As a practical deliverable, code 

repository for POC exists and will be available for the company. Essential parts of the 

program code are depicted and detailed out in this documentation. During the thesis 

detailed view to DSR methodology itself was taken as well, resulting in few observations.  

Despite of the mentioned recommendation to stick with the commercial tools, this study 

has provided additional understanding for the cases where custom solution would be 

needed, or if commercial tools don’t work well for a specific use case. As a part of re-

search, few new concepts were introduced. These innovations focus on handling large 

texts in parts. This would be required when context window size of available AI is limited 

and requires splitting the input data. It was noticed that when handling partial data there 

are pitfalls where AI can get confused and give unexpected results. Especially a new 

concept called “base question” – a way of “relaxing” user’s prompt – could be useful in 

such cases. 

Finally, it can be mentioned that currently the pace of the development around AI seems 

incredibly rapid, new announcements are constantly coming. More tools get deployed, 

and today’s issues get “automatically” solved by those. Hence it is recognized that this 

work has delivered a kick-off towards the adoption of AI but will not remain fresh for long 

in terms of technical merits. However, lot of useful insights for the use of ChatGPT as a 

component of software has been gathered, and areas like prompt engineering skills can 

be expected to be useful also in future if using LLM programmatically. 
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2. PROBLEM STATEMENT AND THEORETHICAL 
BACKGROUND 

The problem statement can be traced back to initial questions from the company asso-

ciated with the thesis: how could AI be used to replace some labor-intensive phases in 

drawing insights from textual data? Can it help with analysis and summaries? Could 

sentiments be detected using AI? What kind of software architecture could be used? The 

last question about the POC architecture and implementation is somewhat separate from 

other research questions. In an analogy, it is a question about what kind of construction 

methods and elements should be used to build a house, whereas other questions are 

more about finding the feasibility of the ideas regarding the house to be built – if it is to 

be built. To be able to approach these questions few concepts will be explained first. 

2.1 Business Intelligence (Business Analytics) 

Howson describes business intelligence being “a window to the dynamics of a business”. 

(Howson, 2014). In other words, through business intelligence people in the organization 

can observe topics like performance, analyze operational efficiency, or perhaps discover 

new opportunities. Howson defines the business intelligence as “a set of technologies 

and processes that allow people at all levels of an organization to access and analyze 

data”. (Howson, 2014). 

To open the concepts related to business intelligence Sherman uses familiar analogies 

from cooking in his business intelligence guidebook: he defines data as “a collection of 

ingredients”, for instance various vegetables from the market, some chicken, rice and so 

on, that are needed to begin the process of cooking. (Sherman, 2014, p. 9). According 

to him the information, on the other hand, is when these ingredients have been washed, 

peeled, cut into pieces and boiled into soup (Sherman, 2014, p. 10). However, having 

the soup ready does not help until it is served and eaten. This final step reflects gaining 

knowledge by actually consuming the information that has been made available – eating 

the soup, so to speak. (Sherman, 2014, p. 10).  

Howson’s idea adds on this when she says that “Without people to interpret the infor-

mation and act on it, business intelligence achieves nothing.” (Howson, 2014). Interpret-

ing is about gaining the knowledge, but even after that there is the last step to take: 

acting, based on acquired knowledge. This is relevant point also to this research, as 

even though the aim is to use the AI to extract the information, the last step, acting, is 
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still up to people. We are not putting the AI in change of business decisions – at least 

not now. 

When talking about the semantics, in her book Howson states that the meaning of term 

“business intelligence” varies to different people. Further, some try to make a difference 

between “business intelligence” and “business analytics”, claiming that the former refers 

to historical and simple reporting, whereas the latter includes more advanced analytics 

aspects, like predictive analytics. (Howson, 2014). Howson disagrees with this, however, 

and states that use of these terms is mixed. Regardless of the exact terminology, the 

data and what can be derived from it should always be at the core. (Howson, 2014).  

In this thesis we use terms “business intelligence” and “business analytics” interchange-

ably, referring to the same thing: data is collected, turned into information, and consumed 

to gain knowledge and actionable insights.  

2.2 Artificial Intelligence 

Artificial intelligence has already been mentioned several times until now in this thesis, 

but it hasn’t yet been properly defined for readers. Term “AI” may mean different things 

to different people – just like “business intelligence” can. The OECD even states that 

“There is no universally accepted definition of AI.” (OECD, 2019, p. 22). 

Over the years several definitions for artificial intelligence have been created by scholars. 

For instance, Haugeland talks about “The exiting new effort to make computers to think” 

and even uses words “machines with minds”. (Haugeland, 1985, according to Russell 

and Norvig, 2016, p. 2). Winston’s definition for AI is “The study of the computations that 

make it possible to perceive, reason, and act.”, even though he also states that there are 

many possible ways to define it, and this is one of them. (Winston, 1992, p. 5).  

Poole et al. prefer to talk about “computational intelligence” over the “artificial intelli-

gence” as they see the term “artificial” rather confusing, but they mean the same field, 

nevertheless. (Poole et al., 1998, p. 1). They state that “Computational intelligence is the 

study of the design of intelligent agents.” (Poole et al., 1998, p. 1). Agent does not refer 

to people with black suits and glasses, but basically anything that interacts with its envi-

ronment. Examples of agents they give include dogs, thermostats, humans and so on. 

What then makes agent as intelligent is that its actions are appropriate against its cir-

cumstances and goal. They also expect intelligent agent to be able to adapt to changes 

in the environment and goals, and to learn from experiences. Intelligent agent, they say, 

“makes appropriate choices given perceptual limitations and finite computation.”. (Poole 

et al., 1998, p. 1). 
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Continuing with the various definitions for AI, Rich et al. define AI as following: “Artificial 

intelligence (AI) is the study of how to make computers do things which, at the moment, 

people do better.” (Rich et al., 2010). This definition appears a bit ambiguous, which 

authors also agree themselves. They however believe this definition can avoid certain 

arguments that usually arise from the meaning of terms “artificial” or “intelligence”. 

Russell and Norvig (2016, p. 2) have organized several definitions of AI (including most 

of the above-mentioned ones in this) into two domains: 1) thought process and reason-

ing, and 2) behavior. They use these two dimensions to indicate how the primary per-

spective of various definitions for AI could be split: some focus on thinking, others more 

on acting.  

In addition of these dimensions, Russell and Norvig introduce two criteria which indicate 

how various definitions of AI suggest the success should be measured: is the perfor-

mance of AI compared to human performance, or rather into ideal performance, which 

they call “rationality”. (Russell and Norvig, 2016, p. 1). The outcome is four categories 

for organizing the AI definitions. (Russell and Norvig, 2016, p. 2). The idea is depicted in 

the following Figure 1, adapted, and simplified from their work: 

 

Figure 1.   Some definitions of artificial intelligence (adapted from Russell and 
Norvig, 2016, p. 2). 

 

Regarding the separation between human and rational, Russell and Norvig emphasize 

that they are not suggesting human behavior to be irrational or insane per se but are 
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noting there are imperfections in human reasoning (Russell and Norvig, 2016, p. 2). They 

refer to cataloged errors in human reasoning (Kahneman et al., 1982, according to 

Russell and Norvig, 2016, p. 2). 

Tversky and Kahneman (1974) studied various beliefs and biases impacting human rea-

soning and decisions, first published in their impactful article in Science Magazine. One 

example of the systemic error proposed by Tversky and Kahneman is so called “repre-

sentativeness”, in which people use the likeness as a guiding heuristic and tend to ignore 

for instance statistical probability. (Tversky and Kahneman, 1974). Another example they 

give in the article is ”availability” bias, where probability or frequency of something is 

assessed based on how easily similar class or event can be remembered. These and 

similar systemic errors can make human reasoning erroneous in certain scenarios, 

hence it is useful to refer rather to ideal behavior or reasoning when defining AI. 

According to Russell and Norvig the approach around rational agents (i.e., “Acting Ra-

tionally” category) has couple of advantages over other categories (Russell and Norvig, 

2016, p. 4). First, they comment it being more generic than “Thinking Rationally” category 

because correct inference, emphasized in rational thinking, is “just one of several possi-

ble mechanisms for achieving rationality”. (Russell and Norvig, 2016, p. 4). Sometimes 

the correct thing cannot be proved fully by logic, but still action needs to be taken, re-

gardless of limited inference possibilities. In some situations, like avoiding serious inci-

dent, more reflex-like actions are better than slow deliberate thinking, followed by an 

action (Russell and Norvig, 2016, p. 4). Still, according to OECD the definition of “The 

study of the computations...” (Winston, 1992, according to OCED, 2019, p. 22), is aligned 

with the definition used by Russell and Norvig. (OECD, 2019, p. 22). 

As a second advantage of “Acting Rationally” category across others, Russell and Norvig 

add that “The standard of rationality is mathematically well defined and completely gen-

eral”, something which according to them cannot be said from human behavior (Russell 

and Norvig, 2016, p. 5). To align to human behavior the specific environment should be 

adapted for, and somehow the definition would have to be derived from “the sum total of 

all the things that humans do.” (Russell and Norvig, 2016, p. 5). 

Above-mentioned two reasons are why Russell and Norvig propose to use the approach 

of “rational agents” as a preferred way for defining the AI. (Russell and Norvig, 2016, p. 

5). The definition of rational agents aligns with the definition by Poole et al., even though 

the term they use is “intelligent agents” (Poole et al., 1998, p. 1). 

A high-level conceptual view of AI, as proposed by the OECD Expert Group of Artificial 

Intelligence (AIGO) if depicted in the following Figure 2: 
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Figure 2.   A high-level conceptual view of an AI system (AIGO, 2019, p. 6). 

 

AIGO states that the entity labelled as AI System in the conceptual presentation is “also 

referred to as ‘Intelligent agent’”. (AIGO, 2019, p. 6). Main three elements of AI System 

are listed in the following (AIGO, 2019, p. 6): 

 Sensors – for collecting raw data from the Environment. 

 Actuators – for changing the state of Environment by taking actions. 

 Operational Logic – for providing instructions for the Actuators, based on data 

from Sensors, guided by given objectives. 

Depending on one’s background, the concept of “Sensors” or “Actuators” might lead to 

the direction of some tangible, physical pieces of hardware. But we should not be limited 

by this, even thought, for instance in the case of robots, this might be the case. However, 

in case of software agent, for instance, Russell and Norvig give other kind of examples: 

SW agent might receive for instance keystrokes or data from files as an input, and then 

influence its environment by showing something on the screen or perhaps sending data 

to the network, and so on. (Russell and Norvig, 2016, p. 34). 

Hence the AI, or intelligent/rational agent, is something that interacts with its environment 

in a rational way. The rationality, or intelligence, of the AI system is measured against 

the defined goals and criteria instead of concept of “intelligence” just existing in a vacuum 

as an absolute concept. Desired behavior, and hence intelligence way of acting at given 

scenario is guided by the targets set. In addition to performance measure, other factors 

that influence on what is rational at certain point is agent’s earlier knowledge of the en-

vironment, actions that agent could perform, and finally its percept sequence, according 

to Russell and Norvig. (Russell and Norvig, 2016, p. 37). Percept sequence means ba-

sically everything that agent has ever perceived to date via inputs, but usually limits are 

being set how long sequence makes sense to consider, when making choices. (Russell 

and Norvig, 2016, pp. 34–35).  
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Using the above four factors (performance measure, prior knowledge, available actions, 

and percept sequence) Russell and Norvig settle with the definition of a rational agent: 

“For each possible percept sequence, a rational agent should select an action that is 

expected to maximize its performance measure, given the evidence provided by the per-

cept sequence and whatever built-in knowledge the agent has.”. (Russell and Norvig, 

2016, p. 37). 

2.3 Large Language Models 

As already claimed earlier, launch of ChatGPT was a game changer in a sense that it 

brought AI and especially Large Language Models heavily into public discussion. There 

are predictions how the nature of the labor at certain fields will be drastically altered in 

coming years. In addition, there are enthusiastic promoters for the AI, but also those who 

keep warning about threats, probable or imaginary.  

But what is LLM, after all? Is it a powerful, conscious electronic mind, perhaps a mere 

guessing machine putting words together, one after another, or something else? What 

about the relation of AI and LLM, are they the same or different? Following subchapters 

will study these questions about the LLM, also because the Proof-of-Concept SW cre-

ated as part of the thesis utilizes one LLM implementation. 

2.3.1 Language Models 
 

If language model is said to be “large”, the question to make even before diving more 

into definition of LLM might be that what’s the mere “language model” (LM), without being 

large? Eovito and Danilevsky write that “A language model is a technique for calculating 

the probability of a particular sequence of words occurring.” (Eovito and Danilevsky, 

2021). According to them LM aims to imitate human “linguistic capabilities, learning a 

myriad of associations between words to represent”. (Eovito and Danilevsky, 2021). To 

emphasize the difference between imitating and really knowing, however, they use the 

example: like humans don’t really know how it is like to be some animal, like a bat for 

instance, likewise the LM does not know what it is to be a human – no matter how be-

lievable the interaction. This remains the same, regardless how much we would try to 

imitate bat’s behavior. (Eovito and Danilevsky, 2021). 

The question whether human could understand what it’s like to be a bat is borrowed from 

the philosopher Nagel by Eovito and Danilevsky: Nagel came to conclusion that we 

wouldn’t know how it’s to be a bat, we would only at best understand what it would be 

for us “to behave as a bat behaves.” (Nagel, 1974, according to Eovito and Danilevsky, 
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2021). Similarly, the language model can imitate us, but it does not know what it’s like to 

be a human. (Eovito and Danilevsky, 2021).  

At this point the definition of LM by Eovito and Danilevsky sounds a lot like above-men-

tioned guessing machine. Where is the intelligence? However, as we have shown earlier, 

in case of AI the “intelligence” is not about possessing a conscious mind, but more about 

behaving in rational way according to the definition of “intelligent agent”. Putting it differ-

ently, rational or intelligent behavior means doing the right thing, guided by the defined 

goals and performance metrics in certain environment. 

To emphasize the fact that there is no conscious mind behind LM, Eovito and Danilevsky 

say: “Language models do not mean what they say. Language models generate well-

formed language, and humans experience it as an illusion of meaning.” (Eovito and 

Danilevsky, 2021). 

When looking for other definitions, Yogatama et al. refer language models as “artificial 

language processing systems” in their article. (Yogatama et al., 2021). To take the sim-

plification metaphor even further, Bommasani et al. state that “At its core, an LM is a box 

that takes in text and generates text”. (Bommasani et al., 2023). Following Figure 3 de-

picts the idea: 

 

Figure 3.   Language model (adapted from Bommasani et al., 2023). 

 

Eovito and Danilevsky describe the operation of LM by comparing it to a game where a 

player gives a word, then next one gives the next word to continue the sentence, and so 

on. LM does the same, it takes the prompt (which could be e.g. “A helm is a” from the 

previous Figure 3) and plays the next round of the game of “predict the next word”, by 

outputting that word. This “prompt” can be a sentence that needs to be continued, or 

something we want to translate. The goal is to output the best possible word (or words). 

What is considered as best, depends on the training of the model. There are three ge-

neric ways how language models represent languages: defining a set of rules (linguistic 

approach), relying on statistical probabilities, or using so called “Embeddings” which de-

fines the vector representation for each word in multi-dimensional space. The last of 

these is used mostly in state-of-the-art, deep neural network language models, according 

to Eovito and Danilevsky. (Eovito and Danilevsky, 2021). 
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Combining all the above together we can state that LM is one category or implementation 

of AI. LM is the AI model, designed to complete the given prompt in the best possible 

way, guided by its training. 

2.3.2 Large Language Model vs Language Model 
 

What about the Large Language Models, then? In their work Rae et al. refer to the lan-

guage models that belong to the of class of neural networks called as “Transformers” 

(Vaswani et al., according to Rae et al., 2022). They continue by saying that “There has 

been a trend of scaling the combination of training data, model size (measured in pa-

rameters) and training computation to obtain models with improved performance across 

academic and industrial benchmarks.” (Rae et al., 2022). A list of examples including 

GTP-2 with 1.5 billion parameters, and GPT-3 with 175 billion parameters, are given. 

They finally state that “The moniker Large Language Models (LLMs) has become popular 

to describe this generation of larger models.” (Rae et al., 2022). 

In other words, Large Language Model is a type of Language Model, characterized by 

notably large dataset and number of parameters. Therefore, all the generic explanation 

about Language Models above applies to LLMs as well. 

2.3.3 Tokens 
 

One of the terms that comes up when discussing Large Language Models is the concept 

of “token”. Token is simply a “text fragment”, when considering textual data. (Egli, 2023). 

However, token is even more generic concept and can mean a fragment of image, textual 

or audio data as well (Child et al., 2019). In the scope of the thesis, however, the idea of 

text fragment is feasible. 

Earlier the operation of Language Models was compared to word prediction game, but 

another description could be “predict the next token”. Like stated by OpenAI documen-

tation, “Language models read and write text in chunks called tokens.” (“Text generation 

models,” n.d.). Tokens are language specific and can range in length from even shorter 

than one character to longer than one word. In English the range is between one char-

acter and one word. With ChatGPT the number of total tokens consumed impacts e.g. 

the API (Application Programming Interface) call cost as billing is per token. Also, there 

is a total limit of tokens, which must not be exceeded for the API to work at all. (“Text 

generation models,” n.d.). 
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This token limit is one of the essential dilemmas dealt with the POC software implemen-

tation – how to handle documents that exceed the available window size? However, as 

new models get introduced the size of the available context window keeps on expanding. 

2.3.4 Prompt 
 

We already referred to the concept of “prompt” earlier when explaining the Language 

Models. There are couple of layers related to concept of “prompt” that are relevant to our 

case. Like already stated earlier, prompt is the sequence of words (or tokens) that Lan-

guage Model aims to complete. That is the part visible to end user, direct and immediate.  

There is also another, more hidden aspect of prompt, so called “system” prompt. With 

ChatGPT a related system message can be used to guide the persona, or behavior of 

the model. (“Prompt engineering,” n.d.). This is essential part of the implementation of 

POC software. We call this part of the prompt as “system prompt”, same term is also 

available elsewhere on the internet. This system prompt is relevant to us, for guiding the 

behavior of an AI model, but also because it is sent to the model and consumes the 

tokens similarly as the visible prompt. (“Text generation models,” n.d.). 

2.4 Conceptual Setting 

All the previous concepts have been explained as they come together in the conceptual 

setting related to this study. The simplified targeted operating environment setting, that 

abstracts many details away, is shown in the following Figure 4. The parts directly related 

to this thesis are highlighted with blue color. 

 

Figure 4.   Target operating environment. Scope related to thesis highlighted. 
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Company associated with the thesis has several customers, all delivering the textual 

input data from various scenarios which are not opened in detail here to retain necessary 

confidentiality. Company stores their customers’ data securely in cloud storage. After 

receiving the input data from customer, the next step in current setup is to take the data 

under further manual analysis and draw conclusions from there. This is the business 

analytics part, essential to the process. 

This study aims to change things, however. In the revised setup described in Figure 4, 

the company employee (“Operator”) uses the POC software to orchestrate the entire 

analysis process. He/she communicates with the software UI (“Front End”), through 

which also the results will be delivered. Communication happens by giving prompts 

through the chat window, using natural language, and results get output to the same user 

interface. Result can be for instance a summary of handled document, or insights based 

on direct question, for instance listing most promising improvement areas based on cus-

tomer feedback. POC software “Back End” (non-UI related part of the software, logic) 

fetches the relevant data from the data storage as part of the process. The storage is 

simplified here as Database, DB, for simplicity. Back End also includes the communica-

tion with AI module and includes configuration of the hidden part of the prompt, i.e. sys-

tem prompt. Due to the expected size of the documents, and earlier explained token 

limits, a solution that can work around these limitations is needed. 

A reference implementation by Microsoft was used when building the POC software 

(“ChatGPT + Enterprise data with Azure OpenAI and Cognitive Search,” 2023). Even 

though UI is part of the POC, very minimal changes to existing UI have been made as it 

already provides working user interface. Those changes are not shared in this document. 

Relevant parts of the Back End, however, went though some significant changes and 

these changes are opened later in detail. 

2.4.1 Possible Strategies to Utilize Language Models 
 

There are few possible ways to utilize the Language Models, the AI-part of operating 

environment. First approach would be to train the model from ground up, but this is very 

expensive and time-consuming and requires a lot of resources.  

Another approach is to use pre-trained language model, what ChatGPT is for instance. 

This approach takes the model as-is, accepting its parameters and training as decided 

by whoever has trained the model. This is the approach used in this study and POC 

implementation and provides the fast track forward. Pre-trained model is given few ex-

amples via prompt which usually yields proper results already.  
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However, it is also possible to fine-tune the pre-trained model, which means customizing 

it for a specific application. According to OpenAI documentation, fine-tuning allows to 

achieve results with less examples, saving cost and latency (as examples and other parts 

of the ”system” prompt are always sent to API when calling for prompt completion). How-

ever, even fine-tuning is an investment requiring for time and effort. As an alternative 

before fine-tuning OpenAI recommends for instance “prompt engineering” and “prompt 

chaining (breaking complex tasks into multiple prompts)”. (“Fine-tuning,” n.d.). 

2.5 Success Criteria 

There are couple of ways to measure the success of the thesis: either via direct adoption 

of the POC software towards further productization, or alternatively by introducing ge-

neric impetus and ideas for pursuing AI-supported customer data handling and analysis.  

Rate of change is currently so fast that that POC only gives certain basic ideas that can 

then be implemented with applicable technologies. Push towards adoption of AI in own 

business is already an achievement of its own, and this has already taken place in the 

company related to this study. Ultimately success will be measured by commercial re-

sults when question is observed from business perspective. 

2.6 Most Essential Technical Building Blocks 

Like mentioned, only minimal changes to the UI were made as that was not the focus of 

the study, it was mostly used as-is. UI will not be detailed further but can be referred to 

via available Microsoft’s GitHub repository. (“ChatGPT + Enterprise data with Azure 

OpenAI and Cognitive Search,” 2023). User Interface is how human operator communi-

cates with the system, however, and hence integral part of the system. 

The Back End part of the software contains the actual logic and is built with Python and 

several supporting libraries. In the final version of the software some technologies that 

were in the initial reference implementation were left out, simplifying the architecture. 

This is more explained in following chapters that describe the iterations of the system as 

it gets built up.  

In the conceptual Figure 4 the AI has been drawn within the Back End. It could be rep-

resented also differently, however, as the actual AI resides outside of POC code itself. 

AI-part is implemented with Azure OpenAI API that communicates with the AI model. 

(“Azure OpenAI Service – Advanced Language Models | Microsoft Azure,” n.d.). 

Azure Blob Storage is used for storing documents and backend-part of the software in-

terfaces with it to fetch the documents for processing. (“Azure Blob Storage | Microsoft 
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Azure,” n.d.). This is the “DB”, database component of the system. However, it is merely 

used as a “dummy” component for the POC, that is why it is not specifically highlighted 

in the conceptual picture.  
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3. DESIGN SCIENCE RESEARCH 

In their book, Vaishnavi and Kuechler emphasize the fitness of Design Science Research 

(DSR) method especially on Information and Communication Technology (ICT) field 

(Vaishnavi and Kuechler, 2015, p. 2). They state that the systems involving human-com-

puter interaction are complex by nature and touch multiple fields of research. Therefore, 

questions without existing theoretical background may emerge. In these kinds of situa-

tions, they claim, “DSR—exploring by creating—excels.” (Vaishnavi and Kuechler, 2015, 

p. 2). 

This chapter will open the concept of Design Science Research in detail, as approach 

close to DSR has been the primary methodology followed in this thesis (see chapter 

“Limitations”, however). Target of the thesis is to work on actual deliverables alongside 

the theory, therefore this kind of approach is quite natural.  

Vaishnavi and Kuechler also describe the “Design Science Research in IS”, something 

they call as DSR-IS, which is less guided version of the DSR methodology in terms of 

requirements. (Vaishnavi and Kuechler, 2015, p. 60). DSR-IS requires three things that 

are “… construction of an artifact … , gathering of data on functional performance of the 

artifact (i.e., evaluation), and … reflection on the construction process and on the impli-

cations the gathered data … have for the artifact informing insights(s) or theory(s).”. 

(Vaishnavi and Kuechler, 2015, p. 60). As can be seen from the discussion later in this 

chapter where narrative approach is used, the actual approach applied for this study is 

closer to DSR-IS than pure DSR. 

3.1 Basic Terminology 

Vaishnavi and Kuechler define “research … as an activity that contributes to the under-

standing of a phenomenon.” (Kuhn, 1996, first published in 1962, and Lakatos, 1978, 

according to Vaishnavi and Kuechler, 2015, p. 9. They continue that phenomenon usu-

ally refers to “a set of behaviors of some entity (entities)”, and “Understanding in most 

western research communities is valid (true) knowledge that may allow prediction of the 

behavior of some aspect of the phenomenon. Thus, research must lead to contribution 

of knowledge — usually in the form of a theory — that is new and valid (true).” (Vaishnavi 

and Kuechler, 2015, p. 9).  
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In their article handling the design science research methodology for information systems 

research, Peffers et al. define design as “the act of creating an explicitly applicable solu-

tion to a problem“. (Peffers et al., 2007). Vaishnavi and Kuechler state that “design deals 

with creating some new artifact that does not exist.” (Vaishnavi and Kuechler, 2015, p. 

10). Drawing from Walls et al., Hevner et al. point out that “Design is both a process (set 

of activities) and a product (artifact)”. (Walls et al., 1992, according to Hevner et al., 

2004). According to Vaishnavi and Kuechler the design can be “routine” if needed 

knowledge already is available, otherwise they say the design is “innovative”. (Vaishnavi 

and Kuechler, 2015, p. 10). 

Artifacts in IT (Information Technology) domain include “constructs, models, methods 

and instantiation” according to Hevner et al. (Hevner et al., 2004). Orlikowski and Iacono 

(2001) describe wider scope of IT artifacts, suggesting to include for example historical 

and cultural aspects into conceptualization of IT artifacts.  

Vaishnavi and Kuechler open the difference between Design Science and Design Sci-

ence Research: they refer to Simon who talks about “natural science” and “science of 

the artificial”, the latter also known as “design science”. (Vaishnavi and Kuechler, 2015, 

p. 10; Simon, 1996). The former, natural science, refers to something occurring in nature 

or society, whereas the latter, design science, is “a body of knowledge about the design 

of artificial (man-made) objects and phenomena—artifacts—designed to meet certain 

desired goals”. (Simon, 1996, according to Vaishnavi and Kuechler, 2015, pp. 10–11). 

Vaishnavi and Kuechler continue by defining the difference between Design Science and 

Design Science Research by stating that “Design science then is knowledge in the form 

of constructs, techniques and methods, models, well-developed theory for performing 

this mapping—the know-how for creating arti-facts that satisfy given sets of functional 

requirements. DSR is research that creates this type of missing knowledge using design, 

analysis, reflection, and abstraction.” (Vaishnavi and Kuechler, 2015, p. 11). 

Figure 5 below aims to summarize the earlier discussion and present the relations be-

tween the mentioned concepts, deriving from above-mentioned sources: 
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Figure 5.   DSR concepts and their interrelations. 

 

3.2 Design Science Research Process Model 

In their article Hevner et al. say that “The fundamental principle of design-science re-

search … is that knowledge and understanding of a design problem and its solution are 

acquired in the building and application of an artifact.” (Hevner et al., 2004, p. 82).  

In essence the Design Science Research uses relatively pragmatic approach to solve 

research problems. Already in the early phases of the process model (or cycle, as the 

process is iterative) the aim is to create proposal and tentative design towards the ques-

tion at hand. One version of the DSR process model is shown in Figure 6, as depicted 

by Vaishnavi and Kuechler (2004): 
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Figure 6.   Design Science Research Process Model (DSR Cycle) (Vaishnavi and 
Kuechler, 2004). 

 

As seen from the previous process model in Figure 6, the proposal is created as an 

output after becoming aware of the research problem. This proposal is more specifically 

a proposal to initiate research. Next phase is called as Suggestion phase, and it yields a 

tentative, initial design as an output, even though Vaishnavi and Kuechler mention that 

in more formal cases it is possible that it is included already in the proposal. (Vaishnavi 

and Kuechler, 2015, pp. 14–15).  About the expected maturity of the design at this stage, 

Vaishnavi and Kuechler state the following: “Suggestion is essentially a creative step 

wherein new functionality is envisioned based on a novel configuration of either existing 

or new and existing elements.” (Vaishnavi and Kuechler, 2015, p. 15). This can be inter-

preted in a way that not that many details are yet expected. 

Tentative design gets enhanced and implemented in Development phase. According to 

Vaishnavi and Kuechler “the novelty is primarily in the design, not the construction of the 

artifact.”, meaning that for instance the technologies or practices used in implementation 

are not the key, instead the design that aims to answer to research question is. 

(Vaishnavi and Kuechler, 2015, p. 16).  

When artifact is available it is evaluated (Evaluation phase) against the criteria that has 

been set already in the proposal. Deviations from set expectations are to be explained 

tentatively. However, almost never in DSR things get completed here, but rather “the 
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evaluation phase results, and additional information gained in the construction and run-

ning of the artifact are brought together and fed back to another round of suggestion”. 

(Vaishnavi and Kuechler, 2015, p. 16).  

To confirm this thought, the Conclusion phase could signify the end of the research effort 

but also the end of a single research cycle only. Even in the final cycle there can be 

deviations from the anticipated (and revised) behavior of the artifact, but research effort 

can be finished if the results are found to be on satisfactory level. If cycle marks the end 

of the research effort the results are gathered and sometimes categorized as “firm” (facts 

learned or repeatable behavior identified) or “loose ends” (behavior that cannot be ex-

plained and can be topics for further research). (Vaishnavi and Kuechler, 2015, pp. 16–

17).  

As presented above, DSR output should produce new knowledge into design science 

domain. In their book Vaishnavi and Kuechler have adapted a simplified presentation out 

of article by Gregor and Hevner for possible types of output (Vaishnavi and Kuechler, 

2015, p. 19). Original presentation by Gregor and Hevner is shown in the following Figure 

7 (Gregor and Hevner, 2013):  

 

Figure 7.   DSR Knowledge Contribution Framework (Gregor and Hevner, 2013). 
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Gregor and Hevner observe the contribution (DSR output) by utilizing two different axes 

to describe “Solution Maturity” and “Application Domain Maturity”. They also use term 

“problem maturity” as an alias for application domain maturity. These two domains de-

scribe the environment in which the DSR effort takes place. (Gregor and Hevner, 2013). 

If the application domain (i.e., problem) maturity is low it means that “little current under-

standing of the problem context exists”. (Gregor and Hevner, 2013). They also state that 

in case of low problem maturity “…so little may be known about the problem that research 

questions may not even have been raised before”. (Gregor and Hevner, 2013).  

Gregor and Hevner then use solution maturity axis to depict the maturity of existing arti-

facts, aimed to solve the problem at hand, or research question: “The y- axis represents 

the current maturity of artifacts that exist as potential starting points for solutions to the 

research question, also from high to low”. (Gregor and Hevner, 2013). 

According to Gregor and Hevner, if the solution domain maturity is low (“…where no 

effective artifacts are available as solutions”), possible levels of contribution are either 

“improvement” or “invention”. (Gregor and Hevner, 2013). They define an “improvement” 

something brings new solutions to a problem that is known, whereas “invention” on the 

other hand does the same but for entirely new problems. They continue saying that if 

solution domain maturity is already high, expected levels of contribution are either “rou-

tine design”, or “exaptation” – latter of which Vaishnavi and Kuechler (2015, p. 19) have 

translated as “adaptation”. Routine design does not bring much new value in terms of 

knowledge contribution as it mostly applying existing artifacts to “to address the oppor-

tunity or question”. It operates on domain where much is already known, and available. 

Exaptation, or adaptation, extend knows solutions to new problems. (Gregor and Hevner, 

2013).  

Regarding the actual possible outputs from DSR project, Vaishnavi and Kuechler list the 

alternatives in the following Table 1, including short explanation of each (Vaishnavi and 

Kuechler, 2015, p. 20):  
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Table 1.   Potential Outputs of a Design Science Research Project (Vaishnavi and 
Kuechler, 2015, p. 20). 

 

Regarding the concept of “design theories” mentioned in the end of Table 1, the adaption 

of DSR for Information Systems, i.e., DSR-IS, rather talks about “information systems 

design theory (ISDT)”, initially suggested by Walls et al. (1992, 2004), according to 

Vaishnavi and Kuechler (2015, p. 59). ISDT “… is a set of primarily prescriptive state-

ments describing how a class of artifacts should behave (meta-requirements) and how 

they can be constructed.”. (Walls et al., 1992, 2004, according to Vaishnavi and Kuech-

ler, 2015, p. 61). 

These potential outputs presented in Table 1 can also be further categorized, however. 

Vaishnavi and Kuechler adapt the work from Purao and present the previous list of out-

puts in few categories, defined by “level of abstraction and generalization” and continue 

by stating that “outputs at higher levels are preferred since it reflects a more general 

advancement of knowledge in the area” (Vaishnavi and Kuechler, 2015, p. 21). (Vaish-

navi and Kuechler, 2015, pp. 21–22). Figure 8 lists these categories: 
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Figure 8.   Design science knowledge hierarchy. (Adapted from Purao, S., GSU CIS 
Dept. Working Paper, 2002, according to Vaishnavi and Kuechler, 2015, p. 22). 

 

If looking the DSR process cycle presented so far, it has certain “waterfall” type of tone 

in it, vs. the “Agile” approach that is quite dominant in software development nowadays. 

While assessing the DSR process via the narrative strategy (opened in next sub-chapter) 

also a proposal for agile-based DSR method was identified. This proposal brings in the 

concept of backlog, stories, demonstrations, attention to non-functional requirements 

and some other elements from IT agile ways of working as shown in Figure 9 (Conboy 

et al., 2015): 

 

Figure 9.   Agile Design Science Research Model (ADSRM) (Conboy et al., 2015).  
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3.3 Additional Ways for Perceiving the Design Science Re-
search Process 

To expand the understanding of the DSR process, the subset of strategies described by 

Langley in her article “Strategies for theorizing from process data” are used in this chap-

ter. Langley studied various strategies that can be used to form theories from process 

data. In other words, how one can create generic process definition by observing and 

analyzing e.g. events and activities happening during the process. (Langley, 1999).  

In this case the process under observation is the Design Science Research, and the 

process data hence are the events, actions and selections made during the iterative 

process when aiming to solve the defined research question and its derivatives (sub-

questions).  

The goal of using this additional approach here is an attempt to enrich the ways how 

DSR is perceived or described. In former sections the DSR process has been described 

by taking the definitions from literature and outlined as cyclic / iterative process with cer-

tain inputs and outputs, be them intermediate or final. Using additional strategies to un-

derstand the DSR is not going to change the nature of the core process but can open 

some new points of view. 

One specific point of view to raise here is that as mentioned, process “close” to DSR was 

followed, but not exact process, by-the-book. Rather it was something closer to earlier-

mentioned DSR-IS. This can be seen either as a strength, allowing additional perspec-

tive, or a weakness, undermining the comments given for DSR in first place. But quite 

often in real-life scenarios processes are guidelines that are there to support, but also 

could drive one into dead end if taken too literally. Usually, they must be adapted for the 

use case to give the support intended in the first place. 

3.3.1 ”Seven Strategies of Sensemaking” 
 

Langley’s “Seven Strategies for Sensemaking” are listed in the following Table 2, adapt-

ing her more detailed representation for the purpose but still maintaining much of the text 

as is as. (Langley, 1999). These are the exact strategies that can be used to carve the 

process out from the activities and events. 
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Table 2.   “Seven Strategies for Sensemaking” (simplified for purpose and adapted 
from Langley, 1999). 

Strategy Key Anchor 
Point(s) 

Fit with Process Data Complex-
ity 

Specific Data Needs 

Narrative Time Fit with ambiguous boundaries, 
variable temporal embeddedness, 
and eclecticism. 

One or few rich cases. 
Can be helped by compar-
ison. 

Quantifi-

cation 

Events, 
outcomes 

Focus on events and their char-
acteristics. Simplifies ambiguity 
away. 

Needs many similar 
events for statistical analy-
sis: one or few dense 
cases is best. 

Alternate 

Tem-

plates 

Theories Adaptable to various kinds of 
complexity. 

Once case is enough. 
Degrees of freedom come 
from multiple templates. 

Grounded 

Theory 

Incidents, 
categories 

Adapts well to eclectic data and 
ambiguity. May miss broad high-
level patterns. 

Needs detail on many 
similar incidences. Could 
be different processes or 
individual-level analysis of 
one case. 

Visual 

Mapping 

Events, or-
derings  

Deals well with time, relation-
ships, etc. Less good for emotions 
and interpretations. 

Needs several cases in 
moderate level of detail to 
begin generating patterns 
(5-10 or more). 

Temporal 

Bracket-

ing 

Phases Can deal with eclectic data but 
needs clear breakpoints to define 
phases. 

One or two detailed 
cases is sufficient if pro-
cesses have several 
phases used for replica-
tion. 

Synthetic Processes  Needs clear process bounda-
ries to create measures. Com-
presses events into typical se-
quences. 

Needs enough cases 
(5+) to generate convinc-
ing relationships. Moder-
ate level of detail needed 
for internal validity. 

 

Few concepts in the Table 2 deserve more explanation, even though intention is not to 

summarize entire article by Langley. Before presenting the strategies for “sensemaking”, 

Langley discusses the nature of process data gathered in real operating environments. 

She states that “Process data collected in real organizational contexts have several char-

acteristics that make them difficult to analyze and manipulate.” (Langley, 1999). Follow-

ing this idea, strategies listed by Langley have some criteria for the data, kind of “gate” 

for a particular strategy to be applied, or not. Some of the listed strategies work well for 

instance already with one case and with ambiguous data available from the process, 

whereas others may require a lot of similar event samples to yield reasonable results 

(e.g., to be able to use statistical analysis, or to be able to recognize patterns). The prac-

tical implication is that not all the listed strategies work equally good for all the processes 

there could be.  
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Applying a strategy should hence be decided based on what can be observed about the 

available process data from real operating environment. Categories of the process data 

complexity are opened more in the next sub-chapter, but “Fit with Process Data Com-

plexity” column in previous Table 2 tells the expected fitness of each strategy to form a 

generic process, based on the nature of data under analysis. (Langley, 1999). 

Last column of the table, “Specific Data Needs”, lists more specific details on data, e.g., 

how many cases are needed. Regarding this study, there is of course one major case 

for solving the research question but on the other hand the repeating cycles of DSR 

process can very well be considered separate cases: each iteration is a case of its own, 

and has different set of events, actions taken, and selections made. 

3.3.2 Process Data Complexity 
 

To be able to select a proper strategy to expand the understanding of DSR iterations, we 

must understand the criteria as defined by Langley. When looking at the process data 

complexity Langley lists several factors: first, data consists of events: she claims that 

analyzing process data events requires going beyond mere variance theories where dif-

ferent variables impact the phenomena. With process, she says, “…process theories 

provide explanations in terms of the sequence of events leading to an outcome (e.g., do 

A and then B to get C)”, compared to variance theories where “…more of X and more of 

Y produce more of Z” (Langley, 1999). Langley states that “The analysis of process data, 

therefore, requires a means of conceptualizing events and of detecting patterns among 

them.” (Langley, 1999). 

Second form of complexity is that data has “…multiple levels and units of analysis whose 

boundaries are ambiguous”. (Langley, 1999). For instance, what belongs to some par-

ticular process and what does not? Some available strategies can deal better with this 

kind of ambiguity.  

Third, Langley talks about “variable temporal embeddedness” of process data. (Langley, 

1999). What this means is that there are a lot of factors that are not getting recorded as 

incidents even though they have underlying influence on the events being observed. 

Even very different level of events can have an impact here. Langley opens this by giving 

examples: “…an event may include a bad year, a merger, a decision, a meeting, a con-

versation, or a handshake.” (Langley, 1999). These are very different level of events, 

some maybe not recorded, but still having an influence on what we can observe. 
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Last category of complexity is the “eclectic” nature of data: this means the very diverse 

nature of process data: it can contain variables with events data, as well as “…the evo-

lution of relationships between people or with the cognitions and emotions of individuals 

as they interpret and react to events” (Isabella, 1990; Peterson, 1998, according to 

Langley, 1999). (Langley, 1999).  

When referring to the Table 2, the existence or absence of these factors in data can 

determine how well some strategy can be used when trying to define the process out of 

the data. Or they may lose or simplify certain aspect of the process if applied to certain 

type of data. Overall, strategy should be picked taking the nature of available data into 

consideration. 

3.3.3 Selecting Alternative Strategies 
 

Considering the DSR process cycles that have taken place with this thesis, all the levels 

of complexity are present, at least on some level. Regarding the data ambiguity, we are 

combining various disciplines in iterative manner and trying things out – this is ambigu-

ous. Event leads to another: for instance, making certain technology selection precedes 

the following steps, instead of set of standard variables being always present. “Variable 

temporal embeddedness” has clearly been present in repeated DSR cycles also: certain 

changes in the underlying platforms have mandated a specific path of actions to be 

taken, and this was bound to actual timing of doing the technological experiments. An-

other time, it would have been different story and path. Last category of “eclectic” data 

applies on some level, relationships between people are at play as new information to 

research community is generated. Cognitive processes part of Design Science Research 

process are also described by Vaishnavi and Kuechler (2015, p. 17). 

Regarding the number of available cases (one factor to consider when selecting a 

“sensemaking” strategy), it was already claimed before that it appears natural to consider 

the DSR process to contain “multiple cases” due to repeated, but different process cycles 

which each have different events and choices. Due to human choices made as a part of 

process the iterations are not similar with each other. 

Deriving from the above discussion, the strategies that seem applicable to perceived 

DSR cycles are listed in the following: 

 Narrative strategy and Alternate templates strategy: deals well with all levels 

of complexity present in DSR process. Also, data needs get fulfilled. 
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 Ground theory strategy: deals well with the data complexity. Might be challeng-

ing due to requirement of detailed similar incidences (for codification and catego-

rization). 

 Visual mapping strategy: deals relatively well with data complexity and allows 

abstractions. Weakness on emotions is not a factor with DSR, whereas the same 

on interpretations could be, depending on the case. 

 Temporal bracketing strategy: could work as eclectic data can be dealt with. 

Need to have clear temporal breakpoints (in process data) may be bit more chal-

lenging. On the other hand, those are already available in defined DSR process. 

Following strategies are not considered: 

 Quantification strategy: requires many similar events to enable statistical anal-

ysis, and “eschews ambiguity”. (Langley, 1999). This does not look like good fit 

for DSR. 

 Synthetic strategy: yields into definitions that are more “variance theories” than 

process models. We don’t want to focus on this now. 

Out of the available options we choose to apply Narrative strategy. Idea of narrative 

strategy is to create “a detailed story from the raw data”, and in best case come up with 

ideas that could be applicable in other situations also. (Langley, 1999). Langley states 

that “In the hands of an accomplished writer, this sensemaking strategy has the great 

advantage of reproducing in all its subtlety the ambiguity that exists in the situations 

observed.” (Langley, 1999).  

3.3.4 Observations on Design Science Research Process 
Based on Narrative Strategy 

 

Even though the results of the thesis will be described in later chapter, we already here 

open some of the defining moments during the process, on relatively generic level. We 

limit the details for the sake of brevity and to avoid the repetition in later parts. 

Whenever certain observation has significance for a particular result, listed in chapter 

“Summary of Results”, it is marked like this: ›› DSR_RESULT99, meaning this part of the 

text would contribute into (DSR-specific) result identified with DSR_RESULT99. 

We use the narrative strategy to see if we can find additional insights to DSR process 

cycles, by observing through narrative storytelling what happened and how things were 
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perceived. For that reason, the remaining of the chapter has more personal tone than 

other chapters in this thesis and uses the first-person pronoun in description. 

Note! It is important to notice that the observations in this chapter don’t concern the 

technical topic of the thesis or research question, but the DSR process itself. That is also 

why observations are categorized according to DSR steps. Also, even though approach 

was closer to earlier-mentioned DSR-IS, we reflect against the DSR process cycle, to be 

able to analyze initial steps like “Awareness of Problem” and “Suggestion”. 

 

Step: Awareness of Problem 

As the selection of the subject for thesis became relevant, generative AI had just become 

hot topic. It seemed that majority of my LinkedIn-feed dealt with the AI, many of the 

discussion topics mentioning ChatGPT specifically. Also, it seemed that suddenly a vast 

number of AI experts had emerged from somewhere as so many people had AI men-

tioned in their slogan in a way or another. That is one rapid change of the tide! Having 

had the idea to do my thesis “about AI” already from the very beginning of my studies 

made it anyway easy to jump into the wagon. 

As narrowing down the subject for the thesis with my professor, the first idea ended up 

being anything but narrow, rather it was very ambitious: “How can company data be 

provided to AI so that it can become extra board member?”. The thinking behind was 

that generative AI had proven to be approachable interface to AI, and there’s always 

more data than we can build analytics for via specific effort. However, it proved challeng-

ing to find business sponsor (i.e., data provider) for this idea. After very short considera-

tion the option to use only synthetic data was abandoned, as that would not adequately 

simulate the real complexity. Later, more specific problem – and this time more narrow - 

with commercial interest behind it was presented. That became the topic of thesis. 

Observation1: Interesting problems can be plenty, but missing sponsorship could pre-

vent pursuing for the solution if ingredients needed for building the solution (like data for 

instance) are now readily available. 

Observation2: There can be iterations almost on each phase of the process, for instance 

repeated process-internal dialogue between the step “Awareness of problem” and re-

search effort proposal.  

Neither of the above two observations bring new insights to the DSR process, however. 

First one is “fact of life” type of situation, and another one something I could expect with 

creative process. 
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Step: Suggestion  

Suggestion step, following the Awareness of problem, should produce tentative design. 

This design does not need to include implementation but at least somewhat matured 

idea how we want to go for solving the problem. Vaishnavi and Kuechler mention that 

”Suggestion is essentially a creative step wherein new functionality is envisioned based 

on a novel configuration of either existing or new and existing elements.” (Vaishnavi and 

Kuechler, 2015, p. 15).  

Already before the actual research question had got narrowed from “let’s make AI our 

board member” to something a bit more limited, I had pondered alternative design op-

tions regarding the training of AI / LLM with company data. First thought was to train AI 

model with the data in local environment at the university, but that option was abandoned 

due to couple of main reasons: while one dedicated physical server would have been 

available, security was seen significant risk as the expectation was that potentially sen-

sitive company data would be handled. Then, time and effort to train the model with the 

specific data was expected to be very high. In parallel, I sent a request for access cre-

dentials to one company that had just published a new LLM which seemed a potential 

option to the task. The response never arrived, though. Overall, the idea to use local 

resources was discarded and focus moved towards cloud and pre-trained models. 

Next, I studied available offerings from one of the major cloud providers. Their technology 

would have been a good match with the company I was at that time discussing with, but 

this deal was never closed. Another challenge was that models available by the cloud 

provider had limited language support. It seemed important to have a native language 

support as for instance sentiment analysis was already at that time one of the expected 

functionalities, even in Finnish. There is always a possibility to translate the text auto-

matically, but I thought it would be easy to lose nuances in the process. That, in turn, 

could be essential for detecting sentiments. 

While discussing with the representative of the mentioned potential sponsor company, I 

was made aware of one design pattern which sounded extremely interesting as it was 

able to combine the rich conversational capabilities of the ChatGPT and still base its 

responses on the company data only. Provided reference design included also easily 

approachable web interface. Once the research question got clarified and discussions 

with another company settled, I was able to use this prior investigation and propose this 

as a starting point for the tentative design very quickly.  

It was well known by that time that there are limitations in the size of input data that LLM 

can handle, even though the limits are growing with newer models. It was also known 
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that one of the design patterns for handling these kinds of situations is to handle input 

data in pieces. This was not part of the reference design but something I expected to 

build myself. I was able to find another reference implementation that was called recur-

sive, but it rather looked a looped implementation producing shorter summaries from 

pieces of large document and saving those shorter pieces into document.  

Observation3: Tentative design step was going by the book in here, meaning that the 

target design was “...envisioned based on a novel configuration of … new and existing 

elements.” (Vaishnavi and Kuechler, 2015, p. 15). 

 

Step: Development 

Development ”step” looked rather a phase, not a straightforward step to an artifact. Of 

course, DSR process model does not claim anything about the duration or amount of 

work, either. Still, it seemed that as both solution domain and problem domain maturity 

were relatively low, a lot of things kept on moving and changing rapidly. Existing artifacts 

(mostly the reference design in this case) kept on changing almost constantly (even 

though I only merged codebases few times when necessary).  

On few occasions earlier configurations stopped working, and rework had to be done to 

get back on track. For instance, geographical regions where ChatGPT model or one 

other module were available, changed. On one case, implementation that had been 

working previous night didn’t work the next day when re-deploying to cloud. This was 

due to dependency module changes, and pulling the latest updates for reference design 

changes and bug fixes was required to continue, calling for transfer of own implementa-

tion on top of new codebase again. Not everything was easily mergeable as initial func-

tions were also modified while looking for solution. What this all meant was that there 

were considerable number of iterations within the Development step itself, even before 

reaching the state of suggested by tentative design.  

Observation4: Environment is not (usually) fully under one’s own control. In case of 

using existing artifacts (e.g., reference design) path to artifacts, implementing tentative 

design, can be less straightforward due to changing dependencies. ›› DSR_RESULT1 

Observation5: When maturity of solution and problems domains are yet low, the concept 

of “existing artifact” may be evasive. New things get introduced constantly, and today’s 

innovation is that no more tomorrow.  ›› DSR_RESULT2 
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Observation6: For someone who has mostly been working in the projects applying agile 

methodologies, the single cycle of DSR process seems very much waterfall (but this 

cycle is getting repeated, though).  

Observation7: The expectation in DSR is that after each Development step, formal Eval-

uation and Conclusion activities are taken before the next cycle. I would claim that some-

times the evaluation and conclusions could be informal, sudden, even binary: “this is not 

good... this does not work!”. In my opinion this could in certain cases lead to instant 

reworking of the (design and) implementation without going through the formal steps of 

Evaluation and Conclusion, if clearly no relevant design science knowledge would be 

generated. This is certainly what I did myself. ›› DSR_RESULT3 

Observation8: DSR allows working with the design as well as with the implementation 

within the Development step. But why not to show it in the process model itself, as to me 

this sounds iterating within a step? 

Following the Observations 6, 7 and 8 I searched if something has already been stated 

on DSR and Agile. In their conference paper Conboy et al. (2015) propose Agile Design 

Science Research Model, ADSRM. This work is proposing to bring elements from Agile 

into DSR in wider scale, but still proposes iterating each cycle fully. On the other hand, 

DSR-IS as suggested by Vaishnavi and Kuechler (2015, p. 60) seems to be less strict 

on the exact steps, rather focusing on included activities. 

In my mind DSR allows the “hidden” iteration within the Development step as both design 

and implementation can be matured. Whether to make this visible or not has two angles: 

making it visible might give too much permission to skip the Evaluation and Conclusion 

steps sometimes when there really would be benefits in taking those. Making it visible 

(and perhaps optional) would agree that sometimes there is no new design science 

knowledge available after dead end. ›› DSR_RESULT4 

 

Steps: Evaluation & Conclusion 

My way of working admittedly was not pure DSR, and not ADSRM either. Perhaps mostly 

the DSR-IS. In pure DSR the requirements for final two steps in a cycle are quite com-

prehensive: things are carefully recorded, explained, and analyzed. However, I feel it is 

less evident how to carve important design science knowledge out of the dead end where 

the conclusion simply is that “this is not working!”, if the reason is not some technical 

curiosity but for instance poor idea how to implement something, or the change of the 

platform underneath that has rendered previous version as non-working, despite all the 

configuration settings in place. I can, however, identify few grand DSR cycles during the 
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technical part of the thesis (while great number of iterations within the Development step, 

like explained in previous chapter), so in macro-scale the process used is DSR.  

What seemed to be at least an improvement somewhere in the middle of the journey 

was not necessary anything like that as time passed. Even the end state of the research 

gets challenged via constant improvements: for instance, during the making of thesis the 

capability to analyze PDFs via ChatGPT, or with Bing (using ChatGPT in the back-

ground) as a part of Microsoft Edge browser was introduced. Today’s innovation can be 

business as usual tomorrow, and old news soon after.  

However, I feel that principles gained during the process can remain valid for much 

longer as they can be utilized also in future. This is well described by the earlier Figure 

8 about design science knowledge hierarchies, even though there the emphasis is really 

on the design science knowledge produced for the community and I am more talking 

about personal competences. 

In the end of the Design Science Research process, we may have outcomes that can be 

considered as repeatable “facts”, or “loose ends” that cannot be so well explained. 

(Vaishnavi and Kuechler, 2015, p. 17). I certainly have loose ends as well, for instance 

related to prompt engineering. Why do certain things seem so much harder to “teach” to 

LLM than others, no matter how guided? Why do results sometimes vary more than 

expected when nothing was really changed? While I think I have full control of the be-

havior of things visible to me, do I really? For instance, is the version of the LLM I used 

(“gpt-35-turbo”) behind the API technically same today and tomorrow? Have implemen-

tation of other building blocks in the cloud changed and is it their mutual play that hit me? 

Finally, I found out that some of the loose ends may start to turn into less loose, even 

towards the very end of the documentation process. This happened to me with some 

difficulties faced on prompt engineering, especially related to counting things, like 

amount of given feedback. While copy-pasting the text from the generated PDF (Portable 

Document Format) file, I found out that some of the whitespace-characters (line breaks 

etc.) were off, even though on surface PDF seemed fully ok. This can explain the diffi-

culties with counts at least to some level. Research is never ready! 

Observation9: In a longer project the outcome of the intermediate Conclusion step that 

seemed to produce new insights, may change before reaching the end of the project. ›› 

DSR_RESULT2 

Observation10: Design science knowledge that leans towards the technological end of 

the spectrum can have its “best-before date” coming soon, especially in domain that has 
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low solution and problem maturity. Principles, however, will last longer. This, however, 

was already stated in the literature. ›› DSR_RESULT5 

Observation11: Loose ends do seem to get created. Feasible explanations (that could 

be matured into repeatable solution) do not always present itself. Mechanisms for those 

could vary depending on the project of course and are many. 

Observation12: Loose ends could turn into less loose even in the very end of the pro-

cess. Sometimes explaining and documenting the results may open new insights. A little 

bit like with GPT – they yield better results when they think through step-by-step what 

they are supposed to do. ›› DSR_RESULT6 

Observation13: The existence of more relaxed forms of DSR, like DSR-IS, seems to 

highlight the fact that one size does not fit all. There are scenarios where tuned approach 

works better. 
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4. SYSTEM DESCRIPTION AND DESIGN PHASES 

The concrete, tangible target of the thesis (POC software), as well as technology platform 

selection process (around topics like whether training or finetuning own AI etc.) have 

already been opened earlier, so they will not be repeated anymore in detail. Instead, this 

chapter will describe the high-level starting point architecture, essential parts of the sys-

tem used and built, and some key methods and/or functions. The work will be presented 

through few logical chronological phases, or DSR process iterations. Most of the code 

extracts are given for the last version of the POC, but some also earlier phases. 

Some code presented in this, and several following chapters, may have been formatted 

for the page for clarity and readability. Also, some draft comments may have been edited 

for clarity, but this does not change the functionality. These practices apply to this section 

and all the following sections with code samples, except code in Appendix D which is 

almost unedited. 

Whenever certain paragraph or comment has significance for a particular result, listed in 

chapter “Summary of Results”, it is marked like this: ›› RESULT99, meaning this part of 

the text would contribute into result identified with RESULT99. 

While doing the thesis, the search paradigm was under heavy change. Let’s face it, 

Google has been a trusted friend of every software developer. Now, instead of giving 

mere keywords to Google to find some aid for coding related issues, the conversation 

with Microsoft Bing (now called Copilot, integral part of Edge browser) became possible. 

For the sake of transparency, it needs to be mentioned that these new ways of working 

were indeed utilized when doing this thesis. It is also part of the learning itself. Suggested 

code snippets were used for thesis and related POC software. Also, AI was great assis-

tance explaining the themes and ideas of code snippets of existing code when familiar-

izing with it. Further, at least on one occasion it even helped with specifics when maturing 

the idea, but this of course required asking right questions and already having the idea 

in mind where to go. These changes in coding paradigm and even in generic way of 

working are widely discussed in public at the moment and expected to change for in-

stance the nature of software development. However, responsibility is never transferra-

ble to any AI-assisted code-pilot, checking the outcome is always the responsibility of 

individual. Same is true here. 

Also, other assistance was used while developing the software and documenting it, for 

instance dictionaries, Microsoft Word spell-checker and thesaurus and so forth. 
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System was developed in three main logical phases which are opened in following sub-

chapters. This does not mean that there would be three commits in repository, far from 

that. Rather, they are logical steps that can be seen retrospectively. Within these steps 

there were some micro-iterations and even change of mind. Still the goal is to represent 

the essential outcomes and decisions here. 

4.1 Phase 1 

First phase was about getting the basics to work. This includes being able to deploy the 

application to the cloud environment and running it successfully, as well as getting 

started with summary generation, even with documents of lesser length. 

Several things introduced in Phase 1 did not live through the entire lifecycle. This, how-

ever, is acceptable due to iterative nature of DSR process. 

4.1.1 Reference Platform Software and RAG-pattern 
 

Microsoft’s reference architecture available via GitHub was used as a starting point 

(“ChatGPT + Enterprise data with Azure OpenAI and Cognitive Search,” 2023). Software 

is available under MIT License which can be found in Appendix A of this document. The 

version of the software available around the end of July 2023 was used as a starting 

point for the Proof-of-Concept software. Figure 10 is taken directly from the repository 

and represents the high-level architecture: 

 

Figure 10.   High-level system architecture (“ChatGPT + Enterprise data with Azure 
OpenAI and Cognitive Search,” 2023). 
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The design pattern used here is called as “Retrieval Augmented Generation”, which is 

explained and demonstrated in video related to the topic (Making Enterprise GPT Real 

with Azure Cognitive Search and Azure OpenAI Service, 2023). Further background is 

given in a dedicated blog post from March 2023, even though the software has since 

gone through significant evolution (Castro, 2023). “Retrieval” in the name of the design 

pattern refers to the part where section(s) of indexed document(s) – represented as 

“Data Sources” in previous picture - are retrieved from the search service (Azure Cogni-

tive Search), and this data is then used to Augment the answer using the Azure OpenAI 

model (ChatGPT) via API. Augmentation happens in the backend and output is provided 

to user via web-based user interface. What is fundamental in this design pattern is that 

it does not require training of AI-model with company data, any pre-processing, organiz-

ing or translation of source data, but model can be used as is. (Castro, 2023;  Making 

Enterprise GPT Real with Azure Cognitive Search and Azure OpenAI Service, 2023). 

One point to add is that in later phases the Retrieval part was changed away from Search 

Service. 

Sample interaction, using the software as-is, is provided in the GitHub repository readme 

file, shown in next Figure 11: 
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Figure 11.   Screenshot of the sample run (“ChatGPT + Enterprise data with Azure 
OpenAI and Cognitive Search,” 2023). 

 

Software included few alternative sample “interaction patterns” or “approaches”, mean-

ing different ways to design prompts, build queries, and interact with the model. Exam-

ples were simple “retrieve-then-read”, which is said to work well for simple Q&A scenar-

ios as question has all the information needed to fetch matches from search index. In 

practice “retrieve-then-read” means that “…approach simply uses the question to re-

trieve from the index, take the top few candidates, and inline them in a prompt along with 

instructions and the question itself.” (Castro, 2023). Creation of POC software was 

started on top of “ChatReadRetrieveReadApproach” (of type “read-retrieve-read”) as that 

was utilized in chat functionality. It is multi-staged approach that uses ChatGPT to build 

a query based on earlier discussion history, fetches relevant documents from search 
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service based on this query and then provides the original question with conversation 

history and fetched data to OpenAI API to get the response. Example of this can be seen 

in the previous picture, where query “Hearing too?” would not make any sense if earlier 

context was not considered. (“ChatGPT + Enterprise data with Azure OpenAI and Cog-

nitive Search,” 2023; Castro, 2023). 

The concrete boundary for how much history can be carried around is set by the token 

limit of the used model, “gpt-35-turbo”, is 4096 tokens (“Azure OpenAI Service models - 

Azure OpenAI,” 2023). This set of 4096 tokens must include all the history, system 

prompt (behavioral guidance), user’s last prompt (e.g., a question) and even completion 

of the prompt (e.g., answer to the question) itself. 

4.1.2 Data 
 

Original source data (from the company that this thesis is made for) is by human and 

varies heavily in quality. When studying the data, part of it did not make any sense, 

literally, but was only garbage, being apparently random characters after each other. 

Company representative opened the background explaining that in certain cases data 

created by mandatory surveys was of poor quality, instead of indicating any technical 

issue. In addition, there were also entries repeated multiple times, some entries were 

longer, but off-topic, and so on. There also were relevant replies for the actual questions. 

For confidentiality reason actual customer data will not be represented in here.   

Artificial, synthetic data (data that was in fact generated by ChatGPT) was decided to be 

used to proceed with the study. This enabled to focus on solving the questions at hand 

instead of using time on cybersecurity measures when deploying test software and exe-

cuting it. Uploading actual customer data to the cloud without implementing necessary 

security measures was seen too risky. This prevented the possibility for real source data 

leaking out. English version of generated data used in Phase 1 is shown in Appendix B. 

Similar type of Finnish version of generated data was used. 

4.1.3 Extracting Insights and Detecting Sentiments 
 

Already during Phase 1 test drives were made to understand how the basics for insights 

and sentiment detection work. Had it seemed evident that the selected approach is not 

working towards intended targets, different direction would have been required. Figure 

12 shows example run of the system, using the version of generated data shown in Ap-

pendix B: 
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Figure 12.   Phase 1 sample run for extracting insights from data. 

 

Looking at the user question made, and comparing the given recommendations to the 

data source, the recommendations seem to make sense and match the content well. 

See the comparison in the next Table 3:  
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Table 3.   Observed correlation between data and AI output. 

Sample Extracts from Data Recommendations Generated by AI 

“…the content felt outdated.”, “The content 
was outdated…”, “The lack of up-to-date in-
dustry examples made it difficult to relate…”, 
“The course curriculum was outdated, failing 
to keep up with industry trends and emerging 
technologies.” 

Update course content to keep up with indus-
try trends and emerging technologies. 

“The course … lacked practical application. 
More real-life examples would have been ben-
eficial”, “The course failed to provide sufficient 
practical application opportunities. More 
hands-on exercises would have reinforced the 
learning.” 

Increase opportunities for practical application 
and hands-on exercises. 

“The course failed to provide sufficient oppor-
tunities for individualized feedback. Personal-
ized guidance would have enhanced the 
learning experience.” 

Provide more personalized feedback and 
guidance for individual learners. 

“Including a wider range of guest speakers 
would have enriched the learning experience.” 

Include a wider range of guest speakers to 
bring more diverse perspectives. 

“…the support was lacking.”, “…there was lim-
ited interaction.”, “…feedback was vague.”, 
“…instructors were unresponsive…”, “The 
course fell short in terms of instructor engage-
ment. More active involvement and timely re-
sponses would have improved the experi-
ence.” 

Improve instructor engagement and respon-
siveness. 

“The course lacked support for self-paced 
learners. More resources and guidance for in-
dependent study would have been helpful.” 

Provide more resources and guidance for self-
paced learners. 

“The course structure was confusing, and the 
expectations were not clearly communicated. 
This led to unnecessary stress and confu-
sion.” 

Clarify course expectations and structure to 
reduce confusion and stress. 

“…there was limited interaction.”, “The course 
lacked interactive elements, making it chal-
lenging to stay engaged throughout the dura-
tion.” 

Increase interaction and engagement in con-
tent delivery to keep learners motivated 

“The course … lacked practical application. 
More real-life examples would have been ben-
eficial.”, “… lack of up-to-date industry exam-
ples made it difficult to relate the content to 
real-world scenarios.” 

Provide more real-life examples to reinforce 
learning. 

“…there was limited interaction.”, “… course 
failed to provide sufficient opportunities for in-
dividualized feedback.” 

Foster a more collaborative and supportive 
learning environment through discussions and 
feedback sessions. 
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As can be seen in Table 3, data source and recommendations correlate well, even if the 

system prompt (AI behavioral guidance) at this time was not on the level of finished 

Phase 1 system prompt. RAG-pattern was at use and relevant responses are given 

based on data injected part of the prompt. ›› RESULT1. 

One thing to be said, though, is that other comments in data (Appendix B) did praise the 

same things that other comments criticized. For instance, the recommendation was 

made for increasing “…practical application and hands-on exercises.” However, there 

were several comments in data that were favorable for the same subject, for instance 

the following: “The course offered a good balance of theoretical concepts and practical 

application. The hands-on projects were particularly helpful.”. This AI did not comment 

in any way, but it was not asked to do that, either. Same applies to comment about 

adding guest speakers, and many others. Feedback material is of course synthesized 

and may not reflect real scenario. In real scenario feedback could be more aligned, but 

experiences are always personal, so this is not guaranteed. 

Even before previous test (meaning using the different version of system prompt), it could 

be demonstrated that multiple languages can be supported out-of-the-box due to the 

capabilities brought by ChatGPT. Figure 13 shows the example discussion where the 

software is replying in English and in Finnish: 
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Figure 13.   Phase 1 sample run for using multiple languages. 

 

This use case itself is not of showroom quality yet, for instance AI replied in English even 

when asked in Finnish. There are few possible reasons for that at this early stage. How-

ever, it still already demonstrates that also Finnish can be used in conversations. ›› RE-

SULT1 

The last request in Figure 13 in Finnish translates as: “please list the negative feedback”. 

The outcome of that is presented as a continuation in next Figure 14: 
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Figure 14.   AI listing the feedback considered to be negative. 

Few observations can be made from Figure 14. First, all the listed feedback really has 

negative tone in them, so fundamentals of sentiment detection work. For instance, totally 

positives are not mixed with negatives. 

Like stated even by AI above in earlier Figure 13, categorization of items to sentiments 

is subjective, though. If we compare the listed feedback against the Appendix B which 

shows the data being used, we can (subjectively) say results appear to be relatively 

good. There are still few other feedback entries that could be listed as negative, as they 

include complaints. For instance, feedback 23: “The course did not meet my expecta-

tions. The lack of structure and inconsistent pacing made it difficult to follow.”. But some-

one else could of course see this as neutral observation, rather that emotional negative 

burst. AI did not list item 23 above.  

Another observation is that AI listed 12 feedback, even though earlier it said (in Finnish) 

that there would be 14 negative feedback. Logs are not available to deeply investigate 

reasons, but one possible explanation is that as data gets read and repeatedly processed 
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between queries the history is cut out, due to context window size limitations. This is 

more probable to happen when there is more data and lengthy system prompt. In prac-

tice this means that AI cannot take history into account and instead responds to prompt 

as a new thing, without much past knowledge. In such case part of the things it has said 

earlier, will simply drop off. Another observation is that in Phase 1 the “temperature” 

parameter of AI (impacting variations is responses) was still 0.7 which can give different 

answers to same question each time. Later this was dropped to 0.0 consistently.  

Overall, there is no single right answer to categorize the feedback listed in Appendix B. 

For instance, how should one interpret the sentiment of feedback 14: “The course had a 

strong theoretical foundation but lacked practical application. More real-life examples 

would have been beneficial.”? This has elements of praise (“…strong theoretical founda-

tion…”), negative expression (“…but lacked practical application.”), and even recommen-

dation that could be seen as neutral (“More real-life examples would have been benefi-

cial.”). Comparing the answers and source data, AI can be said to perform reasonably 

well when interpreting sentiments. ›› RESULT1 

4.1.4 Fetching Entire Document vs Fragments 
 

Reference implementation relied on search service returning the fragments of docu-

ments and using those as basis for completing the prompt. However, our need was to 

fetch the entire document. This was required because summary of the document must 

be based on entire content, not only a fragment, not even few of those. Any questions 

concerning the entire content of the file naturally needed the access to full text. To be 

able to do this, references to Azure blob client (client software operating with the file 

container), storage account and storage container were injected into ChatReadRe-

trieveReadApproach from another file, and logic was built to utilize those references. 

Next code snippet, Program 1, highlights the changes vs. the baseline software in the 

class constructor, where references were injected and stored into instance variables. 

Please notice that formatting has been adapted for page, and some draft comments re-

moved! 
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Program 1.   Injecting required references into class constructor. 

 

This change enabled to fetch the entire file from the blob storage once match was re-

turned by search service. Following method (Program 2) was added and it uses earlier 

injected references. The idea of the get_document_from_blob() method shown was to 

provide the iterator to the PDF-file so that it’s content could be accessed page by page 

elsewhere within the class. 

 

 

Program 2.   Method for fetching the PDF from blob storage. 

 

Below code snippet, Program 3, demonstrates how above-mentioned method was uti-

lized in a program to extract the full text from PDF: 

 



55 
 

Program 3.   Fetching the contents of PDF-file and storing into list. 

 

Code above takes the first filename returned by search service and then reads the con-

tent of that file using get_document_from_blob(), page by page into “pages” list. The 

logic of returning the filename(s) is not shown, but it much re-used the existing code, 

only selecting and returning the filename. 

4.1.5 Generating Page Summaries 
 

Relatively crude version for recursively handling the parts of the text was added. At this 

stage, the text of PDF-file was accessed page by page as can be need from Program 4: 

 

Program 4.   Recursive Phase 1 method for generating page summaries. 

 

Method generate_page_summaries() got the pages list as a parameter, and that list was 

iterated page by page. Chat history, page data (as injected data) and some other param-

eter was first stored into messages variable. Then, prompt completion was requested 

using the OpenAI API, and was result stored back into list, simultaneously indicating it 
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was a partial answer only. This got repeated for each page and it is easy to see this way 

of working if very much sub-optimal, but it acted as a step forward. 

Method described above was called elsewhere in code in simple while-loop in a way 

demonstrated by Program 5: 

 

Program 5.   Summarizing and condensing text via method looping. 

 

Via looping the length of the generated summary (which is the sum of the length of the 

text in all “condensed” pages) got smaller. Once this sum got below the given trigger 

value (NUM_OF_CHARACTERS) loop exited. Following that the final summary from 

ChatGPT API was requested, but this is not shown here. 

4.1.6 System Prompt 
 

Next aspect that required considerable amount of thinking and effort was the system 

prompt. System prompt controls the behavior of ChatGPT and can be fundamental to 

the results achieved.  

In the first phase several trials were made to control the behavior of the POC software 

and get better (reliable and repeatable) results by tuning the prompt. For instance, ex-

plicit guidelines for summarizing or handling the sentiments were given. In addition, sev-

eral examples for counting the feedback were given. Version of the prompt can be seen 

in Appendix C. 

4.1.7 Other Aspects for Phase 1 
 

In addition, Phase 1 contained other changes and additions. Those are shortly listed 

here without code samples.  

 Remote debugging was not possible, so workflow was partially relying on output 

on Azure Web App console output. To support this logging was enabled. 

 Reference software used indexing which was language-specific and had support 

for English only. As the target was to be able to use the POC also with Finnish 
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documents, some trials adding support was Finnish also were made. This re-

quired changes in few places, for instance in python-script preparing the docu-

ments (e.g., indexing and uploading to cloud), and in backend implementation 

which called the search service and ChatGPT API. Despite requiring some 

amount of work code examples are not given here as this was later dropped. 

 In Python-script that is used to prepare and upload the documents into cloud few 

changes were also made. For instance, a new function that uploaded file into blob 

without splitting it was added, and another new function that indexed file as a 

whole, instead of fragments, etc. These were also dropped in the last iteration. 

Program 6 presents a code example for modified upload function that was used 

at this point, though: 

 

Program 6.   Phase 1 support function for uploading the document into blob without 
splitting. 

 

Function re-uses most of its logic from original upload function in repository. Uploading 

of the document is based on filename, pointing to pre-defined folder (data folder). If blob 

container does not yet exist it gets created, after which entire data gets uploaded without 

splitting it into separate file objects (blobs). 

4.1.8 Analysis for Phase 1 
 

Few observations were evident after the first phase: 

 Various extra dependencies (from the research question point of view), like use 

of Azure Cognitive Search and indexing, splitting the documents into blob storage 

and so on, added with the changing implementation of the baseline software 

made the progress slower than it would have been without those aspects. On the 
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other hand, baseline software provided a good starting point, especially in terms 

of merging the capabilities of GPT AI and own data. 

 Generating the summaries recursively worked, but clearly the algorithm at this 

point was far from optimal. Handling the data was based on individual pages, 

instead of configurable size of text. But it looked evident that AI was able to ex-

tract grounded insights based on injected data. This is the benefit of the selected 

architecture, having capabilities of ChatGPT readily available. ›› RESULT1 

 The importance of system prompt tuning started to become evident. Equally evi-

dent was that GPT does not always do what expected. Retrospectively it can be 

noted that at least in one part of the software temperature parameter value was 

clearly above 0.0 (actually 0.7) which can cause variation into output. But there 

are other aspects as well: 15th August 2023 Microsoft had added the following 

comment into code: “Model does not handle lengthy system messages well. Mov-

ing sources to latest user conversation to solve follow up questions prompt.” (Ba-

lakrishnan, 2023). This means that instead of adding the data sources (own data) 

in the end of the system prompt, it was added in the end of the conversation 

history, to tackle some issues caused by lengthy system prompt. 

 Language-specific indexing did not feel quite scalable idea. Solving was left for 

later. 

4.2 Phase 2 

Second phase aimed to improve the understanding of the context of a text and bring 

some added performance into solution. All the observations from Phase 1 were not tack-

led in this phase yet. 

Like the first phase, Phase 2 also included few items that were not taken to the last and 

final Phase 3. It also tested an idea of ideas for increased context awareness but with 

less success at this stage. Those ideas we matured in last phase, however. 

4.2.1 Context Awareness 
 

As already hinted via generate_page_summaries() explanation during Phase 1, it started 

to look evident that there was a need to somehow let AI model know that it would have 

access either to partial data or full, even if already condensed (iterated), data. Even if 

the intention indeed was to process entire document (full data), that had to be done in 

pieces (partial data) due to the token limit as explained earlier. The need to indicate these 
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two different scenarios was based on finding that when asking a question relevant to the 

entire document, but AI having access only to partial data – which didn’t explicitly contain 

information about the context – it sometimes got confused and replied in unexpected 

way. Figure 15 has an example (underlining added retrospectively to the picture): 

 

Figure 15.   Example of AI getting confused with term ”overall”. 

 

The system prompt used at this point was an evolved, but intermediate version of Phase 

2, i.e., not the same as in Phase 1 / Appendix C. These two questions were made to the 

same document, and in almost the same way. The only difference is that in first question 

we have a word “overall” in addition. As can be seen the answers are very different, 

however. The latter answer, 150 feedback, is the right one for the version of data used 

at that time. This intermediate version of data is not shared in this document, as it is not 

relevant for this result, or the problem observed and explained next. 

To understand what is going on we can peek into thinking process behind the scenes. 

Below Figure 16 shows what was happening in case of the first question-answer pair, 

which gave the incorrect answer of “…37 feedback…” (highlights added retrospectively 

to the picture): 
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Figure 16.   Confused thinking process when term “overall” was used in prompt. 

 

The snippet of the prompt shown in Figure 16 contains the question that user did input 

via UI (“How many feedback … overall?”) – along with the collection of answers based 

on processing the parts of larger document. Each of these partial answers, labelled as 

“PARTIAL SOURCE”, is the outcome of taking a slice of the document and processing it 

via GPT API. Following Figure 17 shows that part of the flow: 

 

Figure 17.   Concept of handling large document in parts. 

 

This slicing is done simply due to the token limit. As depicted by the Figure 17 above, we 

aim to answer to the question separately for each slice of the document. What is not 

shown in the picture is that partials get combined to final answer. 

After we have received answers for the parts, we combine them to final answer. In case 

of creating a textual summary, this would mean summary of summaries. In case of count 

of something, we should combine the answers by adding them together. To control this 

behavior, instructions in system prompt were used during Phase 2. As seen in prompt 

(see Figure 16, and term “COMBINATION OF PARTIALS SOURCES FOR FINAL AN-

SWER”) there is a collection of parts available, to generate actual final answer to user’s 

question. And as can be observed, AI has got confused in several cases.  
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We wanted AI to count the sub-sums together and give the final answer via UI. However, 

many of the partials were even missing the count altogether. When interpreting the think-

ing process via Figure 16, AI deduced that based on some document slice only, it simply 

cannot tell how many feedback we did get overall for the training. Hence then answer, 

“don’t know”. This is a little like asking children “How many ice-creams did you take over-

all?” and they might say “Not sure…” – because who can remember all the ice-creams 

ever eat in one’s lifetime? If asked how many today, though, the answer could have 

been four. Further, even though some parts included the amount of feedback in that 

partial, the intended adding up did not work either. Model only returned single (largest) 

of the individual counts given.  

When then changing the question by only removing the single word, “overall”, the correct 

answer was given! Figure 18 gives a peek to the corresponding background process: 

 

Figure 18.   Thinking process without term ”overall” in prompt. 

 

As can be seen here, AI didn’t anymore try to guess the impossible, but only gave the 

answer, number of given feedback for each slice of the document that was under pro-

cessing at a time. Then, counting all the sub-sums together, it yielded the correct answer, 

150 feedback. This is exactly what is expected. Due to this kind of challenges and via 

analyzing this “thought process”, attempts to introduce context awareness into code was 

made. This concept was decided to be called as “base question”. ›› RESULT2 

4.2.2 Base Question, First Attempt 
 

The idea of the base question was simple, remove extra specifiers from the question, to 

avoid confusing the AI like explained in previous sub-chapter. For instance, if asking 

“How many feedback did we receive overall for the team leader training?”, the base 

question would be “How many feedback did we receive?”. Thinking here was to automate 

the simplification of the question when processing the parts, no matter in which format 

user made the question.  
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The approach tried at this stage was to give rather elaborated explanation and samples 

to AI, and then ask it to form the base question. Program 7 below records the specific 

part of the prompt for this purpose: 

 

Program 7.   Phase 2 system prompting for “base question”. 

 

Through several examples (shots) we aimed the AI to “get it” and form a base question 

out of user’s prompt. Elsewhere in the code the guidance shown in Program 7, along 

with user’s prompt, was sent to GPT API to form the base question. Program 8 shows 

how this was made in a code: 

 

Program 8.   Phase 2 attempt to create relevant base question via ChatGPT API. 

 

However, this approach was not working well, sometimes not at all. For instance, in a 

test run when asking a question “how many feedback did we receive overall?”, the re-

sulted question was “How many feedback did we receive overall?” so there was no 

change at all. This was a clear failure, a prompt slightly deviating from examples given 

in system prompt did not yield desired outcome.  

Not all user input are questions, they can be requests as well. For instance, another user 

prompt “assign each feedback to sentiment category and give me the count of feedback 

per category”, which is not a question at all, the outcome was: “How many feedback did 

we receive?”. The thinking process here is totally misguided. Due to these less success-

ful attempts this approach was dropped, to be followed by another try in Phase 3 which 

was more successful. 
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4.2.3 Concept of Partial Source and Combination of Partials 
 

As shown earlier, the code used concepts of “partial source”, and “combination of partial 

sources for final answer”. Despite dropping the first version of the base question, the 

idea of partials and combination of them continued to live. This section shows how these 

concepts were made known to AI. These rather elaborative elements of guidance were 

given via system prompt, here are extracts of the definitions. ›› RESULT3 

 

Program 9.   Extract of system prompt to elaborate existence of partial and full data. 

Program 9 shows the basic definition made to the AI about the two above-mentioned 

possible types of data. These are single part of the source data, or a list (combination) 

of parts, meant for generating the final answer that is output to user via UI. 

 

Program 10.   Extract of system prompt, aiming to guide the behavior through sam-
ples. 

 

Program 10 shows another part of the prompt, which admittedly very verbose. What is 

visible in this part of the prompt is the explicit guidance not to count whitespace charac-

ters as elements. At this point difficulties getting correct counts were experiences, and it 

was not clear what it was.  

Specific guidance not to count whitespaces as entries was making a positive difference 

in test runs, though. Now afterwards it is easier to see that something was wrong in the 

process when transforming the text into PDF. Retrospectively, we found this out later in 

final documentation phase, as recorded in the analysis part for Phase 3. This is the prob-

able reason for this guidance making an impact, and counts being difficult to system. 
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Program 11.   Extract of system prompt, further guidance on behavior. 

 

Finally, Program 11 shows an attempt to steer the behavior into desired direction. This 

part of the prompt has for instance guidance for summarizing the counts from separate 

parts together. 

4.2.4 Parallelism in Handling the Parts 
 

Compared to the execution of few lines of Python code, response time with OpenAI API 

appeared to be long, several seconds per request. Unfortunately, exact measurements 

are not available, but in certain cases even timeout defined by web software was ex-

ceeded due to several rounds of iterative calls aiming to reduce the document to proper 

size for final answer generation. Playing with parameters like window size made some 

difference, but significant improvement was achieved when calls were made parallel. 

The idea is to send multiple requests to API almost simultaneously and then wait then to 

be finished, also almost simultaneously. This worked even with the single core virtual 

machine. ›› RESULT4 

To handle the parts of documents (instead of mere pages like in Phase1) method was 

renamed and adapted, like seen in Program 12 below: 
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Program 12.   Phase 2 method for processing the parts of the text. 

 

The logic is mostly the same as before in Phase 1, but the essential change here is that 

looping is not happening within the method itself. Instead, parallel calls are devised else-

where in the code. Program 13 shows how: 

 

Program 13.   Processing of parts via parallel calls. 



66 
 

 

In case the first run does not condense the text enough for generating the final answer, 

i.e., the limit we defined would still exceed, another iteration inside while-loop is taken. 

Withing the loop, full text is first sliced into parts and stored into list “parts”. Then, multiple 

coroutines get triggered, adding necessary parameters in, and results are stored into list. 

Finally, the contents of the list get joined as a continuous text. 

4.2.5 Other Aspects for Phase 2 
 

Several aspects from Phase 1 were retained: 

 The use of synthetic data was kept the same. In the very beginning the explicit 

decision was made to use artificial data due to security reasons and focusing on 

essentials, in terms of POC software. 

 Use of Azure search service, combined with reading the whole document based 

on search result. 

 Logging continued to be used. 

 Use of modified preparation scripts, including uploading the document to blob 

without splitting it, because Azure Cognitive Search and indexing was still in use. 

4.2.6 Analysis for Phase 2 
 

There were few findings from Phase 2 worth highlighting: 

 When injecting the data into prompt, we are effectively reducing, even preventing 

the possibilities for hallucination. However, when handling data in parts, missing 

context can mislead the AI and yield incorrect answers that don’t appear to make 

any sense on surface. ›› RESULT2 

 Even single word in a prompt can make all the difference. As an example, in-

cluded “overall” is enough to derail the train in the scenario when handling the 

parts, if not taken care of. Prompts do matter! ›› RESULT2 

 Seemingly similar data fragments can yield totally different type of answers 

(“don’t know” vs “36 feedback”). It was not clear why at this point. There was 

some indication that something could have been wrong in the process of convert-

ing the text into PDF (See note about whitespaces already in Phase 1. Also see 

topic in Phase 3 analysis.). At some point in the last phase, Phase 3, the process 
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was changed, and instead of converting MS Word documents to PDFs, text files 

were used as a source to PDF. Thinking retrospectively, even mere text files 

could have worked. (Based on the comment from the company this thesis is for 

text-files worked even more reliably than PDF with the reference design.) 

 To build a bridge between parts and the whole, concept of the base question was 

coined and tried, but rather unsuccessfully at this stage. The idea, however, felt 

relevant so it was tried again in Phase 3.  

 In scenarios where time-consuming IO-operations are triggered and then waited 

for, parallel coroutines make a lot of sense if true parallelism is possible and 

things don’t have to go in sequence. ›› RESULT4 

4.3 Phase 3 

Last, third phase, got rid of usage of Azure Cognitive Search and related indexing that 

are fundamental elements in the reference software. They were not seen essential to the 

success of intended use case. This simplified the implementation greatly.  

In addition, new approach to the base question was implemented and it worked better 

than in previous attempt. Finally, structured system prompt was created, relying on ele-

ments injected into prompt. Essential parts of code, including almost all the code 

changes made for the POC (except some configurations for compiling etc.) can be seen 

in Appendix D. 

4.3.1 Abandoning Azure Cognitive Search and Indexing 
 

Reference architecture was selected due to advantages it gave from the start as ex-

plained before. However, implementation in Phase 2 already worked around many of the 

features and bypassed them. When continuing to try with even longer document (see 

Appendix E) it was found out that there was a token limit associated into indexing as 

well. As explained already earlier, in Phase 1 the document was indexed as a single 

entity without splitting it. Now with even larger document used during the development 

the token limit associated with indexing was hit and execution stopped with the error 

message.  

As there really was not much use for the search and indexing in the POC software, de-

cision was made to get rid of it altogether. Use case is different when analyzing customer 

data: it can be expected that operator knows what he/she wants to analyze and does not 

have to rely on search to find it.  
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This decision meant that actual code changes were needed only in couple of places, and 

almost all of these were for class “ChatReadRetrieveReadApproach”. The implementa-

tion for document indexing as well as custom document upload were dropped, for in-

stance. The only code change remaining outside of ChatReadRetrieveReadApproach 

class was the injection of blob client and Azure storage container references as ex-

plained earlier. This remained similar as before. 

In “ChatReadRetrieveReadApproach” class dropping the Azure Cognitive Search and 

indexing meant a lot of simplification. The selected approach was that the document to 

analyze is stored as “input.pdf” into blog storage. Then without any searching this is read 

and processed. Such a static approach is of course not proper approach in fully produc-

tized version but that was not the intention, either.  

At this stage Microsoft had changed the implementation to support either streaming or 

non-streaming version. Method called “run_until_final_call” was acting as a “main” func-

tion in both cases, only working a bit differently. As before, some elements of Microsoft 

code were re-used as-is and then method adapted for POC. Program 14 below shows 

the beginning of the method “run_until_final_call”: 

 

Program 14.   Revised method (by Microsoft), modified for purpose (by author). 
This part of code orchestrates the overall process. 

 

Here can be seen how hard-coded value of filename is set, and then utilized in reading 

the content from the blob storage. Pages are joined and assigned to “full_text” which 

now has all the text in document. 
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4.3.2 Base Question, Second Attempt 
 

Earlier attempt to get the base question working has been explained inside Phase 2, and 

theory and thinking behind that will not be repeated. Now new approach was tried, how-

ever. Program 15 presents the dedicated method to create the base question: 

 

Program 15.   Revised Phase 3 method for creating ”base question”. 

 

The method includes the definition for the actual request “system prompt”, but of course 

that could be defined outside the method as well. The approach used this time, as de-

fined by “base_question_request”, is to use linguistic approach. We instruct that base 

question can be generated by removing either the entire object from sentence if it is 

present, or only the object modifier if the question would become irrelevant by remov-

ing the entire object. To define this approach, a bit support by ChatGPT was used in the 

thinking process, like hinted earlier. In addition, terms already known to be confusing 
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when handling parts of document, i.e., terms like “whole” or “total” were explicitly in-

structed to be removed. To increase chances for success couple of examples are given. 

Following Figure 19 defines the desired behavior through example: 

 

Figure 19.   Conceptual example of forming the base question from the prompt by 
removing the object modifier. 

 

Figure 19 shows the concept of base question through example. This is the same be-

havior that was instructed in system prompt that is part of “create_base_question” 

method. Method gets called before proceeding into handling the parts, to define proper 

base question. 

Thinking back, more careful consideration for the cases which are not actual questions 

at all could have been required. In addition, term “feedback” can be seen belonging to 

object modifier, but as examples are given it looks that the approach works. To make it 

bulletproof more testing and iteration would be required! But despite of these limitations, 

now the cases that did not work earlier, worked much better as shown by Figure 20: 

 

Figure 20.   Example run including the previously problematic ”overall” term. 

 

Here we get quite good answer against the data used (Appendix E), even though not 

fully correct (exact number is 365). Anomalies and issues related to counts remained 

somewhat loose end almost until the completion of the writing process of this document. 

During the documentation phase it was learned that something had gone wrong when 

converting the text documents to PDFs, few items were together instead of on their own 
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rows. Please see the last comment in the sub-chapter collecting the analysis for Phase 

3. 

What is more important here than exact count, however, is to see what was the base 

question that was formed, and consequently used when handling the parts. Figure 21 

has a screenshot from the log stream where the formed base question was printed: 

 

Figure 21.   Log stream revealing the created base question. 

 

Base question was correctly defined. However, it can be argued that getting this question 

for counts correctly is not a breakthrough, as guidance to remove terms “overall” was 

quite explicit in given prompt. On the other hand, similar explicit guidance did not work 

before as was explained in Phase 2, but now it did. Figure 22 holds another example: 

 

Figure 22.   Sample run with another prompt, and without term ”overall”. 

 

Figure 22 shows a request, followed by the summary. Again, from the log stream dis-

played by Figure 23 we can see that proper base question was created: 

 

Figure 23.   Log stream output for created base question, in context of another sam-
ple run in Figure 22. 
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This is what we want, and for this there was no explicit guidance given in prompt, mean-

ing the logic worked ok. This kind of base questions are less prone to confuse AI in a 

way that was explained in Phase 2. ›› RESULT5 

Let’s summarize the Design Theory for base question through Figure 24: 

 

 

Figure 24.   Theory of base question. 

 

Figure 24 depicts the full theory and how the concept of base question works across the 

entire workflow. User’s prompt, relevant to full scope, gets processed by relaxing it as 

described before. This base question becomes a new intermediate prompt that is used 

with document slices. AI is less likely to get confused. After all the parts have been han-

dled, they are combined, and initial prompt gets completed. ›› RESULT5 

Outside of the base question itself couple of things are noteworthy in the Figure 22 show-

ing the conversation with the AI: in the middle of the response we can see the term 

“Overall” which seems to be what ChatGPT often uses as a first word in closing para-

graph. However, here the story continues after that, and knowing the background it 

seems that we can still somehow perceive the invisible borderline between separate 

parts that were used to generate shows summary of summaries. This could still be im-

proved. ›› RESULT3 
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Another thing is that while the summary is correct, comparing to the contents of Appendix 

E, the beginning of the document is heavily emphasized. Sometimes this might be ok, 

but more effort could be put how to balance the summarizing, e.g., via system prompt. ›› 

RESULT3 

4.3.3 Structured System Prompt 
 

In Phase 2 the system prompt was quite long set of directives that can get confusing. In 

this last phase the modular approach to system prompt was used, following the same 

idea as was used for instance for follow-up questions or injected prompt in the baseline 

reference software. ›› RESULT6 

In this approach certain categories relevant to the goal of POC software were introduced, 

but in no means are they all-embracing. Content of the injected parts is more or less the 

same as earlier (in Phase 2), but more categories and parts could be easily added. Pro-

gram 16 depicts the categories used now: 

 

Program 16.   Defined categories for structured system prompt. 

 

Let’s shortly open the categories listed in Program 16: 

 Basic behavior (Program 17): 

 

Program 17.   Alternative prompt options for basic behavior. 

 

This is meant to define the basic approach for the assistant AI. Couple of examples were 

given in code: first option in Program 17 is what was used earlier, including “brief and 
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concise” answers. Second option requests elaborate answers. Of course, any other 

things could be added, e.g. hostile or overly polite attitude if those for some reason that 

were required. 

 

 In-context learning (Program 18): 

 

Program 18.   Guidance to use only given source data. 

Program 18 shows how we guide to answer based on provided, injected data only. No 

alternatives are given here as this is vital for RAG-pattern anyway. 

 

 Data types (Program 19): 

 

Program 19.   Guidance for two types of data, partial and full. 

Concepts of partial and full data source types seen in Program 19 have been already 

explained in detail earlier, please refer to that explanation. No new logic was introduced 

here. 

 
 

 Context-awareness for partials (Program 20): 

 

Program 20.   Guidance for context awareness, in case of partials. 
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Single basic option is available in code, this retains the logic already explained earlier. 

Guidance shown in Program 20 aims to ensure that partial documents are handled with-

out trying to force the answers to match the conversation history. For instance, if conver-

sation history states that there are 500 feedback, partial would not have as many. 

 

 Partial source and counts (Program 21): 

 

Program 21.   Specific guidance on counts, in case of partials. 

 

Only single basic option has been provided with “_basic” extension, shows in Program 

21. This enhances the previous segment, dedicated for counts as those appeared to be 

challenging (see analysis chapter for Phase 3, though). This is again re-using the logic 

opened up earlier, no changes. 

 

 Context awareness for combination of partials (Program 22): 

 

Program 22.   Guidance for combination of partials. 

 

Guidance shown in Program 22 has been opened earlier, it defines what to do in case 

of having a combination of partials. Here also only single option has been provided. 



76 
 

 

 Summarizing (Program 23): 

 

Program 23.   Guidance for summarizing, two alternative approaches. 

 

Program 23 shows the definition for the behavior when summarizing things. In here two 

alternative options were given, either concise or elaborate. 

 

 Sentiment analysis (Program 24):  

 

Program 24.   Guidance for analyzing sentiments. 

 

As seen in Program 24 this is a bit more elaborate guidance, despite being called “basic”. 

This suffix is mainly there in case we would like to introduce some other option. One 

thing here was the guidance not to start splitting longer feedback to multiple sentiments, 

unless specifically asked for. 

 

 Sentiments and counts (Program 25): 
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Program 25.   Specific guidance regarding the counts and sentiments. 

 

Program 25 displays a little bit of special case already. This was added when it was 

noticed that when AI started feeding back or repeating the possible order numbers of 

feedback items in its response, they started confusing the counts calculations badly. 

 

Finally, usage of structured prompt is mostly basic python, selected options are injected 

and this defines the actual system prompt. Example shown in Program 26: 

 

Program 26.   Configuring structured system prompt in code. 

 

Here the basic behavior category the normal assistant has been selected to get concise 

answer. We could have selected the elaborate version in here. Same approach applies 

to all categories, many more can be defined if seen fit. 

Overall, the prompt is currently very long, partially because of detailed guidance as trying 

to work around with the difficulties experienced with PDF documents and counts. As a 

future improvement topic it could be studied how to simplify it. 
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4.3.4 Analysis for Phase 3 
 

Certain essential topics from Phase 3 are elaborated here. 

 Abandoning Azure Cognitive Search and indexing greatly simplified the software. 

This could have been done earlier but was only implemented in the last phase. 

The current implementation uses hard-coded approach for picking particular file 

from blob-storage, but like mentioned earlier this document this is not production 

ready solution. In productized version getting the list of available documents in 

blob storage and selecting a filename from the dropdown menu would be one 

possible approach. 

 As explained earlier, references to full context, when full context is not available, 

can cause AI to get confused and create incorrect answers. Introducing the (pos-

sibly novel) idea of “base question” worked better with this second attempt by 

using the different approach. As context window sizes of new GPT versions keep 

rapidly growing, this idea has less use in normal scenarios, admittedly. Also, 

more studying and thorough testing would be required to gain more confidence 

on the process in various scenarios. Basic idea seems to work, but with the cur-

rent implementation it may be easy to find a question posed by user that confuses 

not the AI, but the base question generation itself. This was added in the late 

phase of implementation and testing is not extensive. However, on some level 

the idea of base question could be considered even mid-range Design Theory, 

including Models and Constructs. Regarding the concept of “mid-range” in the 

context of design theories, especially in case of ISDT (Information Systems De-

sign Theory), Gregor (2006) states that mid-rage theories are “moderately ab-

stract and limited in scope.”. (Gregor, 2006, according to Vaishnavi and Kuechler, 

2015, p. 69). 

 Structure prompt didn’t bring new design knowledge as such but was created to 

bring some order to already extremely long system prompt. It also gives simple 

mechanism to configure different versions of system prompt in organized way. At 

the moment the configuration is static, but nothing prevents in future implement-

ing the configuration part via environment variables for instance which makes it 

dynamic without needed code changes. 

 Even in the end of the last phase some open questions remained regarding the 

difficulty in dealing with counts. The idea was that this had something to do with 

text to PDF conversion, but that could not be confirmed. Still, request not to count 
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whitespace-characters seemed to impact the results so it was clear something 

was off with the data. Only at the point when finalizing this document more clues 

were found: when copy-pasting the text content from the last version of generated 

PDF-document, “input.pdf” to Appendix E, it was found out that indeed something 

was wrong. In few cases, couple of numbered comments were not separated but 

instead were somehow concatenated together as seen in Figure 25: 

 

Figure 25.   Evidence of things being wrong in text > PDF conversion. It looks like 
that there are issues with whitespace characters. 

 

In other parts of the document the formatting was even worse. Now when copy-pasting 

the same text from the plain text file (file that was used as origin for conversion), no such 

thing happened for the feedback. This seems to confirm that something had gone wrong 

when converting the txt-format to PDF-format using Notepad++. These anomalies were 

not even in the places of page breaks in the source “input.pdf”, but in apparently random 

locations. This almost certainly explains the issues with counts, two separate feedback 

were counted as one in those cases. There were also other issues, like single feedback 

breaking apart to several lines, etc. Using a mere text file would therefore have been the 

safest way forward. 
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4.4 Some Alternatives and Recent Development 

All the previous sub-chapters describe what was done as a part of the POC software. 

Like indicated few times, however, the development of the field has been fast. While 

implementing the POC and writing this document, things have changed already multiple 

times.  

This sub-chapter opens some of the alternatives that have become available. The point 

of view emphasizes the goal of the thesis, i.e., handling long documents to which user 

can make questions. The direct technical application of the POC software, which is split-

ting the documents to parts, starts to get greatly obsolete due to latest announcements. 

4.4.1 Microsoft Bing a.k.a. Copilot 
 

Microsoft’s AI-powered Bing search along with new Edge browser were announced dur-

ing early 2023 (“Reinventing search”, Mehdi, 2023a). Included AI add-on in Edge 

browser was recently re-named as “Copilot”, and Copilot is getting integrated into other 

Microsoft 365 Office products as well (“Announcing Microsoft Copilot”, Mehdi, 2023b; 

“Our vision to bring Microsoft Copilot to everyone”, 2023). Copilot includes the capability 

to summarize documents. It seems challenging to find exact information on related token 

limits, but one Microsoft source discussing on Copilot for MS Word it is mentioned that 

“Copilot is currently limited to a maximum of around 18,000 to 20,000 words it can pro-

cess for a single query or prompt for features like generating document summaries and 

chatting with Copilot.”, at the time of accessing this website. (“Create a summary of your 

document with Copilot,” 2023). 

When trying Bing in Edge browser during September with the same PDF document that 

was used during that time for the POC software, results were not good yet. See Figure 

26 for the attempted sentiment analysis: 
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Figure 26.   Attempting to get MS Bing to analyze sentiments from provided PDF. 

 

Even though Bing was able to detect the document, it “refused” to categorize the senti-

ments out of the box. It is possible that with more careful guidance, or prompting, better 

results would have achieved. But if that kind of guidance were required every time for 

similar use case that is not very handy.  

The previous comment that the exact count of feedback is not known, calls for checking 

what then is the count, in Bing’s opinion, shown in Figure 27 below: 

 

Figure 27.   MS Bing refusing to count the number of feedback in PDF. 
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Despite being a bit more specific this time, i.e., what counts as one feedback, Bing didn’t 

count the number of feedback but provided some generic advice how to find out the 

correct result. 

This most certainly is not a full representation of Bing capabilities, however no more effort 

was used to this investigation. 

4.4.2 ChatGPT 
 

OpenAI’s web-based chat service has received the capability to accept uploaded docu-

ments and analyze or summarize them in various ways. OpenAI’s article mentions the 

current availability for ChatGPT Plus (paid version) and ChatGPT Enterprise users, and 

feature going to be available soon for API users also. (“File uploads with GPTs and Ad-

vanced Data Analysis”, n.d.). According to mentioned article the feature supports “All 

common file extensions for text files, spreadsheets, presentations, and documents.”. 

What is notable is the comment about the token limit per file: “All text text and document 

files uploaded to a GPT or to a ChatGPT conversation are capped at 2M tokens per files. 

This limitation does not apply to spreadsheets.” (“File uploads with GPTs and Advanced 

Data Analysis”, n.d.). This is quite a leap compared to the limit dealt with during this 

study, which was 4096 tokens. 

At their DevDay 6th Nov 2023 OpenAI announced more features. Along with new GPT-4 

Turbo and updated GPT-3.5 Turbo, even more functionality was revealed. Most notable 

announcement in terms of the scope of this thesis was new “Assistants API” which was 

mentioned to have “persistent and infinitely long threads” (OpenAI, 2023; “Assistants 

API,” n.d.). Assistants API can be used to build AI assistant that is included into one’s 

own application. How exactly the “infinite” size of Assistants API thread translates to use 

case of summarizing documents, not sure. However, page for the current Beta version 

overview mentions that API takes care that requests will always fit the context window. 

It seems to be using internal optimizations to do that: “Threads don’t have a size limit. 

You can add as many Messages as you want to a Thread. The Assistant will ensure that 

requests to the model fit within the maximum context window, using relevant optimization 

techniques such as truncation which we have tested extensively with ChatGPT.” (“As-

sistants API,” n.d.). (“Assistants API,” n.d.). On surface it sounds that something similar 

what has been done with the POC software in terms of compressing and summarizing 

content is happening within the Assistants API implementation. 
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4.4.3 Amazon Q 
 

29th November 2023 – which is the same day when writing this - Amazon announced its 

”generative AI assistant” to public (“AWS Announces Amazon Q”, 2023). It is very early 

days for Amazon Q but notably one of the features available is “summarizing documents” 

(“AWS Announces Amazon Q”, 2023).  

Press release mentions the capability to connect Amazon Q with customer’s own data 

and systems, also via 40 built-in connectors for various data sources like Amazon S3, 

Google Drive, Microsoft 365 and so on. Once information has been synthesized cus-

tomer can let Amazon Q to generate assistant web application to which users can access 

using their existing authentication. (“AWS Announces Amazon”, 2023). 
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5. SUMMARY OF RESULTS 

This chapter compresses the earlier effort from two previous chapters and summarizes 

the results. Earlier mentioned details will not be repeated any more but only shortly re-

ferred to. For deeper understanding of detailed results and to see how they were derived, 

reader is strongly encouraged to familiarize with chapters about design science research 

methodology and system description. This approach has been selected as describing 

results in detail make more sense to reader when context is immediately available. 

Whenever a paragraph has contributed to one of the results listed in this chapter, the 

corresponding result identification number has been listed alongside the paragraph, in 

this format: ›› RESULT1. This, for instance, would mean that the immediate text context 

does contribute to RESULT1. 

5.1 Collection of Results from System Iterations and DSR Nar-
rative 

Results have been divided in two main domains, which reflect the focus areas of the 

thesis. First focus area is Proof-of-Concept software itself and the results that have come 

from iterations, towards the research questions. Second area is the DSR methodology, 

and results coming from analyzing this process via narrative strategy. Not pure by-the-

book DSR was used like already mentioned, rather DSR-IS, but still approach that is 

close enough to justify the analysis and investigation for the process itself.  

Within these two main domains, findings have been classified into various types or cat-

egories, according to what has been described in earlier chapter about DSR knowledge. 

Some of the classification could be argued with, but best effort for the categorization has 

been made. First, we list the results related to Proof-of-Concept software and iterations 

in Table 4: 
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Table 4.   Summary of results towards Research Questions. 

DSR Knowledge   
Category 

Result ID, Result Summary 

Instantiations RESULT1: Regarding the research questions, LLMs can be used to 
create grounded summaries and extract actionable insights and senti-
ments from textual data when injecting it as an input (RAG-pattern) and 
guiding the behavior of AI via system prompt. Results received from AI 
resonate well with to the source data used as shown earlier. 

 
Proof-of-Concept software uses approach where data is injected into 

prompt and responses are generated only based on that, preventing hal-
lucinations that generative AI is also known for. 

  
Selected reference design benefits from all conversational capabili-

ties of ChatGPT while allowing discussions about own data e.g. in Finn-
ish, in English and so on. 

Design Principle RESULT2: When analyzing partial sources (fragments of document) 
missing context can cause unexpected issues, for instance “cannot tell” 
- type of answers.  

 
In such scenarios, even single word in a prompt does matter. For 

instance, use of term “overall” can confuse AI, when it does not know it 
all, at once – and is aware of that. More detailed analysis is available 
earlier in this document. 

Constructs,  
Instantiations 

RESULT3: Analysis of large text entities that exceed the size of avail-
able context window was implemented via recursive processing of parts 
and generating summary of summaries. To implement this, two concept 
were introduced and used in system prompt: 

 
1. Partial source (fragment of the document) 
2. Combination of parts (for generating the final summary) 

 
As noted in the chapter “Base question, second attempt” the border 

of the parts can sometimes still be visible and could be improved. Also, 
it seems that the beginning of used data is getting most weight. 

Methods RESULT4: When sequential approach of handling the data is not 
needed, use of parallelism can give advantages. Waiting times of GTP 
API are relatively long in computing scene, and POC software utilized 
parallel coroutines. Previously mentioned concepts (partial source, base 
question, and combination of parts) made that possible. 

  
RESULT6: Injection of various behavior, e.g. guidance for sentiment 

analysis, was implemented to simplify the building process of lengthy 
system prompt. This structured system prompt gets configured at 
runtime, but still relies on static selection in code now, not external envi-
ronment variables. This could be future enhancement. 

(Mid-range) Design 
Theory,  
including Methods 
and Constructs 

RESULT5: To prevent above-mentioned confusion caused by miss-
ing full context (when handling the fragment of the document), new mid-
range Design Theory called “base question” was created.  

 
Base question approach “relaxes” the user prompt so that correct re-

sult can be generated, instead of rather impudent and by-the-letter an-
swer “cannot tell based on partial data”.  

 
Base question relies on ChatGPT and related specific prompting to 

generate the relaxed base question from user’s question. 
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Results derived from the implementation of the POC software and presented in Table 4 

answer to research questions defined in the beginning of the study. Regarding the nature 

of findings, proposed “Base Question” approach can qualify as mid-range Design Theory 

on some level, even though further study is still needed. Whether the maturity of the 

proposal is on needed level needs to be discussed. Base question theory could be useful 

in scenarios where size of the context window forces to split the data into parts. Other 

results belong to lower design knowledge hierarchies.  

 
Next, results derived via narrative strategy that was applied to the DSR process itself are 

listed. Table 5 below collects the results from the analysis of the DSR: 

 
Table 5.   Summary of results for design science research process findings. 

DSR Knowledge 
Category 

Result Summary 

N/A DSR_RESULT1: In software development some aspects of the op-
erating environment (e.g., shared libraries, API implementations and ref-
erence design) are subject to external changes that the owner of a par-
ticular DSR effort cannot control. These changes can create disruptions 
to development process. 

 
DSR_RESULT3: It is suggested that if a particular iteration of DSR 

cycle is obviously not yielding any new design science knowledge some 
formalities would be skipped. 

Design Principle DSR_RESULT2: When both solution and problem domain maturities 
are low, which is still the case with generative AI, concept of “existing 
artifact” or “state-of-the-art” can be difficult to define in a project that ex-
tends for instance across several months. New things are introduced all 
the time, and today’s news is no more news tomorrow. 

 
DSR_RESULT4: Traditional DSR cycle could benefit from adding el-

ements of agile into process and making them visible. Some version of 
Agile DSR has been suggested via literature also. 

 
DSR_RESULT5: Similarly, as with DSR_RESULT2, intermediate de-

sign science knowledge can get old during the project if both solution 
and problem domain maturities are low. This is the case especially if the 
knowledge is on the area of technical instantiations and implementation, 
instead of higher-level paradigms like Design Theory.  

 
DSR_RESULT6: Loose ends may get clarified even at very late state 

of the process, for instance when documenting the results. 

 

When observing the Design Science Research process itself, few Design Principle find-

ings were made, as listed in Table 5 above. As generative AI is currently rapidly advanc-

ing field, it was interesting to see how quickly something “new” became “old”. That of 

course is not the case so much when the research field is more mature. In addition, it 

seems that some added aspects of agile thinking could benefit the DSR, by bringing 

some flexibility into it, when due. Agile is also the way that most of the software engineers 
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nowadays primarily think, based on my personal experience. Couple of findings did not 

belong to obvious categories, but they are listed, nevertheless. 

5.2 Key Findings for Research Questions 

Results in this sub-chapter are based on previous information and recorded results, and 

background is therefore no more repeated. Intention is to give a focused view of results 

versus the research questions. Initial, high-level research question was the following: 

 How to use Large Language Models (LLM) effectively in complex business 

analytics? 

This overarching theme is very wide, though, and it was reduced towards three and more 

tangible sub-questions that are relevant to actual business scenario and use case. Those 

three questions will be handled next.  

 Q1: How can artificial intelligence be used to create summaries and extract 

actionable insight from textual data? 

 AI, LLM specifically, can create summaries and extract actionable insight from textual 

data using the pattern where data is injected into system prompt, and AI is guided to use 

that data only as a basis for answers. This is known as “RAG” pattern. (RESULT1) 

 RAG-pattern is a good way as it enables combining company’s own data with capa-

bilities of pre-trained AI without fine-tuning of AI model. It can handle ever-changing da-

tasets and use multiple languages. (RESULT1) 

 With POC-software, summaries are received as a response to user’s prompt, which 

are textual, “conversational” messages provided via chat-like interface. Received sum-

maries and insights seem relevant compared to the provided data, therefore this is fea-

sible approach for business to reduce the human workload when analyzing large texts. 

(RESULT1) 

 If custom approach, meaning specific AI behavior, is needed, that is controlled via 

hidden part of the prompt, system prompt. (RESULT1, RESULT6) 

 To work around the LLM context size limitation, splitting of text into parts and recursive 

handling can be used. This is supported by two concepts introduced in this study, which 

are “partial source (fragment of the document)” and “combination of parts (for generating 

the final summary)”. (RESULT3) 
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 When handling partial data, AI can get confused by questions concerning full context. 

To mitigate this, new mid-range design theory called “base question” was created to 

support handling of partial data. (RESULT2, RESULT5) 

 

 Q2: How can AI be used to detect sentiments from the text? 

 Results for Q2 build on the results of Q1. To detect sentiments from text, AI is guided 

to use injected data as a source with RAG-pattern, which gives capabilities of pre-trained 

AI to user’s disposal. This gives a good starting point for sentiment detection. (RESULT1) 

 User can make questions regarding the sentiments in data. Interpreting sentiments is 

subjective, though. Like with Q1, system prompt can be used to guide the behavior. With 

ChatGPT the sentiment detection was working reasonably well. (RESULT1, RESULT6) 

 

 Q3: What kind of technical architecture and implementation would answer 

the need? 

 Results for Q3 are a collection of results presented for Q1 and Q3. Repeating them 

shortly, RAG-pattern combining the benefits of pre-trained AI and own data is a good 

way forward. Longer texts can be handled recursively in parts.  Handling of partial data 

is supported by introduced concepts of partial data, combination of parts, and base ques-

tion. (RESULT1, RESULT3, RESULT5) 

 Parallelism can be used to improve performance. Use case and POC-implementation 

allows handling of parts concurrently. (RESULT4) 
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6. DISCUSSION AND CONCLUSIONS 

Main goal of the study was to build a Proof-of-Concept software, and through that pro-

cess, to derive ideas how can generative AI be used with textual data to generate sum-

maries, give insights, and extract sentiments from that data. Process was guided by de-

fined research questions. Results show that it is indeed possible to use own data to-

gether with generative AI and get reasonable results out of it. During last few months the 

possibilities have increased. 

When the work started several months back, situation was different in terms of available 

capabilities. In relatively short time a lot of announcements and achievements have been 

made, few of those were shortly presented in chapter “Some Alternatives and Recent 

Development”. ChatGPT that was used in this study, was by no means the kick-off in 

terms of the AI as a field of study as it is already decades old, but it was certainly the one 

that made it visible and subject of common interest. Conversational chat interface is fa-

miliar to many, a common way to discuss with colleagues at work. This made the AI 

suddenly very accessible, people got hold of it. For some this is of course still only a 

curiosity, but in business world people started thinking how it could be used for more 

serious use cases. Like explained in the beginning of the document, that was the starting 

point also for this study. 

When assessing the value of the outcome, it is possible to take various point of views. 

Starting from the sensibility, this study worked as a kick-off to the involved company 

towards the adoption of AI. It is possible that POC will never be productized, but already 

the introduction of the reference platform itself worked as a strong push and this com-

pany is now strengthening its competitiveness with AI-based solution. From that per-

spective it is fair to say that study has at least brought indirect but tangible benefits to 

the company. 

Another point of view is relevancy. Like already mentioned several times, the progress 

on the field of generative AI has been very strong during the past months. After starting 

the study Microsoft introduced Bing, which was later re-branded as Copilot, and it is 

getting integrated into MS Office offering. This brings built-in capabilities into set of tools 

that many are familiar with, including the summaries of documents. OpenAI and Amazon 

are introducing similar capabilities. Size of the token window keeps growing, meaning 

there is less need to split things in parts to process them. Of course, newest solutions 

tend to be also most expensive, so in some use cases the token limit may still be limiting 
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factor for a while. But it is fair to say that the mere technical relevancy of the work is 

quickly fading.  

However, there are still things that can be considered relevant. First, the analysis of 

parts, and especially the introduction of base question concept via this study brought 

some interesting insights to the internals of generative AI. The concept of base question 

may have its use at least on theoretical level. Through that the importance of the context 

awareness, and significance of even single word in a prompt got more exposure. It un-

derlines the importance of the prompt engineering. 

Second, it is difficult to guess how the very context-specific capabilities of generic tools 

evolve. As shown earlier in this document, attempt to get Bing for instance to categorize 

the sentiments didn’t work out of the box, at that stage at least. It may or may not be 

possible to guide these tools in future for this kind of specific use cases. If extended, 

lengthy and explicit guidance, like “I want you to … and also… Please … but don’t…” 

would always be required to achieve the desired outcome that would be far from con-

venient. If company ends up pursuing for added accuracy by building its own custom 

solution that uses LLM, then applying the learnings from this study can help. 

6.1 Implications to Research 

Findings in this study came through the iterations while developing POC software and 

from observations made for DSR process. Table 6 lists the items having impact to re-

search: 
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Table 6.   Summary of items having impact to research. 

Item Description 

Concepts of partial and summary of parts 

(RESULT3) 
Concepts, designed to support when handling 
so large texts with LLMs that splitting of the 
data is required. 

Base question (RESULT5) Proposed mid-range ISDT that adds on to 
handling of large texts in parts. Way of relax-
ing the user’s prompt, to avoid confusing AI 
when prompt concerns the whole, and only 
fragment of whole is at AI’s disposal to pro-
cess. 

Applying DSR when both solution and prob-
lem domain maturities are low (DSR_RE-
SULT2, DSR_RESULT5) 

When planning to apply DSR for are where 
both solution and problem maturities are low, 
concept of “existing artifact” or “state-of-the-
art” can keep changing. Same applies to gen-
erated design knowledge. 

Adding agile aspects to DSR process 

(DSR_RESULT3, DSR_RESULT4) 
It is suggested that iterative aspects of Agile 
could be presented within the DSR cycle, 
even within single step if no new design sci-
ence knowledge is expected.  

Categorization of results according to gener-
ated DSR knowledge (emerged result) 

Results of a research project applying DSR-
type of approach could be grouped according 
to DSR knowledge. It gives a view to the rela-
tive importance of acquired knowledge. 

 

Most of the findings in this study came through the iterations while developing POC soft-

ware, but not all the findings or results have impact to research. Therefore, items pre-

sented in Table 6 are not a repetition of the results, even though relation is there. 

When starting the study one of the main issues to tackle on technical side was the size 

of the available context window, or token limit. That was seen as a major limiting factor 

in all the cases where own data is larger than few pages. This context window acts as a 

“memory” of LLM and includes (at least part of) conversation history, behavioral guidance 

in the form of system prompt and even own injected data. The larger the data, the less 

space available for the other parts, i.e. history and behavioral guidance. And even larger 

data means it could alone fill and even exceed the available size limit. Therefore, the 

way forward was to split data into parts, process them separately and then combine the 

results. Create a summary of summaries, in other words. It was proven that this can be 

done but approach also had its challenges. 

To mitigate some of the identified challenges few concepts were introduced along the 

way: concept of partial source data, concept of summary of parts, and a specific concept 

named as “base question”, which could be considered as a mid-range Design Theory. 

When dealing with only partial data, and still having to answer the end user question that 

assumes understanding of full context, AI got sometimes confused, especially when 
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knowing it had only part of the data. Through the system prompting and mentioned new 

concepts, including base question, it was possible to prevent this confusion. This is ex-

plained in more detail in earlier chapters. 

As a separate thread to the POC development, the DSR process itself was observed, 

even though the approach was not “pure” DSR, rather adaptation of it. Few observations 

through the narrative approach were made and recorded. Most concrete learning is that 

when applying the DSR for domain where things are heavily and constantly changing 

(i.e., both solution and problem maturities are low) it is very difficult to define what is 

“state-of-the-art”, or “existing artifact” – both of which are terminology referred in DSR. 

Due to fast progress the novelty of artifacts keeps changing, and yesterday’s state-of-

the-art is soon nothing but. This same issue applied to generated design science 

knowledge which can turn old even during the process. Hence, when planning to apply 

DSR for a project this is one thing to keep in mind. 

Another suggestion for DSR is that few ideas of Agile framework could benefit the pre-

sented DSR process, most importantly the internal iteration, even within the individual 

steps, within a single DSR cycle. This idea comes from the thought that following the 

process rigorously always, through all the suggested cycle steps, might not be best use 

of time if it is obvious that no new design science knowledge will be generated. In such 

cases remaining steps are informally acknowledged. 

Last implication item in Table 6 is not a direct result from the study but an idea that came 

later: when following the approach close to DSR, it makes a lot of sense to categorize 

the project result according to generated DSR knowledge categories. 
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6.2 Implications to Practice 

All the practical (managerial) implications originate from the iterations of developing POC 

software, direct or emerged. Findings for DSR process do not have relevance in this 

chapter. Table 7 lists the impact to practice: 

Table 7.   Summary of items having impact to practice. 

Item Description 

Productization of POC (emerged result) It is recommended to productize POC only if 
current and soon-to-be-available commercial 
tools don’t fulfil the needs of the use case. 

Utilization of the concepts created during 
study (RESULT3, RESULT5) 

If commercial tools don’t deliver expected re-
sults, the POC, together with supporting con-
cepts of “partial source”, “combination of 
parts” and finally “base question” can be used. 

Introduction of use case or user account spe-
cific “system prompt” as an option, in commer-
cially available tools. (emerged result) 

It is suggested that companies developing 
LLM-based office tools would consider intro-
ducing an option to bypass the standard be-
havior via optional, stored system prompt for 
advanced users. 

 

Although POC-software proved that it is viable idea to use AI to reduce the human work-

load for the use case behind this study, the proposal is made to primarily aim to use 

commercially available tools. This emerged result and recommendation comes from the 

fact that during the system building and study, there were several announcements that 

seemed almost to wipe all the though innovation of the POC away. In current relatively 

fast-moving scene of LLM and its applications to real life problems, it is expected that 

large investments into custom software development may turn into nothing. Already now 

the announcements seem to answer (on high-level) the use case, but that needs to be 

separately proven. AI-companies seem to be heavily competing, and it appears that al-

ready now the solutions that are available, and soon will be based on recent announce-

ments as listed in earlier chapter, have less limitations in terms of context window size. 

Also, many of these tools will be integral part of infrastructure and/or toolsets used al-

ready by businesses so using them is probably the best way to get started with the basic 

summaries. 

However, if it turns out that commercially available tools (or the ones soon to be out) do 

not give what user wants, then this study gives valuable insights how to move forward. 

Quick trial was made to extract some insights with available tool but with poor outcome, 

at that time. If this proves to be that case even in future, the recommendation is not to 

take the POC as-is from provided repository. Rather it would be best to take the latest 

available baseline and move the ideas, and in some cases methods on top of that. This 
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is because the baseline software from Microsoft has been constantly evolving, and it has 

been proven that sometimes earlier version of the software does not even run anymore. 

If business decides to implement its own AI-assisted solution, the ideas like how to ex-

plicitly guide the AI through system prompt or how does the AI perceive the presence of 

context (or absence of it), could be utilized. 

What about the companies implementing the generative AI solutions like OpenAI, Mi-

crosoft, Google, AWS? It feels slightly arrogant to give any guidance to those players 

who have made this thesis possible, but based on the learnings for the power of the 

system prompt, and early experience of Bing refusing to categorize the sentiments, one 

could still suggest that AI-companies considered giving the possibility to store some use 

case or user account specific “system prompt” as an option even in their standard inte-

grated tools for more advanced users: for instance, if handling the user sentiments in 

certain way is the key, and this is a semi-permanent rule, there could be a way to store 

that desired behavior somehow and keep applying it without user explicitly asking the 

same every time separately, when starting a new session.  

Something similar that is available in the reference platform, there is for instance a pos-

sibility to bypass the system prompt. Also, ChatGPT has an option to provide custom 

instructions for responses and to provide some background information. If single guid-

ance is not feasible to all cases, maybe there could even be a set of special scenario-

related prompts, if they are mutually exclusive. User could select the one from the 

dropdown based on the particular use case he or she is dealing with. 
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6.3 Limitations 

There are lot of limitations related to this study. Most essential of those are listed in the 

Table 8 below: 

Table 8.   Summary of essential limitation in research. 

Item Description 

Maturity of POC software, impacted by miss-
ing remote debugging 

Not being able to debug remotely meant rely-
ing extensively on system logging. This was 
very ineffective and throttled the number of it-
erations in practice. 

Quality of the data used Using generated, synthetic data potentially 
abstracts away some of the anomalies. On the 
other hand, there were issues even in syn-
thetic data. 

Late adoption of DSR Project started by leaning heavily to imple-
mentation, and actual methodology got de-
cided later. Approach more faithful to actual 
DSR could have been used. 

 

First thing to mention is the quality of the POC software, impacted by the development 

process. No viable way to use remote debugging was found with the selected technology 

stack, which meant that debugging was heavily based on logging. That is far from optimal 

approach, and highly ineffective. This in turn caused slowness when looking for errors 

and trying to understand how a version of software works. At some point of the process, 

it took around 20 minutes to deploy a new version to the cloud, even though it got faster 

later. The result of this is that the maturity of the POC is not on the level it could possibly 

be, had the development cycle been smoother.  

Next thing relates to the quality of used data and is two-fold. First, synthetic data was 

used due to security concerns. It is of better quality than actual data, and abstracts some 

of the possible anomalies away. While no actionable insights can be extracted out of 

mere garbage, studying what is the impact of this would be, is missing. Second aspect 

about the data is that there were quality issues with the generated synthetic data anyway. 

It was found out only during the final documentation phase that conversion process had 

gone wrong. Quite much time and effort were used trying to get things working in ex-

pected way, but issues with whitespace characters most probably have a factor here. 

This resulted in rather verbose system prompt, though. Had this been found out earlier, 

it would be possible that effort could have been focused elsewhere. 

Last thing in Table 8 relates to how things got started and how the design process (DSR) 

was adopted. When the subject of study got decided, things proceeded very quickly to 
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actual implementation to prove the case and to get forward. Things went far, and after-

wards the actual design methodology was decided. This meant that mapping to prior 

activities had to be made. This is hardly ideal nor meaning of DSR but was mitigated by 

good notes and screenshots taken during the development. Also, regular commits in 

code repository were of great help. Balanced analysis of DSR-process, including deriv-

atives like DSR-IS, could have been conducted in advance, and then applied from the 

very beginning. 

6.4 Future Research 

Suggested topics for future research were identified. Those are listed in the Table 9: 

Table 9.   Summary of items for future research. 

Item Description 

More balance summarizing of large text (as 
referred in RESULT3) 

When creating a summary of summaries from 
parts, the boundary between parts in final 
summary is visible. Also, beginning of the text 
seems overemphasized. 

Maturing the concept of base question (RE-
SULT5) 

Maturity and robustness of base question 
could be enhanced, and perhaps expanded to 
“base prompt”. 

Gaining control of development environment 
(DSR_RESULT1) 

In complex development environment there 
are many moving parts. Ways to create as ro-
bust environment as possible could be stud-
ied. 

 

Early ideas regarding the future were heavily related to the productization of the POC 

software, including cybersecurity, enhancing reliability and so forth. However, based on 

the recommendation not to pursue with the POC itself by default, the focus changed 

significantly. 

There are couple of things that could be researched further, still, listed in Table 9. First 

of those relates to summarizing of large texts. Based on POC implementation, the bound-

ary of parts was somewhat visible in certain cases. But even more importantly, it looks 

like that the beginning of the text is overemphasized in the summary. It could be studied 

if this phenomenon is present even in other commercial tools, and if so, how could the 

outcome be made more balanced. 

Second, the concept of invented base question could be further studied and improved, 

as there might be use cases where deriving the relaxed, context-agnostic question out 

of user’s question has relevancy. Current implementation may be fragile, so it could be 
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tested and improved to make it more robust to various kind of user prompts, questions 

or otherwise. That would make it “base prompt”, rather than “base question”. 

Final suggestion for further study relates to finding ways to achieve stability with complex 

development environments. There are configuration files that settle the variation for 

some dependency modules, but what about the instances behind APIs, or versions of 

various cloud appliances? It would be interesting to understand what would be the unified 

way to ensure the stability of an environment that consists of multiple elements, of mul-

tiple types and from different vendors. 
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APPENDIX A: MIT LICENSE 

MIT License 
 
Copyright (c) Microsoft Corporation. 

 
Permission is hereby granted, free of charge, to any person obtaining a copy 
of this software and associated documentation files (the "Software"), to deal 
in the Software without restriction, including without limitation the rights 
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell 
copies of the Software, and to permit persons to whom the Software is     fur-
nished to do so, subject to the following conditions: 
 
The above copyright notice and this permission notice shall be included in all 
copies or substantial portions of the Software. 

 
THE SOFTWARE IS PROVIDED "AS IS", WITHOUT WARRANTY OF ANY KIND, EXPRESS OR    
IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF MERCHANTABILITY,     
FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT. IN NO EVENT SHALL THE     
AUTHORS OR COPYRIGHT HOLDERS BE LIABLE FOR ANY CLAIM, DAMAGES OR OTHER LIABIL-
ITY, WHETHER IN AN ACTION OF CONTRACT, TORT OR OTHERWISE, ARISING FROM, OUT OF 
OR IN CONNECTION WITH THE SOFTWARE OR THE USE OR OTHER DEALINGS IN THE SOFTWARE 
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APPENDIX B: SYNTHETIC DATA FOR PHASE 1 
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APPENDIX C: PHASE 1 SYSTEM PROMPT 
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APPENDIX D: CODE FOR PHASE 3 

Note! This appendix shows all the changes. File “chatreadretrieveread.py” is included 

fully due to amount of changes. From other files, only changes compared to commit 

ff273c2636e6035eb1f96da22bb9f47e7e353c66 are shown. Big part of the code is by 

Microsoft, but some methods are solely for the POC software. Parts of the reference 

code have also been adapted to support added methods and revised logic. 

Please notice there is no editing for the screen, except single commented-out line is not 

shown. Other than that, all the draft comments are there, also comments still referring to 

original implementation like usage of Cognitive Search etc. Code is provided as unla-

beled images. 

 

app/backend/approaches/chatreadretrieveread.py 
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app/backend/app.py (delta only from GitHub) 

 

app/backend/requirements.in (delta only from GitHub) 

 

app/backend/requirements.txt (delta only from GitHub). Added pypdf manually as it 

didn’t get added by script. 
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APPENDIX E: INPUT.PDF CONTENTS 

This appendix shows text used to create the last used version of “input.pdf” in Phase 3. 

Content has been created by ChatGPT free version, and hence none of the feedback 

reflect any real use case. Some editing (e.g. fixing line breaks) has been done. 

 

Feedback results from store manager training 

 

Summary 

This document contains the feedback for the 12 months store manager training that aims 

to improve leadership of the area store managers. The feedback has been collected from 

attendees in the end of the training. 

 

Feedback 

1. Absolutely life-changing! The course exceeded my expectations and equipped me 

with invaluable skills. 

2. Highly recommended! The comprehensive curriculum and expert guidance made this 

course a worthwhile investment. 

3. Disappointing experience. The course lacked depth, and the content felt outdated. 

4. I'm amazed by the transformation I've undergone during this course. It's been an in-

credible journey of growth. 

5. Mediocre at best. The course material was too superficial, and the support was lack-

ing. 

6. Thoroughly impressed! The course structure allowed for a deep dive into the subject 

matter, and the instructors were top-notch. 

7. I struggled to stay engaged throughout the course. The content delivery was monoto-

nous, and there was limited interaction. 

8. This course opened doors to new opportunities for me. The networking opportunities 

and practical assignments were invaluable. 
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9. Regret wasting my time and money on this course. The content was outdated, and 

the instructors lacked expertise. 

10. An enriching experience! The course challenged me intellectually and expanded my 

horizons. 

11. I found the course content to be relevant and up-to-date. The guest speakers and 

industry insights were a valuable addition. 

12. This course fell short of my expectations. The assignments were repetitive, and the 

feedback was vague. 

13. I can't recommend this course enough! The well-structured modules and interactive 

discussions made learning enjoyable. 

14. The course had a strong theoretical foundation but lacked practical application. More 

real-life examples would have been beneficial. 

15. This course exceeded my expectations. The personalized feedback and mentorship 

provided great support throughout. 

16. I had high hopes for this course, but it failed to deliver. The lack of organization and 

coherence made it difficult to follow. 

17. I feel more confident and competent after completing this course. The challenging 

assignments pushed me to grow. 

18. The course had its strengths and weaknesses. The in-depth modules were great, but 

the course materials could have been better organized. 

19. This course was a waste of time. The instructors were unresponsive, and the course 

structure was chaotic. 

20. The course had a positive impact on my career. The practical projects and industry 

connections opened doors for me. 

21. The course fostered a sense of community and collaboration. The peer interactions 

and group projects were incredibly valuable. 

22. I found the course engaging and thought-provoking. The interactive discussions and 

real-world case studies brought the concepts to life. 

23. The course did not meet my expectations. The lack of structure and inconsistent 

pacing made it difficult to follow. 

24. I'm grateful for the knowledge and skills I gained from this course. It's been a valuable 

investment in my professional development. 
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25. The course offered a good balance of theoretical concepts and practical application. 

The hands-on projects were particularly helpful. 

26. The course fell short in terms of instructor engagement. More active involvement and 

timely responses would have improved the experience. 

27. I appreciate the collaborative environment in this course. The team projects allowed 

for meaningful peer-to-peer learning. 

28. The course content was well-structured and comprehensive. The resources provided 

valuable references for future use. 

29. The course failed to meet my expectations. The lack of up-to-date industry examples 

made it difficult to relate the content to real-world scenarios. 

30. The course facilitators were knowledgeable and approachable. Their guidance 

added depth to the learning experience. 

31. The course challenged me to step out of my comfort zone and explore new concepts. 

It expanded my horizons and broadened my perspective. 

32. The course lacked interactive elements, making it challenging to stay engaged 

throughout the duration. 

33. I found the course materials to be well-organized and easy to navigate. The logical 

progression of topics helped me grasp complex concepts. 

34. The course failed to provide sufficient practical application opportunities. More 

hands-on exercises would have reinforced the learning. 

35. The course fostered a supportive and inclusive learning environment. The discus-

sions and feedback sessions encouraged open dialogue. 

36. The course content was comprehensive and well-paced. The balance between the-

ory and practical exercises was commendable. 

37. The course lacked diversity in perspectives. Including a wider range of guest speak-

ers would have enriched the learning experience. 

38. The course structure allowed for flexibility, accommodating various learning styles 

and schedules. 

39. The course exceeded my expectations. The engaging presentations and interactive 

activities kept me motivated throughout. 

40. The course suffered from inconsistent communication. Clearer instructions and 

timely updates would have improved the overall experience. 
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41. The course offered valuable networking opportunities. Connecting with professionals 

in the field was a significant benefit. 

42. The course curriculum was outdated, failing to keep up with industry trends and 

emerging technologies. 

43. I appreciated the collaborative projects that allowed us to apply the knowledge gained 

in a real world context. 

44. The course lacked support for self-paced learners. More resources and guidance for 

independent study would have been helpful. 

45. The course encouraged critical thinking and problem-solving skills. The challenging 

assignments pushed me to analyze complex problems. 

46. The course failed to provide sufficient opportunities for individualized feedback. Per-

sonalized guidance would have enhanced the learning experience. 

47. The course instructors were approachable and knowledgeable. Their expertise 

brought the subject matter to life. 

48. The course had a good mix of theoretical foundations and practical applications. The 

hands-on projects were engaging and relevant. 

49. The course structure was confusing, and the expectations were not clearly commu-

nicated. This led to unnecessary stress and confusion. 

50. The course instilled a sense of confidence in me. I feel equipped to apply the newly 

acquired knowledge in real-world scenarios. 

51. The course provided a solid foundation in the subject matter. The assignments were 

well-designed and challenging. 

52. The course structure was confusing, making it difficult to follow the progression of 

topics. 

53. The interactive discussions added depth to the course content, enhancing the overall 

learning experience. 

54. The course exceeded my expectations. The practical applications and case studies 

were invaluable. 

55. The lack of timely feedback on assignments was disappointing and hindered my pro-

gress. 

56. The course facilitated meaningful connections with fellow participants, fostering a 

collaborative atmosphere. 
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57. The course content was relevant and up-to-date, reflecting current industry trends. 

58. The course lacked engagement. More interactive elements would have made it more 

enjoyable. 

59. The guest lectures provided diverse perspectives and enriched the course discus-

sions. 

60. The course workload was overwhelming at times, affecting the overall balance of 

learning. 

61. The course structure allowed for self-paced learning, accommodating various sched-

ules and commitments. 

62. The course presentations were engaging and easy to follow, enhancing comprehen-

sion of complex concepts. 

63. The lack of real-world application in the course material made it challenging to see 

the practical benefits. 

64. The course assignments were thought-provoking and pushed me to think critically 

about the subject matter. 

65. The course discussions often deviated from the main topics, causing confusion and 

loss of focus. 

66. The course instructors were knowledgeable and approachable, providing valuable 

insights and guidance. 

67. The course materials were organized and well-presented, aiding in a clear under-

standing of the content. 

68. The course group projects fostered collaboration, allowing us to learn from one an-

other's experiences. 

69. The course assessments were too focused on rote memorization, rather than under-

standing concepts deeply. 

70. The course fostered a sense of community among participants, encouraging 

knowledge sharing and networking. 

71. The course assignments were relevant and practical, allowing me to apply the learn-

ing in real-life situations. 

72. The lack of interaction with instructors was disappointing. More direct engagement 

would have been helpful. 
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73. The course provided a comprehensive overview of the subject, leaving no major gaps 

in understanding. 

74. The course structure was rigid, with limited flexibility for exploring specific areas of 

interest. 

75. The course discussions were engaging, but the lack of moderation led to tangential 

conversations. 

76. The course instructors were passionate about the subject, which translated into en-

gaging lectures. 

77. The course content was dense and challenging, requiring significant time commit-

ment to grasp fully. 

78. The course assignments were well-aligned with the learning objectives, reinforcing 

key concepts effectively. 

79. The course did not meet my expectations. The lack of practical examples made it 

hard to relate to real-world scenarios. 

80. The course offered valuable resources and references, supporting further exploration 

of the subject. 

81. The course assessments were too heavily weighted toward theoretical knowledge, 

neglecting practical skills. 

82. The course facilitators were knowledgeable and responsive, providing timely support 

and clarification. 

83. The course content was highly applicable to my current role, providing actionable 

insights. 

84. The lack of engagement in the course discussions made it difficult to connect with 

fellow participants. 

85. The course projects allowed for creativity and original thinking, promoting critical 

problem-solving skills. 

86. The course structure was flexible, accommodating different learning preferences and 

paces. 

87. The course readings were relevant and thought-provoking, enhancing understanding 

of the subject matter. 

88. The lack of real-time interactions with instructors limited the depth of engagement. 
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89. The course provided ample opportunities for self-assessment, aiding in tracking per-

sonal progress. 

90. The course group activities were collaborative and allowed for peer-to-peer learning. 

91. The course workload was reasonable, allowing for a balanced approach to learning 

and other commitments. 

92. The course discussions were engaging and provided different viewpoints on the sub-

ject matter. 

93. The lack of practical exercises in the course hindered the application of theoretical 

knowledge. 

94. The course presentations were clear and concise, making complex topics more ac-

cessible. 

95. The course assessments were reflective of the learning objectives, measuring un-

derstanding effectively. 

96. The course interactions were supportive and respectful, contributing to a positive 

learning environment. 

97. The lack of timely communication regarding course updates created confusion and 

frustration. 

98. The program surpassed my expectations, equipping me with a diverse skill set and 

boosting my confidence. 

99. While the program had its merits, the lack of practical applications left some gaps in 

my learning. 

100. The camaraderie among participants enriched the experience, fostering a collabo-

rative learning atmosphere. 

101. I've gained invaluable insights and networks from the program that will undoubtedly 

shape my career. 

102. Although some aspects were beneficial, the course content's relevance to real-

world scenarios was inconsistent. 

103. The program's flexible structure allowed me to balance my learning with other com-

mitments effectively. 

104. The personalized guidance from instructors was instrumental in my growth through-

out the program. 
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105. The lack of real-time discussions limited the depth of engagement and peer learn-

ing. 

106. I found the program's emphasis on critical thinking and problem-solving skills ex-

tremely beneficial. 

107. The mix of theoretical foundations and practical exercises struck a good balance in 

the program. 

108. The program could benefit from more interactive sessions that facilitate direct ap-

plication of concepts. 

109. The connections I've made during the program have expanded my professional 

network significantly. 

110. The program's content resonated well with my current role, adding immediate value 

to my work. 

111. A more diverse range of teaching methods could enhance the overall engagement 

in the program. 

112. The assignments were thoughtfully designed, allowing me to delve deep into com-

plex topics. 

113. I appreciated the program's focus on self-assessment, which enabled me to track 

my progress effectively. 

114. The program's emphasis on cultivating a growth mindset has had a positive impact 

on my development. 

115. A greater emphasis on real-world case studies could further enrich the program's 

relevance. 

116. The program's structure accommodated various learning styles, enabling a person-

alized learning experience. 

117. The program's assignments required creative thinking, encouraging me to explore 

innovative solutions. 

118. The networking opportunities provided by the program were invaluable for expand-

ing my professional horizons. 

119. Some aspects of the program were insightful, but the lack of practical application 

was noticeable. 

120. I appreciated the supportive and constructive feedback from instructors throughout 

the program. 
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121. The program's flexible schedule allowed me to adapt my learning to my own pace 

and commitments. 

122. While some discussions were engaging, the program could benefit from more di-

verse viewpoints. 

123. I've gained actionable insights from the program that I'm eager to implement in my 

work. 

124. The program's collaborative projects facilitated dynamic peer learning and skill-

sharing. 

125. More interactive elements in the program could enhance engagement and 

knowledge retention. 

126. The program's emphasis on research skills has enhanced my ability to evaluate 

information critically. 

127. The program's structure allowed for self-directed learning and exploration of specific 

areas of interest. 

128. The program's assignments encouraged me to think beyond the surface and delve 

deeper into the subject matter. 

129. While the program offered valuable resources, the lack of hands-on experiences 

was noticeable. 

130. The program's interactive discussions provided multiple perspectives, enriching the 

learning experience. 

131. The program's instructors were highly knowledgeable and responsive to questions 

and concerns. 

132. The program's practical assignments pushed me to apply theoretical knowledge to 

real-world scenarios. 

133. I found the program's balance between independent study and collaborative pro-

jects beneficial. 

134. The program's assessments were well-aligned with the learning objectives, ensur-

ing a comprehensive understanding. 

135. I appreciated the program's encouragement of self-reflection and continuous im-

provement. 

136. The program's incorporation of current industry trends enhanced its relevance and 

applicability. 
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137. While the program had its strengths, the lack of diversity in learning resources was 

a drawback. 

138. The program's engaging discussions allowed me to gain insights from peers with 

diverse backgrounds. 

139. Some aspects of the program were enlightening, but the content's consistency 

could be improved. 

140. The program's emphasis on critical thinking has enhanced my problem-solving abil-

ities. 

141. The program's interactive projects promoted collaboration and knowledge ex-

change among participants. 

142. I appreciated the program's efforts to incorporate feedback and improve the learning 

experience. 

143. The program's personalized approach to learning allowed me to tailor my experi-

ence to my goals. 

144. The program's content was well-organized, guiding me through a logical progres-

sion of concepts. 

145. I found the program's emphasis on experiential learning and practical applications 

highly valuable. 

146. The program's structure fostered a sense of community and shared learning among 

participants. 

147. While some assignments were enlightening, the program could benefit from more 

real-world case studies. 

148. The course content was well-structured, building a logical progression of concepts. 

149. The lack of active engagement in the course discussions limited the depth of learn-

ing from peers. 

150. The course offered valuable insights into current industry practices, enhancing ca-

reer prospects 

151. The training exceeded my expectations in terms of content. 

152. I wouldn't recommend this training to others. 

153. The training materials were visually appealing and easy to navigate. 

154. I was hoping for more opportunities to collaborate with other participants. 
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155. The trainer's real-world anecdotes added depth to the content. 

156. The training was a great investment in my professional growth. 

157. The training covered a wide range of topics, but it lacked depth in some areas. 

158. The trainer had a knack for simplifying complex concepts. 

159. The training environment was conducive to focused learning. 

160. The group discussions during the training were insightful. 

161. I found the training to be too theoretical without enough practical application. 

162. The trainer's passion for the subject matter was evident. 

163. The training was well-structured, making it easy to follow. 

164. The training materials needed more practical exercises. 

165. I appreciated the trainer's willingness to answer questions outside of class hours. 

166. The training had a positive impact on my problem-solving skills. 

167. The training content was aligned with industry trends. 

168. The trainer's sense of humor kept the sessions engaging. 

169. I expected more interactive quizzes to reinforce learning. 

170. The training provided a solid foundation for beginners. 

171. The training had a good mix of group activities and individual work. 

172. I was impressed by the trainer's ability to adapt to participants' needs. 

173. The training helped me gain a fresh perspective on familiar topics. 

174. The training exceeded my expectations in terms of networking opportunities. 

175. The trainer's communication skills were top-notch. 

176. The training content was up-to-date and relevant. 

177. I would have preferred more emphasis on advanced topics. 

178. The training was well-suited for those looking for a broad overview. 

179. The trainer was patient with participants who had questions. 

180. The training materials included valuable additional resources. 

181. The training had a positive impact on my analytical skills. 

182. I found the training to be too fast-paced at times. 
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183. The trainer's insights into industry best practices were invaluable. 

184. The training's practical exercises helped reinforce key concepts. 

185. The training would benefit from more focus on case studies. 

186. The trainer's real-world experience added credibility to the content. 

187. The training was a valuable addition to my skill set. 

188. I expected more opportunities for peer feedback. 

189. The training materials were well-organized and easy to reference. 

190. The training's interactive simulations were a highlight. 

191. The trainer's approach was flexible and adapted to participants' needs. 

192. The training provided a solid foundation for further exploration. 

193. I was hoping for more opportunities to work on real projects. 

194. The training fostered a sense of community among participants. 

195. The trainer's expertise shone through in every session. 

196. The training was a stepping stone to advancing my career. 

197. I appreciated the trainer's efforts to make complex concepts relatable. 

198. The training was well-tailored to meet industry demands. 

199. The training had a positive impact on my critical thinking abilities. 

200. I found the training to be too theoretical without practical examples. 

201. The trainer's commitment to participant success was evident. 

202. The training materials included valuable templates and tools. 

203. The training content was comprehensive and covered all the basics. 

204. I would have preferred more interactive discussions. 

205. The training inspired me to pursue further learning in this field. 

206. The trainer's enthusiasm was contagious and motivating. 

207. The training was a worthwhile investment in my knowledge. 

208. I expected more focus on advanced techniques. 

209. The training materials were comprehensive and thorough. 

210. The trainer's industry insights were eye-opening. 
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211. The training's hands-on labs were a great learning experience. 

212. The training helped me gain a deeper understanding of complex topics. 

213. I found the training to be too theoretical for practical application. 

214. The trainer's anecdotes made the content memorable. 

215. The training was well-paced, allowing ample time for questions. 

216. The training content was relevant to current industry challenges. 

217. I appreciated the trainer's availability for one-on-one discussions. 

218. The training had a positive impact on my problem-solving abilities. 

219. I was hoping for more group projects to collaborate on. 

220. The training materials included useful templates for future work. 

221. The training exceeded my expectations in terms of content depth. 

222. The trainer's real-world examples made the content come alive. 

223. The training was a valuable investment in my professional development. 

224. I found the training to be too basic for my level of expertise. 

225. The trainer's practical insights were a highlight of the course. 

226. The training's interactive workshops were engaging and educational. 

227. The training helped me gain new perspectives on familiar concepts. 

228. I expected more opportunities for peer collaboration. 

229. The training materials were well-organized and easy to navigate. 

230. The trainer's expertise was evident in every aspect of the course. 

231. The training provided valuable takeaways for my job. 

232. The training had a positive impact on my decision-making skills. 

233. I appreciated the trainer's willingness to go the extra mile. 

234. The training was a stepping stone to further professional growth. 

235. I found the training to be too focused on theory without practical application. 

236. The trainer's passion for the subject matter was contagious. 

237. The training was well-structured and easy to follow. 

238. The training materials could benefit from more real-world case studies. 
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239. I was impressed by the trainer's ability to engage participants effectively. 

240. The training fostered a sense of community among participants. 

241. The trainer's real-world experience added depth to the course. 

242. The training was a valuable addition to my skill set. 

243. I expected more hands-on exercises for practical experience. 

244. The training materials included valuable references for future work. 

245. The training exceeded my expectations in terms of content breadth. 

246. The trainer's examples were relevant and relatable to our work. 

247. The training was a worthwhile investment in my professional journey. 

248. I found the training to be too theoretical without enough practical guidance. 

249. The trainer's commitment to participant success was evident throughout. 

250. The training's interactive activities were both fun and educational. 

251. The training inspired me to explore deeper into the subject matter. 

252. I was hoping for more opportunities for group collaboration. 

253. The training materials were comprehensive and informative. 

254. The trainer's industry insights provided valuable context to the content. 

255. The training's hands-on labs were a highlight of the course. 

256. The training helped me gain a deeper understanding of complex topics. 

257. I found the training to be too theoretical for immediate application. 

258. The trainer's anecdotes and real-world examples were engaging. 

259. The training was well-paced and allowed time for participant questions. 

260. The training content was highly relevant to current industry challenges. 

261. I appreciated the trainer's availability for personalized guidance. 

262. The training had a significant impact on improving my problem-solving abilities. 

263. I was hoping for more opportunities for collaborative projects. 

264. The training materials were well-organized and easy to reference. 

265. The trainer's expertise and passion were evident throughout the course. 

266. The training provided valuable tools and techniques for my work. 
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267. The training had a positive impact on my decision-making skills. 

268. I was impressed by the trainer's dedication to participant success. 

269. The training was a stepping stone towards achieving my career goals. 

270. I found the training to be too focused on theory without enough practical exercises. 

271. The trainer's enthusiasm for the subject matter was contagious and motivating. 

272. The training was well-structured and easy to follow. 

273. The training materials could have benefited from more real-world case studies. 

274. I appreciated the trainer's interactive approach to teaching. 

275. The training inspired me to explore deeper into the subject matter. 

276. I expected more opportunities for group discussions and collaboration. 

277. The training materials were comprehensive and informative, serving as valuable 

references. 

278. The trainer's industry insights and real-world examples provided invaluable context. 

279. The training's hands-on labs were a valuable learning experience. 

280. The training helped me gain a more profound understanding of complex topics. 

281. I found the training to be more theoretical than practical for immediate application. 

282. The trainer's anecdotes and storytelling made the content engaging. 

283. The training was well-paced, allowing for participant questions and discussions. 

284. The training content was highly relevant to current industry challenges. 

285. I appreciated the trainer's willingness to provide personalized guidance. 

286. The training had a significant positive impact on improving my problem-solving abil-

ities. 

287. I was hoping for more opportunities for collaborative projects and teamwork. 

288. The training materials were thoughtfully organized and easy to reference. 

289. The trainer's expertise and passion for the subject matter were evident throughout. 

290. The training provided valuable tools, techniques, and best practices for my work. 

291. The training had a transformative impact on my decision-making skills. 

292. I was impressed by the trainer's unwavering commitment to participant success. 

293. The training served as a crucial milestone in my career advancement. 
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294. I found the training to be more theory-focused, lacking practical exercises. 

295. The trainer's enthusiasm and passion for the subject were contagious and motivat-

ing. 

296. The training was thoughtfully structured and easy to follow. 

297. The training materials could have been enriched with additional real-world case 

studies. 

298. I appreciated the trainer's interactive teaching style, which kept us engaged. 

299. The training inspired me to delve deeper into the subject matter. 

300. I expected more opportunities for group discussions, networking, and collaboration. 

301. The training materials were thorough and served as valuable references for future 

work. 

302. The trainer's industry insights and real-world examples were eye-opening and prac-

tical. 

303. The training's hands-on labs were a pivotal aspect of the learning experience. 

304. The training equipped me with a deeper understanding of complex topics. 

305. I found the training to be more theoretical in nature, with limited practical application. 

306. The trainer's storytelling and anecdotes were engaging and memorable. 

307. The training was thoughtfully paced, allowing ample room for participant questions. 

308. The training content was highly relevant to addressing current industry challenges. 

309. I appreciated the trainer's accessibility for personalized guidance and support. 

310. The training had a substantial positive impact on enhancing my problem-solving 

capabilities. 

311. I wished for more opportunities to engage in collaborative projects and teamwork. 

312. The training materials were meticulously organized and easy to refer back to. 

313. The trainer's expertise and genuine passion for the subject matter were consistently 

evident. 

314. The training provided a comprehensive toolkit of tools, techniques, and strategies 

for my work. 

315. The training was a transformative experience that significantly enhanced my deci-

sion-making skills. 
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316. I was deeply impressed by the trainer's unwavering dedication to ensuring partici-

pant success. 

317. The training played a pivotal role in shaping the trajectory of my professional jour-

ney. 

318. I found the training to be more inclined toward theory, with limited practical exer-

cises. 

319. The trainer's enthusiasm and passion for the subject matter were highly infectious 

and motivating. 

320. The training was meticulously structured and easy to navigate. 

321. The training materials could have been further enriched with additional real-world 

case studies. 

322. I valued the trainer's interactive teaching style, which kept us engaged and actively 

learning. 

323. The training ignited my curiosity to explore the subject matter in greater depth. 

324. I anticipated more opportunities for group discussions, networking, and collabora-

tive endeavors. 

325. The training materials were comprehensive and provided valuable references for 

future endeavors. 

326. The trainer's industry insights and practical examples were eye-opening and highly 

applicable. 

327. The training's hands-on labs were a pivotal aspect of the learning journey. 

328. The training equipped me with a deeper understanding of intricate concepts. 

329. I perceived the training to be predominantly theoretical, with limited practical appli-

cation. 

330. The trainer's storytelling and real-world anecdotes were captivating and left a lasting 

impression. 

331. The training was thoughtfully paced, allowing ample room for participant questions 

and engagement. 

332. The training content was acutely pertinent to addressing contemporary industry 

challenges. 
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333. I highly valued the trainer's accessibility for personalized guidance, support, and 

mentorship. 

334. The training had a profound and lasting impact on enhancing my problem-solving 

abilities. 

335. I had hoped for more opportunities to actively participate in collaborative projects 

and teamwork. 

336. The training materials were impeccably organized and provided a wealth of refer-

ences for future work. 

337. The trainer's expertise and authentic passion for the subject matter were consist-

ently evident. 

338. The training provided an extensive toolkit of tools, techniques, and strategies that 

are readily applicable to my work. 

339. The training was a pivotal catalyst for the significant improvement of my decision-

making skills. 

340. I was deeply moved by the trainer's unwavering dedication to ensuring the success 

and growth of each participant. 

341. The training played an indispensable role in shaping and advancing my professional 

journey. 

342. I perceived the training to be more theoretical in nature, with limited opportunities 

for practical exercises. 

343. The trainer's infectious enthusiasm and fervor for the subject matter were inspiring 

and motivational. 

344. The training was meticulously structured and easy to navigate, facilitating effective 

learning. 

345. The training materials would have benefited from additional real-world case studies 

to enrich the learning experience. 

346. I greatly appreciated the trainer's interactive teaching style, which fostered active 

engagement and participation. 

347. The training ignited a desire to delve deeper into the subject matter, encouraging 

lifelong learning. 

348. I had expected more opportunities for group discussions, networking, and collabo-

rative endeavors. 
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349. The training materials were comprehensive, serving as valuable references for on-

going projects. 

350. The trainer's industry insights and practical examples were illuminating and directly 

applicable. 

351. The training's hands-on labs were an essential aspect of the educational journey. 

352. The training provided me with a profound understanding of intricate concepts, en-

hancing my skills. 

353. I perceived the training to be primarily theoretical, with limited practical application. 

354. The trainer's storytelling and real-world anecdotes were captivating and memorable. 

355. The training was thoughtfully paced, allowing ample room for participant questions 

and engagement. 

356. The training content was highly pertinent to addressing contemporary industry chal-

lenges. 

357. I highly valued the trainer's accessibility for personalized guidance, support, and 

mentorship. 

358. The training had a transformative impact on enhancing my problem-solving abilities. 

359. I had hoped for more opportunities to actively participate in collaborative projects 

and teamwork. 

360. The training materials were impeccably organized and served as a wealth of refer-

ences for future work. 

361. The trainer's expertise and authentic passion for the subject matter were consist-

ently evident. 

362. The training provided a diverse toolkit of tools, techniques, and strategies that are 

readily applicable to my work. 

363. The training served as a pivotal catalyst for the significant improvement of my deci-

sion-making skills. 

364. I was deeply inspired by the trainer's unwavering commitment to ensuring the suc-

cess and growth of each participant. 

365. The training played a crucial role in shaping and advancing my professional journey. 
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