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Abstract

Bayesian Neural Networks provide a tool to estimate the uncertainty of a neural network by considering a distribution over weights
and sampling different models for each input. In this paper, we propose a method for uncertainty estimation in neural networks
which, instead of considering a distribution over weights, samples outputs of each layer from a corresponding Gaussian distribution,
parametrized by the predictions of mean and variance sub-layers. In uncertainty quality estimation experiments, we show that the
proposed method achieves better uncertainty quality than other single-bin Bayesian Model Averaging methods, such as Monte
Carlo Dropout or Bayes By Backpropagation methods.
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1. Introduction

The ability to estimate the uncertainty of prediction in neural networks provides advantages in using high-
performing models in real-world problems, as it enables higher-level decision-making to consider such information in
further actions. To do so, one needs the neural network to accompany its output with a measurement of its correspond-
ing uncertainty for each input it processes. Several approaches have been introduced to this end, with Bayesian Neural
Networks (BNNs) [5, 22, 23, 29] providing an elegant framework for estimating uncertainty of a neural network by
introducing a probability distribution over its weights and sampling different models that are meant to describe the
input from different points of view. This allows to determine inputs for which the network predictions are different,
leading to a measurement of the network uncertainty in its outputs. Such an approach usually comes with an increased
computational cost, but may be valuable for tasks where prediction errors result in high losses.

The choice of the weights’ prior probability distribution function influences the statistical quality of the model
and the computational resources needed to use such neural networks. This creates a possibility to explore different
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(a) Computational graph of a layer in the proposed VNNs.

(b) Computational graph of a layer in BNNs.

Fig. 1: Comparison of computational graphs of (a) the proposed VNNs, and (b) BNNs. BNNs consider a distribution P(w) over weights and sample
different weights during each inference. VNNs consider a constant set of weights and use them to generate parameters of a Gaussian distribution
for each layer, outputs of which are sampled from the corresponding distribution. Layer weights are represented by µ, σ,w, activation functions by
α, αµ, ασ, αN , classical layers by L(·), and N(·) represents the Gaussian distribution.

approaches to BNNs by using Gaussian [4], Bernoulli [8], Categorical [24] or other distributions. Sampling from
the posterior distribution can be difficult, due to the complex nature of it. This leads to methods that avoid direct
computation of the posterior, such as Markov Chain Monte Carlo (MCMC) [10] which constructs a Markov chain
of samples S i that are distributed following the desired posterior, or Variational Inference [3] which scales better
than MCMC and aims to estimate a parametrized distribution that should be close to the exact posterior. How close
the distributions are is computed using the Kullback-Leibler (KL) divergence [19], but it still requires the exact
posterior. This is overcome by computing an Evidence Lower Bound (ELBO) instead and optimizing it with Stochastic
Variational Inference (SVI) [12].

We introduce Variational Neural Networks (VNNs) which do not consider a distribution over weights, but define
sub-layers to generate parameters for the output distribution of the layer. To keep computational and memory resource
usage practical, we consider a Gaussian distribution with learnable mean and variance. This is achieved by using two
instances of the same regular layer like convolutional or linear with different weights, and using their predictions
from the inputs as means and variances of the Gaussian distribution over the outputs. We provide a neural network
formulation that describes both related BNNs and the proposed VNNs in a unified manner, and show that VNNs, while
being in the same group as Monte Carlo Dropout (MCD) [8] and Bayes By Backprop (BBB) [4] from the Bayesian
Model Averaging (BMA) perspective [29], achieve better uncertainty quality and retain it with the increasing data
dimensionality. Fig. 1 shows the difference between the computational graphs of the proposed VNNs (Fig. 1a) and the
BNNs (Fig. 1b).

http://crossmark.crossref.org/dialog/?doi=10.1016/j.procs.2023.08.148&domain=pdf
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2. Bayesian Neural Networks

BNNs [5, 22, 23, 29] consider a distribution over their weights p(w|a) and a distribution over their hyperparameters
p(a). A predictive distribution over an output y for a data point x can be obtained by integrating over all possible
hyperparameters and model weights, i.e.:

p(y|x) =
 

p(y|x,w) p(w|a) p(a) da dw. (1)

Given a dataset D = (Xt, Yt), where Xt and Yt are the sets of inputs {x} and targets {y}, the distribution of weights can
be derived from Bayes’ theorem as p(w|D, a) = p(Yt |Xt ,w)p(w|a)

p(D) , and the corresponding predictive distribution has a form

p(y|x,D) =
 

p(y|x,w) p(w|D, a) p(a|D) da dw. (2)

Classical neural networks can be viewed as BNNs with p(a|D) = δ(a−â) and p(w|D, a) = δ(w−ŵa) [5], where â are
the selected model hyperparameters, ŵa are the weights, optimized by training the model, and δ(x) is the Dirac delta
function which has values 0 everywhere except at x = 0 where it equals to 1. In this case, the predictive distribution
becomes

p(y|x,D) =
 

p(y|x,w) p(w|D, a) p(a|D) da dw

=

 
p(y|x,w) δ(w − ŵa) δ(a − â) da dw

= p(y|x, ŵâ),

(3)

which is a distribution dictated by a loss of the network.
When training classical neural networks, hyperparameters are considered fixed at point â and weights are optimized

either by maximum likelihood estimation (MLE), i.e.:

wmle = argmax
w


log p(D|w, â)



= argmax
w




i

log p(Yi|Xi,w, â)

 ,
(4)

or by maximum a posteriori (MAP), i.e.:

wmap = argmax
w


log p(w|D, â)



= argmax
w


log p(D|w, â) + log p(w)


,

(5)

where log p(w) is a regularization term.
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Due to the complexity of neural networks, direct computation of wmle or wmap cannot be achieved, and therefore
approximate methods are used to find these values. The most popular process to estimate the weight values is the
Backpropagation algorithm [14], where an initial randomly selected w is updated following the direction of negative
gradient of the loss function with respect to w.

3. Related Works

The use of BNNs in real-world applications is limited due to the complex nature of the possible prior and predictive
distributions. Therefore, simplified versions are used. Assumptions that are proposed in different methods below aim
to reduce memory, inference and training time, but they come with the cost of reducing the statistical quality of the
resulting models. This problem is further discussed in Section 5.

MCD [8] considers a neural network with Dropout [28] added to each layer. The Dropout layer effectively turns off
random neurons of the layer by multiplying connection weights with a random binary mask sampled from a Bernoulli
distribution. This allows to avoid overfitting specific neurons. After training, standard neural networks replace Dropout
with a scaled identity function and all neurons are used for inference. Instead of replacing Dropout with identity, MCD
uses it during inference leading to a stochastic model. The model uncertainty for an input is computed by performing
inference multiple times and computing mean and variance of predictions. BBB [4] samples model parameters from
a Gaussian distribution and trains it using regular Backpropagation. By doing so, the family of models with different
weights is sampled from the learned distribution, and the uncertainty of the network is computed as the variation in
predictions of different samples.

Ensembles of neural networks [24] can also be used for uncertainty estimation. Ensembles are trained in parallel
for the same task, but with different random seeds, which results in different weight initialization and training order.
Outputs from members of an ensemble will vary, and this can be used to improve performance by taking an average
of their predictions, or to estimate uncertainty by computing the variance of their outputs. Such an approach can be
viewed as a BNN with a categorical distribution over weights that randomly selects one of the trained model weights.
Hypermodels [7] use an additional model θ = gν(z) to generate parameters for a base model fθ(x). Linear Hypermodels
set gν(z) = a+ Bz, z ∼ N(0, I). Using different samples of z, one can sample different model parameters and estimate
uncertainty in the same way as for the aforementioned methods.

The proposed method is based on the idea of computing parameters of a distribution and utilizing the stochastic
nature of the created distribution. This idea is also studied in Mixture Density Networks (MDN) [2] and Variational
Auto Encoders (VAE) [17]. Mixture Density Networks use a regular neural network, but, instead of predicting values
directly in the last layer of the network, this layer is used to create a set of parameters (αi, µi, σi), i ∈ [1,N] to create a
mixture model, where N is the number of distributions in the mixture. The choice of distributions in the mixture model
can be arbitrary, but since the Gaussian distribution is highly flexible and easy to parametrize, it is a default choice for
MDN models. The output of the model can be generated by sampling from the mixture model, or by calculating the
mean and variance values of it. Variational Auto Encoder is a decoder-encoder neural network, where the output of an
encoder part is a set of mean µ and variance σ values that are used to generate a Gaussian distributionN(µ, diag[σ])).
Samples from these distributions are served as inputs to a decoder subnetwork, resulting in a stochastic model, in
which most computations are deterministic, but the random distribution controls the second half of the model.

In this paper, we further study the approach of computing distribution parameters inside a neural network. Instead
of integrating it at the end of the model, as in Mixture Density Networks, or in the middle of the Variational Auto
Encoder, we build a neural network architecture fully based on this idea, implementing distribution generation inside
each layer in the network, as further described in Section 4.

4. Variational Neural Networks

As introduced in Section 2, a neural network is described by its weights w and hyperparameters a. Hyperparameters
include the structure of the network, i.e., the type and number of layers, their size and connections. Usually, we limit
the hyperparameters by defining some of them in the beginning, e.g., by selecting that we want to use convolutional
layers. This is a reasonable approach, as it is impractical to iterate through all possible types and structures of networks
during training. We are using the neural network formulation NN(x) := FΛ(x,w), where NN(x) is a neural network
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 ,
(4)

or by maximum a posteriori (MAP), i.e.:

wmap = argmax
w


log p(w|D, â)
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applied to an input x, w are the trainable weights, F is a neural network function that incorporates structure and other
hyperparameters inside it, and Λ is a set of layer implementations, which are used by F to process layer inputs.

Such a neural network formulation allows to accurately describe all the discussed uncertainty estimation meth-
ods, as well as the proposed VNNs. For instance, Λ = {Conv2D(x,w), FC(x,w)} results in a regular CNN, where
Conv2D(x,w) is a 2D convolutional layer function and FC(x,w) is a fully connected layer function. If we select
Λ = {Conv2D(x,wc ∼ N(µc,Σc)), FC(x,wl ∼ N(µl,Σl))} with layer weights sampled from a corresponding Gaussian
distribution, then the resulting network is a BBB CNN.

4.1. Variational Layer

We define a Variational Layer (VL) that takes an input x and weights w as

VL(x,w) = αN ( f (x,w)),

f (x,w) ∼ N
(
αµ(L(x, µ)), diag[(ασ(L(x, σ)))2]

)
,

w = (µ, σ),

(6)

where L(x,w) is a regular neural network layer, such as fully connected, convolutional or a recurrent layer. L(x, µ)
and L(x, σ) represent instances of the same layer with different values of parameters and corresponding activation
functions αµ(·) and ασ(·). The activation function αN (·) can be used to apply nonlinearity to the randomly sampled
values f (x,w). By selecting which of αµ(·), ασ(·), αN (·) are set to identity and which are set to actual activation func-
tions (such as the Rectified Linear Unit (ReLU)) one can create networks that are described by different mathematical
models. In the following, we show how different selections can lead to specific types of uncertainties, i.e., epistemic
and aleatoric uncertainties [15].

4.2. Output uncertainty estimation

Estimation of prediction uncertainties in VNNs and BNNs can be done following the same formulation, but it
obtained from different characteristics of these methods. Below, we first describe how BNNs can be reformulated by
splitting the parametrized distribution over weights into isolated parameters and a non-parametric distribution, and
then show that this formulation can be applied to VNNs.

Following [25], we consider a neural network F(x,w) with a parametric distribution over weights qm(w). We assume
the choice of qm(w) in a form

w = Q(m, z), w ∼ qm(w), z ∼ p(z), (7)

where p(z) is a non-parametric distribution and Q(·) applies a deterministic transformation, parametrized by m, to a
non-parametric random variable z. Such formulation is suitable for every uncertainty estimation method described in
Section 3. For BBB models, Q(·) is defined as

Q(m, z) = µ + σ2z, z ∼ N(0, I), m = (µ, σ), (8)

where we break down a parametric Gaussian distributionN(µ, σI) into two parts: a parametric deterministic transfor-
mation z −→ µ + σ2z and a non-parametric random variable z ∼ N(0, I).
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Defining an epistemic index z ∼ p(z) [25], we can formulate a deterministic neural network Fd(·) function that
takes a draw of a random non-parametric variable z, instead of using F(·) with a complex distribution over w:

Fd(x,m, z) := F(x,w), w = Q(m, z), z ∼ p(z). (9)

With this formulation, a predictive distribution (2) for fixed hyperparameters is defined by splitting w into m and z as
follows [25, 29]:

p(y|x,D) =
∫

p(y|x,w) qm(w|D) dw =
∫

p(y|x,m, z) p(z) dz,

E[y] =
∫

y p(y|x,D)dy ≈ 1
T

T∑
i

Fd(x,m, zi),

Cov[y] =
∫

(y − E[y])(y − E[y])T p(y|x,D) dy,

≈ 1
T

T∑
i

(E[y] − Fd(x,m, zi))(E[y] − Fd(x,m, zi))T ,

(10)

where expectation and variance are computed using Monte Carlo integration, which can be viewed as an approxima-
tion of p(z) with

∑T
i=0
δ(z−zi)

T , zi ∼ p(z), i ∈ 1, . . . ,T [29]. Variance of the outputs is computed by taking main diagonal
values of the Cov[y] representing the uncertainty of the model.

VNNs, despite not having a direct distribution over weights, can also be formulated as a deterministic func-
tion Fd(x,w, z) with a variational index z ∼ p(z). This is done by describing the output Gaussian distribu-
tion N

(
αµ(L(x, µ)), diag[(ασ(L(x, σ)))2]

)
of a VL as a linear transformation of a unit Gaussian αµ(L(x, µ)) +

diag[(ασ(L(x, σ)))2]N(0, I).

4.3. Epistemic uncertainty

Epistemic uncertainty describes the lack of knowledge of the model and can be improved by providing a better
model structure, better dataset or improved training procedure, while aleatoric uncertainty describes the uncertainty
in data due to noise in data perceiving process or domain shift [9, 13]. Usually, the epistemic uncertainty in BNNs
is modeled by assuming a distribution over weights and fixed hyperparameters. The use of unfixed hyperparameters
leads to the Hierarchical Bayes approach [1], where the epistemic uncertainty is represented by both hyperparameters
and weight distributions.

Given the fact that model parameters and structure are usually separated, the predictive distribution equation (2)
holds only in the case where the hyperparameters’ influence is limited to the training procedure. If the model structure
is included in hyperparameters, then:

p(y|x,D) =
∫ ∫

p(y|x,w, a) p(w|D, a) p(a) da dw, (11)

where the probability of a prediction for a selected model depends on both weights and hyperparameters. Following
this approach, the predictive distribution of VNN in Eq. (10) can be interpreted as a predictive distribution computed
for a Hierarchical BNN with a unit Gaussian distribution over hyperparameters z and a Dirac delta distribution over
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weights:

p(y|x,D) =
∫ ∫

p(y|x,w, z) p(w|D, z) p(z) dz dw

=

∫ ∫
p(y|x,w, z) δ(w − ŵ) p(z) dz dw

=

∫
p(y|x, ŵ, z) p(z) dz.

(12)

This formulation shows that the use of the variational index z models the epistemic uncertainty in VNNs.

4.4. Aleatoric uncertainty

Fully connected and convolutional layers can be described as the operation L(x, λ) = Wλx+bλ, where λ = (Wλ, bλ),
Wλ and bλ are weights and biases of the layer, and a corresponding activation function αλ(·) can be applied to the output
of L(x, λ).

Consider a Variational Layer with L(x, σ) = Σ, Σ ∈ R, which can be directly achieved by setting Wσ = 0, bσ = Σ
and setting the corresponding activation function ασ(·) to identity. Applying the formulation of fully connected and
convolutional layers to f (x,w) (6) and using the reparametrization trick [17], we can reformulate it as follows:

ϵ ∼ N(0, I),
f (x,w) = αµ(Wµx + bµ) + Σϵ = L(x, µ) + ϵσ,
ϵσ ∼ N(0,ΣI).

(13)

In this formulation, ϵσ models the aleatoric uncertainty [13] for the next subnetwork, which takes outputs of the current
layer as inputs and cannot improve this uncertainty by improving the model.

4.5. Training

Training of VNNs is performed by averaging outputs from different network passes for the same input. The Back-
propagation process is performed similarly as in Variational Auto Encoders [17], which is based on the reparametriza-
tion trick. The Gaussian distribution over the outputs of the layer in VNNs is represented as a sum and multiplication
of a non-parametric unit-Gaussian random variable and a set of deterministic variables, obtained from the correspond-
ing sub-layers. While computing the gradient, the value of the random variable is fixed, and is used in the process
of computing the error responsibilities of model parameters. Networks can also be trained with a single pass, which
results in the same training procedure as for classical neural networks. The models are trained with the usual loss
functions that are suitable for the task.

Training of VNNs is stochastic, which means that for the same model weights and input data, the Backpropagation
algorithm will result in different updates if applied multiple times. This may resemble stochastic training approaches,
such as Stochastic Gradient Descent (SGD) [16, 27] or Adaptive Gaussian Noise Injection [21]. However, the source
of noise in VNNs is heavily dependent on both layer inputs and parameters and not applied to the network’s weights
or outputs in a constant or weight-scaled manner. Furthermore, the stochastic manner of VNNs, as well as BNNs, is
not limited to training, as the inference of the trained models is also stochastic. The fact that VNNs are not limited to
a training framework does not mean that they cannot be used as such, which is a direction for future work.
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Fig. 2: Comparison of mean KL value with 1 STD range for each method averaged across different experiment parameters.

5. Experiments

A recently proposed framework called Epistemic Neural Networks [25] aims to provide a possibility to rank BNNs
based on their ability to accurately estimate output uncertainty. This is done by first generating a synthetic dataset
DT = {(x, y)t for t ∈ [0, T − 1]} for a simple regression task y = f (x) + ϵ, where y is an output scalar, x is an input
data point with Dx number of dimensions, ϵ is a random variable sampled from a Gaussian distribution N(0, σ2)
representing an aleatoric uncertainty. The dataset size T is determined as T = Dxλ, where λ is a hyperparameter,
meaning that more data points are created for a higher dimensionality of x. The dataset is used to train a Neural
Network Gaussian Process (NNGP) [20] and an uncertainty estimation model of interest. NNGP serves as an ideal
probabilistic model for this data, and a predictive distribution of a selected uncertainty estimation model should be as
close as possible to the predictive distribution of the NNGP model. The above process is used to create two datasets,
one used for training the uncertainty estimation model and one (test set) used to evaluate the uncertainty estimation
performance. Following [25], random noise is added to the data belonging to the training set, as it has been shown
to increase the uncertainty estimation performance, which is measured by computing the KL-divergence between the
true posterior N(µGP, kGP) and a model predictive distribution N(µB, kB). Lower values of KL-divergence represent
better uncertainty quality for a selected model, and therefore can be used to rank different approaches for uncertainty
estimation.

We implement VNNs inside the ENN’s JAX implementation [26] to reproduce results for BBB [4], MCD [8],
Ensemble [24], Hypermodel [7] and compare them with VNN1. We follow the original framework parameters and
repeat experiments with the following options: Dx ∈ {10, 100, 1000}, λ ∈ {1, 10, 100}, and ϵ ∈ {0.01, 0.1, 1}. Each
model is trained with 10 different random seeds, and the resulting KL value is the average of individual runs. The
average KL values for all experiment parameters are given in Fig. 2a and for the highest input dimension value
Dx = 1000 are given in Fig. 2b. VNN has better uncertainty quality than BBB and MCD, but it is outperformed
by Hypermodel and Ensemble. This can be explained by the difference in BMA for Deep Ensembles and Variation
Inference methods, as explained in [29]. The weight probability distribution can be split into basins, where models
sampled from the same basin are too similar and will describe the problem from the same point of view, resulting
in multiple entries of actually identical model in the prediction voting. Deep Ensembles and Hypermodels avoid this
problem by not having a single anchor point with small weight deviations, and therefore having high chances of
converging trained models into different basins. This means that VNN has a higher chance than Ensemble to have its

1 The code is available at https://github.com/iliiliiliili/vnn-pytorch-jax
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Fig. 3: Comparison of classification accuracy on MNIST and CIFAR-10 datasets with different model architectures.

samples in a single basin, placing it in the same group as BBB and MCD. Additionally, with bigger data dimensionality
Dx, MCD and BBB achieve worse results, while VNN, Ensemble and Hypermodel perform better.

We further perform experiments on image classification. We train the same methods for image classification tasks
on MNIST [6] and CIFAR-10 [18] datasets. To show the influence of model architecture on the performance, we use
a set of architectures {Fi} and train each method with the selected architecture F. We select a Base architecture to
have 3 convolutional and 1 linear layer for MNIST, and 6 convolutional and 1 linear layer for CIFAR-10. Mini and
Micro Base architectures have the same layer structure as the Base one, but a lower number of channels in each layer.
MLP architecture consists of 3 fully connected layers. We also use Resnet-18 [11] architecture for experiments on
CIFAR-10. For each method, we train models with different hyperparameter values and select the best two models
for comparison. The results of classification experiments are given in Fig. 3 and are roughly following the results of
uncertainty quality estimation experiments.

6. Conclusion

We proposed Variational Neural Networks that consider a Gaussian distribution over outputs of each layer, the
mean and variance of which are generated by the corresponding sub-layers, and evaluated their uncertainty estimation
quality within the Epistemic Neural Networks framework. Experiments show that, despite having similar properties
of Bayesian Model Averaging to Monte Carlo Dropout and Bayes By Backpropagation, where sampled models are
close resulting in similar models’ points of view, VNNs achieve better uncertainty quality which is retained when data
dimensionality is increased, in contrast to Monte Carlo Dropout and Bayes By Backpropagation methods.
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