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A B S T R A C T

Adoption of artificial intelligence (AI) is causing a paradigm change in many fields. Its practical utilization,
however, especially in safety-critical applications like medicine, remains limited, mainly due to the black-box
nature of most advanced AI models, which creates difficulties understanding why and how a model produces
a particular output or decision. To overcome this issue, various methods and techniques have been proposed
within the emerging field of explainable artificial intelligence (XAI). In this paper, we introduce a user-centric
and interactive framework that enables a holistic understanding of AI systems. The proposed framework is
designed to aid the development of more explainable AI systems by promoting transparency and trust in
their use and allow different stakeholders to better understand and evaluate AI decisions. To illustrate the
effectiveness of the framework, we implement a case study of an AI system analyzing optical coherence
tomography (OCT) images. The development of this example case is reported using the proposed framework.
1. Introduction

During the last past decade, there has been a significant growth
in the number and usage of AI applications [1,2] and AI models
have shown their effectiveness in many tasks, including image clas-
sification [2], product recommendation [3,4], object detection and
recognition [5], in areas ranging from medicine to machine translation.
For instance, applications of AI in retinal imaging [6] have shown
considerable success in the early detection and recognition from reti-
nal images of medical abnormalities such as diabetic retinopathy and
age-related macular degeneration.

Despite its clear potential and a number of successful applications
also in safety-critical tasks [7–9] like medical diagnosis, financial de-
cision systems and self-driving cars, practical uses of AI in such tasks
are currently limited [10]. The underlying reasons for the limited use
of AI are the computational cost required to run large AI models in
production and the black-box nature of AI models. The former issue
seems to be being resolved with advances in hardware technology [1];
the latter issue, however, remains critical.

The term black-box refers to a concept or system in which there
are measurable inputs and outputs, but the internal workings of the
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system remain unknowable, and users are thus unable to understand
how and based on what grounds an AI algorithm makes a particular
decision [11,12]. This inability to comprehend the workings of black-
box AI is because the structure of AI models is complex, non-linear, and
hard to interpret, and the amount of data used to train the models is
typically large. The opaque nature of AI decision-making raises ques-
tions of safety, trustworthiness and transparency and hinders extensive
use of AI. For instance, medical decision support systems need to be
trustworthy and transparent, and the black-box nature of AI algorithms
thus remains a bottleneck to widespread adaptation of AI in clinical use.

To address issues originating from the black-box nature of AI mod-
els, several solutions have been proposed under an emerging field
called XAI [13,14]. XAI presents a set of techniques and methods to
understand why AI makes a particular decision. Knowledge of the rea-
sons for a decision is considered key to understanding model decisions
and improving users’ trust in AI-based solutions.

In the XAI literature, methods to explain AI models have mainly
focused on post-hoc understanding [15]. For instance, typical XAI
methods may try to explain each decision by an AI model trained to
recognize objects of interest in images by highlighting relevant regions
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on the input image [16]. Another category of XAI models attempts
to explain the AI model at a general level by giving information on
how the model works [17,18]. Such XAI methods are primarily model-
centric, meaning that they are designed for model audit and mainly
targeted at model developers.

In addition to model-centric approaches, methods also exist that
provide a holistic understanding of an AI system by focusing on specific
building blocks such as data used and model trained. For example, one
such approach involves the use of datasheets [19] and datacards [20]
that provide detailed information about the data used to train the AI
model, and another approach uses model cards [21] that provide an
overview of the AI model itself. While these proposals offer valuable
insights into specific parts of the AI system, they have important
limitations. Firstly, they are restricted in their scope and do not take
into account the diverse needs of different users of the AI systems.
Additionally, they lack interactivity, which is crucial to allow users to
fully explore and understand the system as it enables users to actively
engage with and test the system’s functionality and capabilities. Lastly,
such methods are designed for a specific part of the AI system rather
than providing a comprehensive understanding of the entire system.
To fully understand the functionality of an AI system, it is essential
to understand all its building blocks. International standards published
by International Organization for Standardization (ISO), for example,
promote transparency, ethics and trust related to AI systems by encour-
aging organizations to integrate transparency into all levels of the AI
development cycle to foster trustworthiness [22].

To enable a comprehensive understanding of the entire process of
an AI application from the collection of data and the development of
models to the evaluation protocols and decision explorations, we pro-
pose a simple yet effective framework for explaining AI-based solutions.
This framework incorporates user-centric design principles and enables
interaction between users and the decisions made by AI models, thus
allowing greater understanding and enabling debugging of AI models.
Additionally, by embracing this framework, it is possible to introduce
transparency already in the design of AI systems at the system level.
This enables alignment with globally recognized standards for trustwor-
thy AI, such as those established by ISO. Therefore, we consider the
proposed framework a potentially valuable tool for promoting trans-
parency and trust in the usage of AI systems. The framework provides
a pathway towards the development of more ethical, explainable and
trustworthy AI systems and allow stakeholders to understand better and
evaluate the decision-making process of AI models.

2. Motivation

A typical AI model development includes three main stages [23–
26]: pre-modeling, modeling, and post-modeling. The pre-modeling
part involves mainly model search and data exploration; the modeling
stage deals with data processing and model development in the form of
training; and the post-modeling part is concerned with model testing,
interpretation of model output and model deployment. This cycle is
iterative and incremental.

In practical applications, it is important to understand every stage
of AI application development from pre-modeling to post-modeling. In
this way, it is easier to debug and isolate any part of the AI system
should any issues arise. Consequently, it is critical to have explanations
and details regarding the different stages: data, model, evaluation and
post-hoc decisions.

In the XAI literature, more attention has generally been given to
post-modeling explanations [27,28]. In an ideal situation, however,
explanations should be generated for every stage of AI system devel-
opment. Therefore, there exists a need for a standardized and generic
framework that is able to highlight and present explanations for all the
different stages of AI system development. This is also well stated in the
guidelines proposed by ISO for trustworthy AI [22,26]. For instance,
in [22] several critical aspects of AI systems are stated to be addressed
2

while offering explanations: ‘‘(1) Information about algorithms, train-
ing data and user data, including how it was collected. (2) Disclosing
the evaluation methods and metrics used to validate how a system
works. (3) Explaining to stakeholders the inputs that were used to
reach a decision. (4) Explaining to stakeholders, as much as is possible,
how an AI system arrived at a decision. (5) Notifying stakeholders
when a decision about them is made by an AI system. (6) Notifying
stakeholders when they are interacting with an AI system. (7) Consider
allowing stakeholders to submit test cases to see how the AI system and
application reacts to different situations’’.

In a holistic framework, the explanations need to be generated in
a user-centered fashion because different stakeholders are involved in
each stage of the development of AI/ML applications [26,29–31]. Thus,
the different stakeholders require explanations tailored to their needs
to be able to understand the problem and solution. For instance, while
a model developer might be interested in how a model is trained and
which architecture is used, a product manager might be interested in
what kind of data is used and how it is used. Policymakers, on the other
hand, might wish to check any licensing and ethical considerations
arising from use of the AI model and its data, and practitioners might be
interested in understanding model decisions and may want to perform
sensitivity analysis of the model. The different roles and responsibilities
mean that user-centered explanations are crucial to support the needs
of all stakeholders.

To address the above issues, we propose an interactive and user-
centric [32,33] framework for AI applications. The framework enables
transparency and understanding of AI systems, including the AI model,
data used, performance evaluation schemes, and post-hoc decisions
made by the AI model, via a unified simple framework. It also promotes
alignment with the aforementioned ISO standards, thereby advancing
the objective of fostering transparency throughout all stages of AI
development. The framework is mainly intended for practical applica-
tions, however, it can also be used to report and present explanations
for any AI system development from pre-modeling to post-modeling
while taking into account different user groups.

3. Methodology

To be able to design a practical user-centric framework for in-
terpretable and explainable AI system documentation, we first con-
ducted a literature review with the aim of identifying the key elements
and questions in the field of XAI. The literature review is based on
peer-reviewed articles discussing and reviewing explainable AI, arti-
cles describing and reviewing the taxonomy of XAI methods, articles
discussing human-centered design principles/approaches, and studies
reviewing practical usage of XAI methods. Based on the literature
review, we identify features/attributes of explainability that enable
conclusions to be drawn and then propose a framework which is
explainable by design. Finally, we use the framework to present a use
case (application) in the medical domain. Within the context of this
study, the use case is an implementation of a concrete application
studied to validate the proposed framework.

Literature review for designing the framework. We constructed the
user-centered [34–37] framework based on a literature review of XAI.
It should be noted that defining the taxonomy, concepts, and methods
of XAI [11,17,18,28,38] is out of the scope of this paper. Readers are
referred to [17,27,28] for discussion of the theoretical foundations of
XAI.

Before commencing the framework design, we defined five key
questions for clarification: (1) Why is there a need for explainability?
(2) What can be explained in AI systems? (3) What are the attributes of
a good explanation in XAI? (4) For whom are the explanations in XAI
generated? (Who are the users/stakeholders involved?) And finally, (5)
how are explanations for AI constructed?

Case Study . To showcase the effectiveness and usefulness of the
framework and give an example of a practical application, we exam-

ined a medical image analysis case. First, we trained an AI model to
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detect certain anomalies from medical images, and then the proposed
framework was used to report development phases and results with
explanations.

4. Framework design

This section presents the proposed framework for XAI. We start by
discussing the concept of explainability, which is a central idea in AI
research, and how it is defined in XAI studies. Next, we identify and
address four key questions that guide the framework design: (1) why
explain, (2) what to explain, (3) for whom to explain, and (4) how to
explain. The answers to these questions provide the foundation for the
framework design, which focuses on the question of how to explain
the AI model and the model output. The framework is designed to be
flexible and adaptable to different AI applications and scenarios while
also addressing the challenges and limitations of explainable AI.

Explainability in AI . Before making any claims about explainability
n AI, it is worthwhile reviewing what explainability means and how it
s translated to AI as XAI. The concept of explainability has its roots in
hilosophy, and many different theories of explanation are discussed in
he literature [39,40]. Since explanations are predominantly defined in
he context of a specific domain, multiple definitions of explainability
an be found in the XAI community. For instance, while explainability
s defined in [41] as ‘‘the capacity to provide or bring out the meaning
f an abstract concept and understandability as the capacity to make
he model understandable by end-users’’, it is defined in [30] as ‘‘nu-
erous ways of exchanging information about a phenomenon, in this

ase, the functionality of a model or the rationale and criteria for a
ecision, to different stakeholders’’. Furthermore, in [42] the term ‘‘to
xplain’’ is defined as ‘‘a process which is substantially akin to the
rocess of describing something, of giving some information about a
ortion of reality or of a theoretical framework’’. Additionally, there
re arguments stating that explainability in AI should be defined from
he perspective of social sciences. For instance, Miller et al. [43] define
xplainability as ‘‘the degree to which a human can understand the
ause of a decision’’.

There is no standard way of how to define explainability in XAI.
herefore, in this paper we propose the following definition inspired
y the diverse definitions found in the XAI literature [11,17,18,28] and
lso the definition of explainable AI by ISO [26] (in which explanation
s defined as making an AI system understandable to different stake-
olders/users beyond providing post-hoc explanations): an AI-based
ystem is explainable if it can be described, understood and decon-
tructed to its main components by design while considering the needs
f different user groups interacting with the system. Consequently, the
ystem should be designed in a way that allows its users to understand
ow it works, why it works, and why it fails. Thus, explainability in
I should aim to present AI solutions and their components in an
nderstandable format. Such explanations of solutions and components
ill then allow users to understand the behavior of the AI system and
ow it works at every stage of AI system development. To achieve this
im, transparency must be built into every stage of AI development,
rom pre-modeling to the post-modeling stages, and this transparency
an help to build trust and confidence in AI.
Why explain AI . The goal of XAI is to make AI systems transparent,

rustworthy, ethical, safe, secure and robust by allowing users to un-
erstand why AI works, how it works and why it reaches the outcomes
hat it does. Consequently, the explanations should be aimed at [33,44]
Fig. 1): increasing transparency [44], understanding decisions made by
I models [34], enabling exploration [45], understanding and inspect-

ng data [11,46], reproducibility [45], justifying decisions, improving
nd inspecting models [45], ensuring compliance with regulations [30,
4], understanding the problem context [47], improving user’s mental
odels [34], and ensuring trust in the system, and enabling perfor-
3

ance verification [44,45]. In particular, enabling justification on what
grounds an AI system makes a decision improves trust towards the
system improving trustworthiness [48].

What to explain. Certain attributes of an AI system need to be
explained to ensure that the system is fully explainable. In the XAI
literature, these attributes to be explained are defined as the AI sys-
tem in overview [29,49], decisions made by any AI model (global
and local) [11,18], performance evaluation [41], details of AI model
functionality and how the model works [34], data (summary, stats,
issues) [46,50], and ethical and legal considerations [51–53]. Knowl-
edge of these attributes is important for understanding of the workings
of an AI system and ensuring its transparency and accountability. The
attributes to be explained are illustrated in Fig. 2.

For whom to explain (Users). Different stakeholders require differ-
ent explanations about an AI system [33,37] and these explanations
are triggered by specific user requests. Therefore, it is important to
understand who the users of such systems are and why they need expla-
nations in the first place [54]. To do so, one can embrace user-centric
approaches to generate explanations for specific user groups. XAI lit-
erature has focused on algorithms/methods for explainability [35] but
has not given much attention to user-centric approaches.

Most studies consider the issue of explaining model decisions from
the perspective of explaining decisions to domain experts or developers
who design and implement AI models, and user-centric approaches
have drawn little attention from the community. Nevertheless, a small
number of studies [32–35,42,54] can be found that highlight the impor-
tance of user-centric approaches in XAI. A common point highlighted in
these studies is that user-centric approaches can provide more person-
alized and targeted explanations than conventional approaches and are
more useful for a wider range of stakeholders. Additionally, user-centric
approaches can increase the trust and transparency of AI systems,
leading to more effective adoption and deployment. Since user-centric
approaches are still at an early stage of development, there is no clearly
defined set of stakeholders. Hence, by considering the aforementioned
studies, we construct profiles of initial user groups in XAI based on their
roles and their expectations [42] from the system, see Fig. 3. In the next
section, we consider these user groups when answering the question of
how to explain and explore possible options to define user groups in
XAI.

What makes a good explanation: Attributes of a good explanation.
There is a lot of discussion in the literature about what makes a good
explanation in the context of XAI, and what the attributes of such
an explanation should be [31,33,35,38,41,55]. One characteristic of a
good explanation is being experiential, meaning that it should make the
decision understandable and enable decision manipulation for robust-
ness tests [26]. It should also be explanatory, meaning that it should
be accompanied by other things such as instructions, tutorials, etc. In
addition, two types of uncertainty appear in every AI system: epistemic
uncertainty and aleatoric uncertainty [56,57], and these uncertainties
need to be addressed in explanations. Epistemic uncertainty arises due
to a lack of data and can be reduced by providing more data and details
about the data used to train the AI model [58]. Users can thus make
more informed decisions. Aleatoric uncertainty, on the other hand,
exhibits in the data as noise and it cannot be reduced. In addition to
the data, a good explanation should help understand the behavior of
the model. The attributes of a good explanation of an AI system are
summarized in Fig. 4

4.1. How to explain: Proposed framework in detail

Frameworks for unified reporting, such as data sheets, model cards
and data boards, can be found in the XAI literature. These frame-
works are designed for specific parts of the AI development cycle. For
instance, datasheet [19], datacard [20], FactSheets [59] and Data Nu-
trition Label [60] are used for data monitoring, while model cards [21,
36] are used mainly for model experiment reporting.



Knowledge-Based Systems 283 (2024) 111107

4

S. Kaplan et al.

Fig. 1. Overview of reasons for explaining an AI system.

Fig. 2. Overview of the aspects or components of an AI system that can be explained.

Fig. 3. Target user groups categorized in terms of the group characteristics and requirements from an AI system.
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Fig. 4. Summary of attributes that characterize good explanations in AI.
Fig. 5. Design of two explainability approaches in AI: (a) a conventional approach that does not consider the different user groups when presenting explanations, and (b) a
user-centric approach that provides explanations tailored to the requirements of different user groups.
There are shortcomings in the existing methods. Firstly, current
explanation proposals do not take into account different user groups.
However, an ideal solution should include the users in the loop while
generating explanations, since there exist different user groups of the AI
system and each of them requires different explanations. Additionally,
the static nature of current methods makes it difficult for users to
interact with the explanations. As noted earlier, interactivity is one of
the key elements of good explanations, which is a means of commu-
nicating the components of AIsystem to the user, thus building trust.
Through an interactive interface, the user can remain in control and can
test/verify the robustness of the system by challenging the decisions
made by AI [61]. Lastly, both model cards and data cards focus on
a specific part of the model development cycle. However, as all AI
system components are interdependent, it is important to deconstruct
the AI system into its components and generate explanations for each
part [22]. Therefore, the framework needs to be both user-centric and
interactive in its exploration of AI systems. Fig. 5 illustrates traditional
versus desired explanation approaches in XAI.

To address the shortcomings of current approaches and to answer
the question of how to explain, we propose a simple but power-
ful framework that enables explainability at every stage of the AI
development cycle. This framework is user-centric, interactive, and
5

deconstructs the AI system into its components. It also meets the char-
acteristics of the questions outlined above. The framework deconstructs
the AI system into the following parts and provides explanations for
each part under the name of: (1) system overview panel, (2) model
panel, (3) data panel, (4) performance and evaluation panel, and (5)
decision exploration panel. In this way, transparency is introduced
at every stage of AI model development, from pre-modeling to post-
modeling. It should be noted that transparency is important to enable
alignment with the regulatory compliance demands stated in the EU AI
Act [51] and GDPR [52].

The framework is interactive and user-centric and provides expla-
nations tailored to different user groups-[33,35,42]. To create user
groups, various methods exist that can be applied to construct well-
grounded user profiling and they can be summarized as follows. (1)
Dynamically learning user-profile in real-time while the user is engag-
ing with the system and tailoring the explanations based on the learnt
profile. (2) Collecting information about possible users of the system
via questionnaires or surveys and then constructing user-profiles based
on answers. (3) Applying predefined personas for AI, for example, via
Personas for AI toolbox [62]. (4) Constructing user groups via given
initial user groups studied in XAI as illustrated in Fig. 3. Depending
on the adopted method of creating user profiles, at each panel of the
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Fig. 6. The proposed framework for XAI. The framework comprises five panels, each of which is dedicated to providing explanations related to the specific aspects highlighted in

the respective panel.
proposed framework, the target group user information can be provided
in the form of user tags (user groups). The framework and its panels
are shown in Fig. 6, and the details of each panel are discussed in the
following subsections.

4.2. Definition of framework components

This section covers what can be included and reported in every mod-
ule of the framework. The modules are flexible and open to extension.

System Panel. This module provides a summary of the AI system
and key details about its purpose and use [27]. We propose that details
are provided answering for the following questions about the system:
(1) what does the system do? (2) For what purpose has it been designed
and implemented? And (3) how is it used?

• What is the problem that the system aims to solve? The answer to this
question should clarify the motivation for building the AI system
and explain the problem or need that the system is intended to
address.

• What does the system do? The answer to this question should
provide a high-level overview of the system’s main functions.
For example, if the system is a recommendation engine, this
section could describe the types of recommendations it makes
6

and how it uses user data and other information to generate the
recommendations.

• How is it used? The answer to this question should present infor-
mation on how to use the system and its various components.
It could include details on the user interface, input and output
formats, and any other relevant information that users need to
know to use the system effectively.

Data Panel. The data panel module utilizes a data-centric approach
to explainability, which enables a detailed understanding of the data
used by the AI system. Providing detailed information regarding the
data is one of the ways to reduce and mitigate bias in AI systems
as stated in [26]. To enable understanding of AI system data and
adhering to FAIR principles (findable, accessible, interoperable and
reusable) [61], information about the data characteristics should be
reported in three subcategories: (1) source information, (2) exploratory
data statistics, and (3) data onboarding. The data to be presented is
shown in Fig. 6.

• Raw data details: This section provides a summary of the data
source, data collection and annotation procedure, and describes
the data characteristics including its modality (text, image, audio,
etc.), format (CSV, JSON, etc.), and domain (healthcare, finance,
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etc.). It also includes information on ethical considerations and
regulatory checks, such as any relevant licenses or permissions to
use the data. Additionally, data version information is given to
help users track the evolution of the data over time.

• Exploratory data statistics: This section includes information on the
train, cross-validation and test data division and provides sum-
mary statistics and other relevant information from exploratory
data analysis. Examples of outliers, if applicable, can also be
included in this section to help users understand the data in detail.

• Data onboarding : This section provides details on the data pre-
processing and post-processing steps, including any data cleaning,
normalization, or other transformations that were performed.
Also, if any data augmentation techniques and synthetic data are
used to enlarge the data, these procedures are described here.

y providing the details of the data in each part, we can introduce
ransparency and enable regulatory compliance, such as EU AI Act [51]
nd GDPR [52].
Model Panel. The model panel provides details on the development

f the AI model, from the initial development stage to deployment. It
nables users to understand what the model does, how it was devel-
ped, and how it is used in production. The panel is divided into three
ubsections: model generic information, model development informa-
ion, and model deployment information. These subsections provide a
ser-centric view of the model and its development as shown in Fig. 6:

• Model generic information: This section provides a consistent sum-
mary of the model’s details, including its main features, capabili-
ties, and intended use. It also describes the model’s behavior, such
as the type of data inputs (image, feature etc.) it can handle and
the types of outputs it produces.

• Model development information: This section provides details on the
model’s development, including information on the hyperparam-
eters, development frameworks such as Tensorflow or PyTorch,
and other technical details. It also includes a complete analysis
of the model’s inference performance, such as the model size,
hardware-specific (GPU and CPU) inference time, and speed, as
well as any information relevant for reproducibility [63].

• Model deployment information: This section provides information
on how the model is used in production, including details on the
inference process and any relevant deployment-specific details. It
also includes information on how users can access and interact
with the model in production.

Overall, this module provides a transparent and user-centric view
f the AI model and its development, enabling users to understand its
apabilities and performance and how it is used in practice.
Performance Panel. The performance and evaluation panel provides

nformation on the evaluation of the AI model’s performance, including
etails on the metrics used and the results of the evaluation. It also
ncludes information on any issues that were discovered during the
valuation, as well as visualizations of the performance metrics and
xamples of observed failure and success cases.

• Evaluation Metrics: This section provides a detailed description of
the performance metrics used to evaluate the model, such as accu-
racy, precision, recall, and other task-relevant metrics. It explains
how each metric is calculated and provides a rationale for its use
in evaluating the model. It should also present the characteristics
of the evaluation data set, including its size, composition, and any
relevant details on the data used for evaluation. It also includes
information on how the evaluation data set was selected and
prepared for use in evaluating the model.

• Performance Summary : This section provides the results of the
model’s performance evaluation on the evaluation set, including
the values of the performance metrics and any relevant details
7

on the evaluation process. It also includes a comparison of the o
model’s performance on the test set to other relevant benchmarks
or baselines if such benchmark data sets exist. It can also include
visualizations of the performance metrics, such as graphs, charts,
or other relevant visual representations. These visualizations help
users to understand the model’s performance and its strengths
and weaknesses, and they provide a clear and concise view of the
evaluation results.

• Limitations: This section provides examples of observed failure and
success cases, along with visualizations

Decision Exploration Panel. The decision exploration panel is an
ssential part of understanding the decision-making process of AI mod-
ls. It provides both local and global explanations, and is user-centric,
nabling human interaction [64]. Global explanations can be provided
hrough representative samples and task-specific borderline samples
rom the training data, such as representative samples from each cate-
ory in a classification task. These samples enable users to understand
hich inputs contribute to the model’s decisions. On the other hand,
orderline cases can be used to highlight potential failure cases.

The instance exploration part of this panel is intended for model
ensitivity analysis and robustness tests, decision correction, and deci-
ion highlighting using both local explanation methods and presenting
imilar samples to the target sample from the representative samples
f the training set. In this way, a user is given a chance to compare
ecisions made by AI models across similar cases in the gallery set.
here are various methods [65,66] in the literature for highlighting
eatures that contribute to a decision, and these methods can be used
o provide explanations.

An important facet of the panel is to provide robustness tests for
rustworthy AI. It is crucial to provide the users with a set of options
o perform robustness checks. This can be achieved via several ap-
roaches found in the literature [48,67]. The notable techniques are (1)
ugmenting input samples by varying transformations and distortions,
2) testing the robustness via adversarial samples, and (3) utilizing
enerative models to synthesize new samples to test the reliability of
he model. By embracing such methods, the users can challenge the
odel’s decisions by manipulating input instances to perform sensitiv-

ty analysis via interactive user interfaces for this purpose. In addition
o robustness tests, this panel introduces alignment with human-in-the-
oop approaches for verifying the system, enabling domain experts to
rovide feedback for further improvement of the system via the chance
o review and correct the decision of AI’s model [26,48,61].

In conclusion, this panel is a powerful tool for providing comprehen-
ive explanations of AI models’ decision-making process. It allows users
o gain a deeper understanding of the model’s behavior and provides a
ser-centric, interactive platform for analyzing and manipulating input
nstances, and for decision correction. The implementation of this panel
s key to promoting transparency and trust inAI systems by providing
sers with an accessible and understandable explanation of the model’s
ehavior.

. Case study: Optical coherence tomography image analysis by
eep learning

To demonstrate the framework in use, AI-based OCT image analysis
s used as an example. Given the challenges and regulatory landscape
ithin the medical field, there is a demand for human-AI interfaces that
tilize XAI techniques to support the decision-making process making
se of AI systems [61]. Therefore, this aligns well with the purpose of
he framework, making it suitable for demonstrating the framework’s
apabilities. The case is explained in detail in this section, as well
s an example that illustrates how the proposed framework can be
sed. The framework presents details about the problem, data, model,
valuations, and decision explanations, improving understanding and
ransparency throughout the entire pipeline of this case study

OCT is a technique that captures detailed cross-sectional images

f the retina [68–70]. It has made a significant contribution to the
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diagnosis of retinal diseases such as age-related macular degeneration
(AMD) and diabetic retinopathy [71]. AI based solutions have received
a great deal of interest in the field of medical image analysis [72,73] as
they are considered a potentially efficient and effective way to identify
such disorders from OCT images.

The primary objective of the case study is to detect choroidal
neovascularization (CNV), diabetic macular edema (DME) and DRUSEN
in the OCT images of the retina using AI. CNV and DME are commonly
associated with AMD, which is one of the leading causes of blindness,
and early detection and diagnosis are thus critical. An OCT image
set utilized in previous studies [74,75] is used in the case study. A
demonstration developed for this example case applying the framework
can be accessed via private link.1

.1. System panel

This panel presents the purpose of our case study, describes each
art of the framework and explains how to use the framework. Fig. 7
ontains a screenshot from the system panel serving as a visual aid
or further understanding. This comprehensive overview is essential for
sers to gain insight into the framework’s functionality.

.2. Data panel

This part of the framework provides comprehensive details about
he data. The data panel is designed to provide insight into the source
f the data, data collection method, licensing and case explanations.
dditionally, descriptive data statistics related to the train and test
ets are provided along with any post-processing techniques applied
efore using the data for model training. In the case study, an important
ssue was identified related to the class imbalance problem. A solution
roposed in Algorithm 1 in the Appendix is highlighted to address this
hallenge effectively. Fig. 8 presents a screenshot of this panel.

.3. Model panel

The model panel highlights the model details in three parts: (1)
eneral, (2) development and (3) production. Each part is designed
or a specific user group and provides important insights into the
evelopment of the model for the case study. The panel format allows
sers to track every stage of modeling from development to deployment
o that any issues related to the model can be easily identified and fixed.
urthermore, this structure enables users to have an overview of all
spects involved in building this case study such as architecture design
hoices, hyperparameter tuning strategies or deploying techniques. A
creenshot of this panel is shown in Fig. 9.

.4. Performance evaluation panel

This panel covers the details of the OCT model evaluation by
nswering questions about how the model performance is measured,
hich metrics are used for the evaluation, and which results were
btained using the test data. Additionally, it provides an explanation
f any limitations or failure cases that may have occurred during
esting. The insights gained from this panel can help users and inform
urther development and refinement of the model to maximize perfor-
ance and reliability. Fig. 10 presents a screenshot of the performance

valuation panel.

1 https://huggingface.co/spaces/hodorfi/xai_framework
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5.5. Decision exploration panel

Our case study employs a hybrid approach to generate decision
explanations that encompass both global and local explanation meth-
ods. Global explanations are derived from the training set, while local
explanations are produced through an interactive interface that allows
the user to manipulate inputs and observe how the model makes
a decision in a specific case, including which part of the image it
considers relevant for the prediction.

5.5.1. Global explanations
To provide global explanations, we selected representative and

adversarial (borderline) cases from the training set. These global ex-
planations are crucial for comparing the similarity between instances
and the actual data used for training. Therefore, the representative and
adversarial samples are used as the gallery set in the local instance
explanations. The procedures for selecting representative and border-
line cases are outlined in Algorithms 2 and 3 in the Appendix. Fig. 11
depicts how the global explanations are presented in the framework.

5.5.2. Instance explanations
This section describes how the framework presents and explains the

prediction of a single instance. The chosen approach allows the end-
user to manipulate the input and observe how the prediction changes
accordingly. The framework presents the following information for
each decision made by the model: (1) the probability distribution of
each class prediction, (2) the region of interest (ROI) in the input
image that contributes to the decision and highlights where the model
focuses while making the prediction, and (3) top-k instances similar
to the input image presented from the gallery set. The similarity be-
tween an instance and the samples from the gallery set is crucial to
understand the model decision. To highlight the ROI, the framework
uses the GradCAM [76] method, which is applied with post-processing
steps to enhance the visualization. Various local explanation methods
are available, for example, Integrated Gradients and SHAP [77], and
GradCAM was chosen as an example approach working well with OCT
images. Additionally, the framework allows the correction of decisions
made by the model, and these corrected samples are added to the
next training bucket to allow human-in-the-loop and active learning
approaches into the framework. A screenshot of the designed instance
explanation module is presented in Fig. 12.

6. Conclusions

In this study, we propose a user-centric and interactive framework
for XAI that enables a holistic understanding of AI systems by providing
comprehensive explanations at different stages. To achieve this goal,
we deconstruct the AI system into its fundamental components, namely
data, model, performance evaluation, and post-hoc decisions. Concise
explanations are then provided for each stage, which promotes trans-
parency throughout the stages of AI development. The framework is
designed to take into account the diverse needs of different users and
provide explanations tailored to their needs. In addition, interactivity is
a key design principle of the framework, which encourages engagement
between users and AI systems.

A case study from the medical domain is presented to demonstrate
the usability of our framework. For this purpose, we developed an
OCT image analysis system and utilize our framework to report on its
development. The case study demonstrates how the framework can be
used to provide a clear understanding of the data and the model, how
the performance of the AI system was evaluated, and the limitations of
the developed system. Additionally, an interactive decision exploration
panel allows users to engage with the AI model and obtain explanations
for the model decisions at the instance level and also the global level.
Overall, the framework was seen to be useful in promoting transparency
and trust in AI systems. The use case presented in this paper serves

https://huggingface.co/spaces/hodorfi/xai_framework
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Fig. 7. The screenshot of the framework’s system panel from the case study: it offers an overview of the system design and instructions on how to use it. By selecting a user
group and a framework panel from the left sidebar, users can interact with the system.

Fig. 8. The screenshot of the framework’s data panel from the case study: The panel has three different tabs, each offering distinct explanations that focus on different aspects of
the data utilized for model training. The first tab, which contains general information about the data, is presented in this figure, while the remaining tabs can be accessed via the
link provided above.
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Fig. 9. The screenshot of the framework’s model panel from the case study: each tab presents distinct explanations related to different aspects of the model used in experiments.
This figure displays the first tab, which offers general information about the model.
Fig. 10. The screenshot of the framework’s performance evaluation panel from the case study: three tabs are visible, each providing distinct explanations related to performance
evaluation. This figure shows the first tab, which highlights the performance metrics used in the evaluation.
as a baseline example of how the framework can be used to provide
explanations for similar systems.

To continue the research, different options to create or learn user
groups to provide explanations can be adopted to the framework.
However, a more in-depth study of identifying and testing user groups
is required for fine-grained user-centric explanations. A further area
of future research is assessing the effectiveness of the framework on
medical image analysis and diagnosis via an empirical study, which
should involve medical experts utilizing the framework followed by a
comprehensive questionnaire. This methodological approach can yield
valuable insight into its effectiveness and areas for improvement and
enhancement. Additionally, the quality assessment of the explanations
provided by the framework may be conducted by applying the System
Causability Scale introduced in [78]. Lastly, cross-domain applicability
and generalizability of the framework across different domains can
be tested further to examine its usability both within and beyond the
medical field.
10
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Fig. 11. The decision exploration panel of the framework, as seen in the case study screenshot, presents the global explanation tab, which enables users to explore representative
and borderline samples from each category.

Fig. 12. The screenshot of the framework’s decision exploration panel from the case study: the instance explanation tab is displayed, which allows users to obtain predictions and
explanations for a given input or sample.
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Algorithm 1 Class Imbalance Solver (Representative Sampling)

DATASET = D
CLASS_LIST = [’NORMAL’, ’DME’, ’DRUSEN’, ’CNV’]
# resnet50 model trained on Imagenet
EMBEDDING_MODEL = RESNET50
#number of instances to be sampled from each class
DESIRED_NUMBER_OF_SAMPLES_PER_CLASS = N

def class_imbalance_solver():
SAMPLE_LIST = []
for class in CLASS_LIST:

# get all samples of a class in dataset D
data = get_class_samples(class, D)
# extract embedding features from the data
data_emb_features = get_embedding_features(data, EMBEDDING_MODEL)
# run hierarchical clustering over the embedding features
clusters = run_hierarchical_clustering(data_emb_features)
# sample representative samples from each cluster
repr_samples = get_n_representative_samples(clusters,N)
# add representative samples to the sampling bucket
SAMPLE_LIST.append(repr_samples)

return SAMPLE_LIST
Algorithm 2 Representative Sampling

TRAINING_DATASET = T
TRAINED_OCT_MODEL = OCT_MODEL_V1
# number of instances to be sampled for gallery set
DESIRED_NUMBER_OF_SAMPLES_FOR_GALLERY_SET = N

def representative_gallery_set_sampler():
data = get_correctly_classified_samples(T)
data_emb = get_embedding_features(data, OCT_MODEL_V1)
ann_tree = build_approximate_nearest_neighbor_tree(data_emb)
gallery_set = get_n_dissimilar_samples(annoy_tree)
return gallery_set
Algorithm 3 Borderline Sampling

TRAINING_DATASET = T
TRAINED_OCT_MODEL = OCT_MODEL_V1
# number of instances to be sampled for gallery set
DESIRED_NUMBER_OF_SAMPLES_FOR_GALLERY_SET = N

def borderline_gallery_set_sampler():
data = get_missclassified_samples(T)
data_emb = get_embedding_features(data, OCT_MODEL_V1)
ann_tree = build_approximate_nearest_neighbor_tree(data_emb)
gallery_set = get_n_dissimilar_samples(annoy_tree)
return gallery_set
Appendix. Algorithms

See Algorithms 1–3.
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