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ABSTRACT 

Bone mass and structure, constituting its strength, adapt to prevalent mechanical 
environment. Physical activity and exercise provide natural ways to apply the 
mechanical loading to bone. Finding effective osteogenic exercise types to improve 
proximal femur bone strength is of great importance to reduce hip fracture incidence 
and consequent substantial socioeconomic burden. Importantly, almost all hip 
fractures are caused by falls. Therefore, the primary objective of the present doctoral 
research was to find such effective exercise types by exploring the effect of long-
term specific exercise loading on proximal femur bone strength in the fall situation 
using a finite element (FE) method. The secondary objective was to analyze 3D 
morphological adaptation of proximal femur cortical bone to the specific exercise 
loading. The results from this secondary objective were anticipated to help 
understanding the findings pertinent to the primary objective. 

To achieve these objectives, proximal femur MRI data were obtained from 91 
young adult female athletes (aged 24.7 ± 6.1 years, > 8 years competing career) and 
20 nonathletic but physically active controls (aged 23.7 ± 3.8 years). The athletes 
were classified into five distinct exercise loading groups based on the typical loading 
patterns of their sports: high-impact (H-I: triple- and high-jumpers), odd-impact (O-
I: soccer/football and squash players), high-magnitude (H-M: powerlifters), 
repetitive-impact (R-I: endurance runners), and repetitive non-impact (R-NI: 
swimmers). Based on their MRI data, proximal femur FE models were first created 
in a single fall configuration (direction) to compare 1) cortical stresses in eight 
anatomical octants of femoral neck cross-sections in the proximal, middle, and distal 
femoral neck regions and 2) fracture behavior (load, location, and mode) between 
each exercise loading and control groups. The athletic bones are adapted to the long-
term specific exercise loading characterized by not only the loading magnitude, rate, 
and frequency but also direction. Given this, the study was extended to simulate the 
FE models in multiple fall directions to examine whether potentially identified higher 
proximal femur bone strength to reduce fall-induced hip fracture risk, attributed to 
the long-term specific exercise loading, depends on the direction of the fall onto the 
greater trochanter or hip. For the secondary objective, a new computational anatomy 
method called Ricci-flow conformal mapping (RCM) was implemented to obtain 3D 
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distribution of the cortical thickness within the proximal femur and to perform its 
spatial between-group statistical comparisons. 

Key results from the present research demonstrated that young adult females with 
the exercise loading history of high ground impacts (H-I), ground impacts from 
unusual/odd directions (O-I), or a great number of repetitive ground impacts (R-I) 
had 10-22%, 12-16%, and 14-23% lower fall-induced cortical stress at the fracture-
prone superolateral femoral neck and 11-17%, 10-11%, and 22-28% higher fracture 
loads (higher proximal femur bone strength) in the fall situations compared to the 
controls, respectively. These results indicate that the long-term H-I, O-I, and R-I 
exercise loadings may reduce the fall-induced hip fracture risk. Furthermore, the 
present results showed that the higher proximal femur bone strength to reduce hip 
fracture risk in athletes engaged in the high-impact or repetitive-impact sports are 
robust and independent of the direction of fall. In contrast, the higher strength 
attributed to the odd-impact exercise loading appears more modest and specific to 
the fall direction. The analysis of the minimum fall strength spanning the multiple 
fall directions also supported the higher proximal femur bone strength in the athletes 
engaged in these impact exercises. In concordance with the literature, the present 
results also confirmed in these young adult females that 1) the fall-induced hip 
fracture most likely initiates from the superolateral femoral neck’s cortical bone, 
particularly at its posterior aspect (superoposterior cortex) in the distal femoral neck 
region, and 2) the most dangerous fracture-causing fall direction is the one where 
the impact is imposed to the posterolateral aspect of the greater trochanter. 

It would be ideal if impact exercise loading could induce beneficial cortical bone 
adaptation in the fracture-prone posterior aspect of superolateral femoral neck 
cortex. However, such apparently beneficial cortical adaptation was not observed in 
any of the impact or nonimpact exercise loading types examined in the present 
research based on the supplementary RCM-based 3D morphological analyses of 
proximal femur cortical bone. This analysis importantly showed that the higher 
proximal femur bone strengths to reduce fall-induced hip fracture risk in athletes 
engaged in the high- or odd-impact exercise types are likely due to thicker cortical 
layers in other femoral neck regions including the inferior, posterior, and/or 
superior-to-superoanterior regions. Interestingly, the higher proximal femur strength 
in the athletes with the repetitive-impact exercise loading was not supported by such 
cortical adaptation. This suggests that other structural/geometrical adaptation 
contributes to their higher strength. This calls for further studies to elucidate the 
source of the higher proximal femur bone strength in this type of athletes. 

 

vii 

In contrast to the impact exercise loading histories, the exercise loading history 
of the high-magnitude (e.g., powerlifting) or repetitive, non-impact (e.g., swimming) 
was not associated with higher proximal femur bone strength to reduce fall-induced 
hip fracture risk. This most likely reflects the lack of any beneficial structural 
adaptations of cortical bone around the femoral neck in the athletes with these 
exercise loading histories. Considering the loading characteristics of the exercise 
types examined in the present doctoral research, the moderate-to-high loading 
magnitude alone appears insufficient but needs to be generated at the high loading 
rate and/or frequency to induce the beneficial adaptation in the proximal femur 
cortical bone. Therefore, in addition to aforementioned three impact exercise 
loading types, other exercise or sport types satisfying this condition may also be 
effective to increase or maintain the proximal femur bone strength to reduce fall-
induced hip fracture risk. 

As a clinical prospect, the present findings highlight the importance of impact 
exercise in combating fall-induced hip fracture. Compared to the high-impact 
loading exercises (e.g., triple/long and high jumping exercise), the odd-impact [ball 
or invasion games (e.g., football/soccer, tennis)] and/or repetitive-impact loading 
exercises (e.g., endurance running, jogging, and perhaps vigorous walking) likely 
provide a safer and more feasible choice for the populations covering the sedentary 
adults to old people. This is due to the relatively more moderate ground impact 
involved in the odd- and repetitive-impact loading exercises than in the high-impact 
exercises. For young, physically active, and/or fit people, the above-mentioned or 
similar jumping exercises and any other exercise types consisting of the high ground 
impact (e.g., volleyball, basketball, gymnastics) can also be incorporated into their 
habitual exercise routines. Lastly, the present results were observed in the young 
adult females who had engaged in sport-specific training from their 
childhood/adolescence to early adulthood. Therefore, this calls for the prospective 
and/or retrospective observational studies to investigate whether the higher 
proximal femur bone strength to reduce fall-induced hip fracture risk obtained from 
the long-term specific impact exercise loading during these early phases of life can 
sustain into the later stages, especially after age of 65 years when the hip fracture is 
generally more common. 
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1 INTRODUCTION 

Bone mass and structure constitute the bone strength [1] and adapt to habitual 
mechanical environment [2,3]. Exercise and physical activity offer natural modes of 
the mechanical loading to the bone and greatly contribute to bone strength by 
promoting bone formation in growth [4–6] and maintaining the skeletal strength or 
slowing down age-dependent bone loss with aging [4,7–9]. Nevertheless, not all 
exercises are equally osteogenic and the effectiveness may differ from one anatomical 
site to another [10–13]. In general, based on animal experimental studies, the 
effective loading types are dynamic [14,15] consisting of sufficiently high-magnitude 
strains [16–18] generated at high strain rate [19–21] or frequencies [22–24]. 
Discovering the effective osteogenic exercises for the hip bone, the proximal femur, 
is important because of the rapidly increasing socioeconomic burden caused by hip 
fracture. 

Hip fracture is a major public healthcare problem resulting in high rates of 
morbidity, disability, and even mortality in the older adults [25,26]. It is twice more 
common in females than in males [27,28]. Within one year after the fracture, only a 
half of the hip fracture patients regain their pre-fracture mobility and even up to 30% 
of the patients die due to the fracture and their comorbidities [26,29–32]. Globally, 
the annual number of hip fractures and consequent financial costs are estimated to 
reach 6.3 million fractures [33] and $132 billion, respectively, by 2050 due to aging 
population worldwide [34]. With advancing age, the amount of vigorous physical 
activity declines, and the physical activity primarily consists of less intensive walking 
[35]. Walking is the predominant form of human locomotion and induces an 
asymmetric loading in the femoral neck: higher compressive and smaller tensile loads 
at its inferomedial and superolateral aspects, respectively [36,37]. Due to this, the 
femoral neck typically has a thicker inferomedial and thinner superolateral cortical 
walls [38,39]. The age-related reduction in the skeletal loading may progress this 
thinning of the superolateral cortex. In fact, it has been observed in adult females 
that the cortical thickness at the posterior aspect of the superolateral region decreases 
fivefold from 1.63 mm at age of 25 years to 0.33 mm at age of 85 years whereas its 
counterpart, the thickness of inferior femoral neck cortex, remains almost 
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counterpart, the thickness of inferior femoral neck cortex, remains almost 
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unchanged [40]. Accordingly, Mayhew and his colleagues (2005) suggested that this 
site-specific cortical thinning significantly contributes to the hip fragility [38]. 

The problem due to such fragility comes to the surface when the person falls, and 
the fall-induced ground impact is imposed to the posterolateral or lateral aspect of 
the greater trochanter or hip. In such a fall, the loading mechanism is reversed, 
causing unusually high compressive loading at the fracture-prone thin superolateral 
cortex [37,41–44]. The peak magnitude of this fall-induced compressive loading can 
be up to 4 times greater than the loading during the walking [36,42]. Accordingly, 
numerous studies consistently confirmed that the femoral neck is at the greatest risk 
in the fall situation and the fracture most likely initiates from this thin superolateral 
cortex due to the unusually high compressive loading [37,41–50]. As a matter of fact, 
it has been reported that over 90% of the hip fractures are caused by the fall [51–
53]. Therefore, if a specific type of exercise can deliver the osteogenic loading to the 
proximal femur (particularly to the femoral neck and its superolateral region) to 
increase or maintain its strength, the hip fracture risk may be reduced.  

Comparing athletes’ bones with bones from nonathletic persons has a potential 
to find such osteogenic targeted exercise through examination of the long-term 
adaptation of bones to specific exercise loading. Such studies based on dual-energy 
X-ray absorptiometry (DXA) reported that proximal femora of young adult female 
athletes with a history of high-impact (e.g., jumping exercises, producing high ground 
reaction forces at the take-off) and/or odd-impact exercise (e.g., experiencing 
ground impact from unusual directions, typical in ball games like tennis, squash, and 
football) had greater areal bone mineral density (aBMD), bone mineral content 
(BMC), cross-sectional area (CSA), and section modulus (Z) in the femoral neck than 
those of nonathletic female controls [54–59]. Next, Nikander et al. (2009) reported 
that, based on magnetic resonance imaging (MRI), distribution of cortical bone 
around the femoral neck cross-section varied among athletes with different sport 
backgrounds. For example, compared to nonathletic controls, the proximal femora 
with the high-impact loading history had significantly ~60% thicker cortical bone at 
the inferior quadrant of the femoral neck. Also, those with the high- and odd-impact 
loading histories had significantly ~20% thicker cortexes at the anterior and 
posterior quadrants. [60]  It should be noted that this posterior quadrant partially 
includes the vulnerable fracture-prone superolateral region. However, to the best of 
author’s knowledge, there have been very few studies which investigated whether 
these apparent beneficial adaptations of proximal femur bone to specific exercise 
loading histories translate into a higher proximal femur bone strength to reduce fall-
induced hip fracture risk [61–63]. The proximal femur bone strength in the fall 

 

23 

situation is best evaluated by measuring or estimating a fracture load that is equal to 
the minimum applied load to cause the fracture. In vitro and/or in vivo estimations of 
such loads can be realized through an experimental mechanical testing of cadaveric 
bones and a finite element (FE) method [45,46,50,64,65]. Importantly, it was found 
that FE-derived fracture load (proximal femur bone strength) can predict the hip 
fracture risk more accurately than a traditional aBMD-based risk assessment or more 
comprehensive risk assessment tool such as FRAX [66,67]. 

Given above, it is yet unclear whether the long-term specific exercise loading can 
result in the higher proximal femur bone strength to reduce fall-induced hip fracture 
risk though inducing beneficial adaptations within the proximal femur. Thus, the 
primary research question in the present doctoral research was whether the proximal 
femur adapted to the long-term specific exercise loading has the higher bone 
strength to reduce the hip fracture risk in the fall situation. Furthermore, the results 
from the above-mentioned previous studies of athletic and nonathletic proximal 
femur bones were limited to two-dimensional (2D) planar analyses of femoral neck 
cross-section. Hence, an additional question was how the specific exercise-induced 
adaptations of proximal femur bone contribute to the higher bone strength three-
dimensionally. Particularly, it is of interest whether any specific exercise type can 
induce three-dimensional (3D) beneficial adaptations to the fracture-prone 
superolateral femoral neck cortical bone considering the mechanism of the fall-
induced hip fracture. Addressing these questions has a potential to identify the 
effective osteogenic exercise types to increase or maintain the proximal femur bone 
strength. The results are anticipated to facilitate devising effective exercises to 
increase the strength, which would be of utility in practical preventive actions against 
the hip fractures. This could translate into reduced number of the hip fractures and 
associated costs to society, and into better quality of life and independent living of 
old people because of improved neuromuscular performance and balance, besides 
improved hip bone strength. These research questions are addressed in the present 
doctoral research with following two objectives.  

The primary objective of the present doctoral research was to scrutinize the effect 
of long-term specific exercise loading on the proximal femur bone strength in the 
fall (onto the greater trochanter) configuration using the FE method. The secondary 
objective was to investigate the 3D morphological adaptation of proximal femur 
cortical bone to different exercise loading history using a new computational 
anatomy method, called Ricci-flow based conformal mapping (RCM). Additionally, 
the fall-induced strain distribution at the proximal femur surface was analyzed three-
dimensionally using the same method. It was anticipated that the results from this 
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secondary objective would help understand the higher proximal femur bone strength 
induced by the specific exercise loading (a potential finding in the primary objective) 
in addition to previous 2D-based results.  

These objectives were addressed through a total of four publications: 
Publications I, II, and III for the primary objective; and Publication IV for the 
secondary objective. In the Publication I, the proximal femur FE models were 
created in a single fall configuration/direction (a fall onto the greater trochanter) 
based on the same proximal femur MRI data used in one of aforementioned studies 
by Nikander et al. (2009) [60], consisting of 91 young adult female athletes 
representing five distinct exercise loading histories and 20 nonathletic but physically 
active female controls. Based on the FE models, the fall-induced stress distributions 
within femoral neck were compared between each of five exercise loading groups 
and the control group through the octant-wise stress analyses on the femoral neck’s 
cross-section in three longitudinal sub-sections (proximal, middle, and distal 
sites/regions) along the femoral neck. However, these stress analyses alone are 
insufficient to infer the proximal femur bone strength in fracture-causing fall 
situations. Therefore, in the Publication II, the fracture load was estimated for each 
proximal femur based on the same FE models with a principal strain failure criterion. 
It was evaluated whether the proximal femur bone strength in fall situation in the 
specific exercise loading group was different from the nonathletic control group. 
Furthermore, the effect of the long-term distinct exercise loading on the fracture 
location was examined in this publication. In these Publications I and II, the FE 
analyses were limited only to the single fall configuration (a single direction of fall 
onto the greater trochanter). The athletic bones are adapted to the long-term specific 
exercise loadings characterized by not only the loading magnitude, rate, and 
frequency but also direction. Given this, in the Publication III, the study was 
extended to simulate FE models in the multiple fall configurations (a total of 12 
directions per each proximal femur) to examine whether the specific exercise-
induced gains in the proximal femur bone strength persist regardless of the direction 
of fall onto the greater trochanter or whether they depend on the direction. 
Moreover, because a fall is an unpredictable event, it is difficult to forecast its 
direction and the weakest fall direction is likely specific to each femur. Considering 
these, a minimum fall strength (MFS) among the multiple fall directions was also 
calculated for each proximal femur and its between-group differences were analyzed 
accordingly. In the Publication IV, the RCM method was implemented to analyze 
the 3D distributions of 1) the cortical thickness across the proximal femur and 2) 
FE-derived surface strains in the fall situation. Subsequently, their spatial between-
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group differences were analyzed statistically with statistical parametric mapping 
(SPM). 

Lastly, it is noted that aforementioned fracture-causing fall type where the ground 
impact is imposed to the posterolateral or lateral aspect of the greater trochanter or 
hip is often referred to as “sideways fall” in literature including Publications I-IV 
with an assumption that the fall to the side results in the ground impact onto the 
(posterolateral or lateral aspect of) greater trochanter. However, this is not 
necessarily true since fallers often avoid the fall onto the greater trochanter by 
rotating their trunk during the fall descent as a natural protective response [68–70]. 
Therefore, “a fall onto the (posterolateral or lateral aspect of)  greater trochanter” or 
similar phrases will be used henceforth throughout this doctoral dissertation instead 
of “sideways fall”. 
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2 LITERATURE REVIEW 

This section provides a literature review for the potential readers to gain sufficient 
information to understand the contents of the present doctoral research. It consists 
of following topics: 1) Bone - covering its basic anatomy and physiology, proximal 
femur anatomy, bone biomechanics, and functional adaptation of bone; 2) Medical 
Imaging – including Dual-energy X-ray absorptiometry (DXA), quantitative 
computed tomography (QCT), magnetic resonance imaging (MRI), their basic 
principles and limitations, and respective measurable bone properties; 3) Exercise 
on Proximal Femur – describing the effects of various exercises on proximal femur 
bone at different stages in life; 4) Hip Fracture – covering its definition, treatment, 
epidemiology and socioeconomic impact, cause and mechanics, risk factors, and risk 
assessment tools; 5) Fall in relation to the hip fracture – discussing the estimation 
of fall-induced impact force and factors influencing the force including the direction 
of fall onto the greater trochanter or hip; 6) Proximal Femur Finite Element 
Modeling – covering the principle of FE modeling, history of early development of 
the proximal femur FE models, model specifications (homogeneous vs. 
inhomogeneous material property assignment, linear vs. nonlinear modeling, quasi-
static vs. dynamic simulation, and iso- vs. anisotropic material properties), fracture 
load estimation with different failure criteria, boundary conditions, directions of fall 
onto the greater trochanter, and the applications; and lastly 7) Computational 
Anatomy – including brief description on its principle and different methods such 
as cortical bone mapping (CBM), voxel-based morphometry (VBM), and tensor-
based morphometry (TBM), and their applications. 
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2.1 Bone 

2.1.1 Basic Anatomy and Physiology 

Bone is a living organ consisting of bone tissue, cartilage, dense connective tissues, 
epithelium, adipose tissue, and nervous tissue. It constitutes the skeletal system 
together with other connective tissues such as ligaments, tendons, and cartilage. 
[71,72] The adult human skeleton has a total of 206 bones comprising 74 bones of 
the axial skeleton, 126 bones of the appendicular skeleton, and 6 auditory ossicles 
[71,73]. The skeleton is among the largest human organs contributing up to 
approximately 15% of total body weight [74,75]. 

Bone provides two major functions: mechanical and homeostatic functions. The 
former includes providing the structural framework for the body, protection for the 
vital internal organs, and assistance in movement by acting as a lever system to 
transfer forces. On the other hand, the latter includes maintenance of minerals 
(especially, calcium and phosphorus), secretion of endocrine products, and providing 
a home for red and yellow bone marrow. The red marrow produces red and white 
blood cells, and platelets while the yellow marrow stores triglycerides. [71,73,74,76–
78] 

Based on the shape, a majority of bones falls into five categories: long (e.g., 
humerus and femur), short (e.g., wrist bone), flat (e.g., cranial bones), irregular (e.g., 
vertebra), and sesamoid bones (e.g., patella) [71,73]. Accordingly, its mechanical 
function varies depending on the shape. For example, the function of the long bone 
is to serve as a stiff lever arm to transmit force (e.g., generated by muscle) over joints 
while the function of the flat bone is mainly to protect internal organs. [72] Despite 
its “static and inert” stereotypical image that the bone does not change once formed, 
it is rather a dynamic organ continuously renewing itself through processes called 
remodeling [76,79,80]. 

For the sake of readability of the following sections, some of the basic anatomical 
features of long bones such as the femur are introduced here first (Figure 1). Long 
bones consist of three major sections: the diaphysis, metaphysis, and epiphysis. The 
diaphysis is its central section formed by long hollow cylindrically shaped dense 
cortical (or compact) bone and its internal cavity is called the medullary cavity, where  
yellow bone marrow stored. The epiphyses are the proximal and distal ends of the 
bone, and their articulating surfaces are covered by hyaline cartilage. The metaphyses 
are located between the diaphysis and epiphysis. These metaphyses and epiphyseal 
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sections are formed by the internal spongy, trabecular bone, in the outer cortical 
bone layer. [72,73,81] Epiphyseal and metaphyseal trabecular porous structure is 
typically filled with red bone marrow (only in the proximal side after age of 5-10 
years old) [82]. Except for the articulating surface of the epiphyses, the outer and 
inner surfaces of the bone are covered by membranous layers called periosteum and 
endosteum, respectively (Figure 1). [72,73,81] It is noted that these layers play 
significant roles in both bone metabolism and fracture healing [81]. 

 

Figure 1.  Anatomy of long bone - Femur. (Modified from Betts et al. (2013) [83] under CC BY 4.0 
license). Note: The location of the epiphyseal line is moved to near femoral head 
compared to the original figure. Access for free at https://openstax.org/books/anatomy-
and-physiology/pages/1-introduction 
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An anatomical focus in the present doctoral research is the proximal femur. 
Therefore, its key anatomical features and hip joint are briefly introduced here. The 
femur is the strong and longest bone among the human bones [84]. The proximal 
femur is its proximal end covering from the top of the femoral head to the region 5-
cm below the lesser trochanter in the subtrochanteric region of the femoral shaft 
(Figure 2) [85,86]. It consists of the proximal epiphysis, metaphysis, and upper part 
of the diaphysis. To withstand repetitive loads induced by daily activities such as 
walking, jogging, and running, the cortical and trabecular bone in the proximal femur 
take on different mechanical roles. The dense cortical bone is especially thicker in 
the inferior femoral neck and entire femoral shaft, enabling the proximal femur to 
carry large external loads whereas the reinforcing internal “spongy” trabecular bone 
is responsible for absorbing the energy, for example, from walking and running and 
of a fall. [84] 

 

Figure 2.  Proximal femur. (posterior view).  

The proximal femur is characterized by four major anatomical features: the 
femoral head, femoral neck, and lesser and greater trochanters (Figure 2). The 
spherical-shaped femoral head is covered by hyaline cartilage except for the medial 
non-articular cavity called the fovea capitis. The femoral neck is a cylindrical-
structured bone (with approximately elliptical cross-section) connecting the femoral 
head to the upper part of femoral shaft. The greater and lesser trochanters are bony 
protuberances located proximal to the upper part of the femoral shaft, and distal to 
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the femoral neck, providing attachment sites for several muscles. The greater 
trochanter covers the area from the superolateral end of femoral neck to the lateral 
aspect of the proximal femoral shaft. It also has a deep depression at its posterior 
part called the trochanteric fossa. In contrast, the lesser trochanter is smaller and is 
located at the medial aspect of proximal femoral shaft, just distal to the inferomedial 
end of the femoral neck. [84,87] 

Together with pelvic bones and a large cup-shaped socket called acetabulum, the 
femoral head forms the hip joint. It is a large synovial multiaxial ball-and-socket type 
joint. Its deep acetabulum and surrounding labrum allow following movements in 
several planes while restricting femoral head translation: flexion and extension in the 
sagittal plane; abduction and adduction in the coronal/frontal plane; internal and 
external rotation in the transverse plane; and circumduction. Its main functions are 
supporting the body weight and enabling locomotion. [84,87,88] 

2.1.1.1 Hierarchical Structure 

In this section, the hierarchical structure of bone (Figure 3) is described in ascending 
order from 1) molecular (< 200-300 nm) to nanoscale (200-300 nm to 1 μm), 2) 
microscale (1 to 10 μm), to 3) meso- (10 to 500 μm) to macroscale (tissue-level, > 1 
mm) [89]. 

 

Figure 3.  Hierarchical structure of bone. Nanostructure to whole bone levels are shown. (Reprinted, 
with permission, from Sadat-Shojai et al. (2013) [90] © 2013 Acta Materialia Inc. Published 
by Elsevier Ltd.) 
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An anatomical focus in the present doctoral research is the proximal femur. 
Therefore, its key anatomical features and hip joint are briefly introduced here. The 
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carry large external loads whereas the reinforcing internal “spongy” trabecular bone 
is responsible for absorbing the energy, for example, from walking and running and 
of a fall. [84] 

 

Figure 2.  Proximal femur. (posterior view).  
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2.1.1.1.1 Molecular (< 200-300 nm) to Nanoscale levels (200-300 nm to 1 um) 

At the molecular level, the bone is a heterogeneous material composed of inorganic 
mineral crystals, an extracellular organic matrix, water, living cells, and blood vessels. 
The proportions of the mineral crystals, organic matrix, and water are approximately 
60%, 30%, and 8-10% by weight, and 40%, 25%, and 35% by volume, respectively. 
[76,81,91,92] The inorganic mineral crystal is made of a hydroxyapatite 
[𝐶𝐶𝐶𝐶10(𝑃𝑃𝑃𝑃4)6(𝑃𝑃𝑂𝑂)2] , a combination of calcium phosphate [𝐶𝐶𝐶𝐶3(𝑃𝑃𝑃𝑃4)2]  with 
calcium hydroxide [𝐶𝐶𝐶𝐶(𝑃𝑃𝑂𝑂)2] [71]. The hydroxyapatite crystals exist in the small 
plate-shaped form (20-50 nm long, 15 nm wide, and 2-5 nm thick) in bone (Figure 
3) [76,81,91,92]. 

The organic matrix contains mostly type I collagen (~90 % by weight), non-
collagenous proteins (~5%), and lipids (~2%) [76,91]. The type I collagen molecule 
is a unique triple helical molecule built from three polypeptide chains, each of which 
is comprised of approximately 1000 amino acids. These chains create a 300 nm-long 
very rigid linear molecule. By being aligned parallelly with other type I collagen 
molecules, they form a collagen fibril. Consequently, the collagen fibrils are bundled 
together to form the collagen fiber (Figure 3). There exist gaps or holes within the 
collagen fibril where the non-collagenous proteins and mineral deposits occupy. The 
type I collagen has several important roles: providing elasticity and structural support 
in the matrix, promoting initial mineral deposition, and binding other 
macromolecules. [81,91,93,94] Once the mineral crystals congregate on the collagen 
fibril bundles in the extracellular matrix, their crystallization occurs; hence the tissue 
hardens. While the crystallization of the bone mineral takes responsibility for the 
hardness of the tissue, the collagen fibers provide the flexibility. The crystallization 
process is known as calcification and is initiated by one of bone cells, osteoblast. [71] 

2.1.1.1.2 Microscale level (1 to 10 μm) 

The mineralized collagen fibrils (~0.1-3 μm in diameter/each fibril) form a next 
structuring unit at microscopic level: woven bone or lamella (~2-9 μm in thickness) 
[81,93,94]. In the woven bone, these mineralized fibrils are placed in a disorganized 
fashion while they are arranged parallelly to each other in a thin sheet in the lamella. 
Then, the lamellae are layered in a twisted plywood-like arrangement to form lamellar 
bone (Figure 3). [81] The woven bone is typically viewed as a primary or immature 
bone since they are present in embryonic and fetal development, and in some 
metaphyseal domains of the growing bones. In the adult skeletons, they can also be 
found at insertions of the ligament and tendon, in abnormal bone tissues due to 
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pathological conditions (e.g., osteogenic tumor, Paget’s disease), or in a callus of the 
fractured bone during its healing process, which will be replaced by the lamellar bone 
eventually. [73,81,95] 

The mechanical stimuli can induce the rapid deposition of the woven bone. Then, 
these woven bones and pre-existing lamellar tissues are transformed into the lamellar 
bone as the entire skeleton grows. Given this, the lamellar bone is considered a 
mature bone. In the human skeleton, the lamellar bones start growing around age of 
one month and comprise the most of bones by the age of four years. Due to the 
organized layering arrangement, the lamellar bone has the greater strength than the 
woven bone. [73,81,95] 

2.1.1.1.3 Meso- (10 to 500 μm) to Macroscale levels (> 1 mm) 

Both woven and lamellar bones contain small ellipsoidal cavities called lacunae (5 
μm minor diameter; 7-8 μm major diameter) which are occupied by one of the bone 
cells, osteocytes. The lacunae are placed along the interfaces between the lamellae 
(Figure 4). Approximately 25,000 lacunae are found in every cubic millimeter in 
bone tissue and its number decreases with aging. [79,81,96] The lamellar bone 
normally forms a smaller cylindrical structure called an osteon or Haversian system 
(170-250 μm in diameter and 1-3 mm in length) in the cortical bone (Figure 3 and 
Figure 4). There are 10-30 concentric rings of lamellae in each osteon, surrounding 
central cavity, Haversian canal (60-90 μm in diameter), where blood vessels and 
nerves go through. [81,93] These osteons and Haversian canals are usually aligned 
with the longitudinal axis of the diaphysis of the long bone while another type of the 
canals, Volkmann canals, establish the transverse connection for the blood vessels 
and nerves between the medullary cavity, Haversian canals, and periosteum [81]. The 
longitudinal arrangement of osteons enables the shaft of a long bone to resist 
bending [71,80]. 

At the scale of 1-10 mm, the bone can be categorized into two types: cortical or 
trabecular bone (Figure 4). They are also known as compact or dense bone, and 
spongy or cancellous bone, respectively. As the skeleton reaches its maturity, the 
cortical bone is made of mainly osteons and small amounts of circumferential and 
interstitial lamellae (Figure 4). The functions of the cortical bone are to provide rigid 
protection and structural support, and to resist against the mechanical loading due 
to body weight and movements. In contrast, the trabecular bone is formed by rod- 
and plate-shaped trabeculae (50 μm to 300 μm in thickness) consisting of mostly 
lamellar bone. [71,81,97] The lamellae are arranged parallelly to these trabeculae [95]. 
Various combinations of these trabeculae form a highly porous 3D lattice structure 
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with their irregular interconnected pore spaces filled by bone marrow (Figure 4). 
The major difference between these two bone types is their porosity. The cortical 
bone has 5-20% of porosity mainly due to Haversian and Volkmann canals. In 
contrast, the trabecular bone has higher porosity varying substantially (30 – 90%) 
depending on anatomical sites: for example, 40% in femoral neck and 95% in the 
elderly spine. [81,97] 

 

 

Figure 4.  Anatomy of cortical and trabecular bones. (Modified from Betts et al. (2013) [83], CC BY 
4.0 license). Note: The location of the epiphyseal line is moved to near femoral head 
compared to the original figure. Access for free at https://openstax.org/books/anatomy-
and-physiology/pages/1-introduction  
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2.1.2 Bone Biomechanics 

This section explains basic bone biomechanics covering the following topics: 1) 
loading types, stress, and strain, 2) the density- and time-dependent mechanical 
properties of bone, 3) anisotropic mechanical properties of bone, and 4) asymmetric 
strengths of bone. 

2.1.2.1 Loading Types, Stress, and Strain 

Types of the mechanical loading the bone experiences can be categorized into five 
different types or their combinations: compression, tension, shear, bending, and 
torsional loadings (Figure 5) [1]. Regardless of the types, the structure can 
experience either normal and/or shear stresses [98]. 

 

Figure 5.  Mechanical loading types in bone. 

Stress is defined as the applied force divided by the area where the force was 
applied to, expressed in a unit of newtons per square meter (N/m2) or pascals (Pa). 
It is considered as a normal stress (σ) if the direction of the applied force is 
perpendicular to the area (normal direction) over which the force acts. In contrast, 
if the direction is parallel to the area (shear direction), it is considered as shear stress 
(τ). Strain is the deformation of the structure due to the loading and defined as the 
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change in the length divided by the original length. It is unitless and commonly 
expressed as microstrain (με) or as a percentage (%) in the bone research. Similar to 
the stress, the strains in the normal and shear directions are referred to as normal 
strain (ε) and shear strain (γ), respectively. These aspects are summarized in Figure 
6. The ratio of the normal stress to the normal strain (due to tension or compression) 
is referred to as Young’s modulus (or elastic modulus, denoted as E, in a unit of MPa 
or GPa) whereas the ratio in the shear loading is called shear modulus (G, in a unit 
of MPa or GPa), described as follows, respectively: [1,72,98] 

𝐸𝐸 = 𝜎𝜎 𝜀𝜀⁄                                                  (1) 

𝐺𝐺 = 𝜏𝜏 𝛾𝛾⁄                                                   (2) 

 

Figure 6.  Stress and strain in normal and shear directions. Note: ΔL and Δx denote the changes in 
the lengths in the normal and shear directions, respectively. 
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The mechanical properties of bone such as the Young’s modulus and strength 
can be measured through the experimental mechanical testing. For example, a 
uniaxial loading is applied to the bone tissue to obtain the compressive and/or tensile 
properties. By converting the magnitude of applied force and measured deformation 
to respective stress and strain, the stress-strain curve (Figure 7) can be obtained. 
[1,98] 

 

Figure 7.  Stress-strain curve. This is rather an ideal stress-strain curve and is drawn to explain the 
mechanical behavior of material in general. Bone (at organ level, e.g., proximal femur) 
does not necessarily exhibit this ideal curve. It typically shows the brittle fracture 
characterized by little or no post-yield behavior.  

The stress-strain curve (Figure 7) describes some of the important mechanical 
properties of bone or the material of interest in general. The linear slope of the curve 
in the elastic region represents the Young’s modulus [1,98]. The stress-strain 
relationship in this region can be expressed by the following equation: 

𝜎𝜎 = 𝐸𝐸𝜀𝜀                                                        (3) 
where σ is stress (in Pa), ε is strain (unitless), and E is the Young’s modulus. It is 
noted that this equation (3) is just a reformulation of the earlier equation (1). This 
equation is also known as Hooke’s law and the materials including bone, whose 
elastic region can be modeled by this law, are referred to as the linear elastic material. 
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The linear elastic material can recover its original state without any permanent 
deformation once the loading is removed. The stress-strain relations like the Hooke’s 
law describing the state of stress in a given material with respect to the strain state 
are known as constitutive relations or equations. [99,100] 

The elastic region is defined as the area under the curve until the yield point, 
which also corresponds to the elastic strain energy stored during the loading. The 
yield point can be defined as the point where a line originated at 0.03-0.2% offset 
strain, parallel to the linear slope of the stress-strain curve, coincides with the stress-
strain curve (Figure 7). It is a transitional threshold where the linear elastic 
mechanical behavior becomes nonlinear. Beyond this point, the further loading 
induces permanent damages (e.g., microcracks in bone structure) resulting in a 
decrease in the material resilience. It is the material capacity to store the elastic strain 
energy during loading and recover the original state during unloading without the 
permanent deformation. The permanent deformation and the area under the curve 
beyond the yield point are also known as plastic deformation and plastic region, 
respectively (Figure 7). As the strain increases, the stress reaches its local maximum, 
called the ultimate stress. [1,98] Beyond the yield point, bone tissue becomes harder 
as mineralized collagen fibers begin to connect emerging microcracks [101]. In 
general, the nonlinear mechanical behavior between the yield and ultimate points is 
referred to as strain hardening. These yield and ultimate stresses/strains are also 
referred to as the yield and ultimate strengths, respectively. These mechanical 
properties are the intrinsic (material) properties of bone, meaning that they are 
independent of size and shape of bone (extrinsic properties). [1,98] 

The stress-strain curve for bone tissue or any material in general usually includes 
until little after the ultimate stress if the loading range is limited to the small strain. 
However, if the compressive loading is continued for the larger strain, the bone 
tissues (particularly trabecular bone) exhibit softening and densification behaviors 
(Figure 8). Once the ultimate strength is reached, the stiffness decreases as the strain 
increases due to the collapse of the (trabecular) pores. This phenomenon is referred 
to as strain softening. Once the strain level reaches around 15%, the curve starts 
flattening. Then, suddenly around 20-50% of strain level, the stiffness starts 
increasing drastically due to the pore closures. This is called densification since the 
pore closure presses the collection of fractured trabeculae to be dense. [43,102,103] 
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Figure 8.  Stress-strain curve for the large compressive strain - softening and densification of bone. 
(Redrawn based on Helgason et al. (2014) [43]). 

Lastly, it is important to note that the structure may fail before the yield point 
due to a sudden change in its shape under compressive loading. This type of the 
failure is due to geometric instability and referred to as buckling. It is common in 
thin-walled structure including bone. [100] For example, femoral neck or diaphysis 
can fail due to the buckling under compression if their cortical wall is thin enough 
[38,104]. 

2.1.2.2 Density-Dependent Mechanical Properties of Bone 

Bone (particularly trabecular bone) is a two-phased material comprising a 
mineralized bone tissue (solid phase, forming a highly porous 3D lattice structure), 
and interstitial fluid and bone marrow (fluid phase, filling the interconnected pores). 
As described earlier, while the trabecular porosity varies from 30 to 90% depending 
on anatomical sites, the cortical porosity varies ~5–20% mainly due to Haversian 
and Volkmann canals. Besides, the trabecular porosity varies within a same bone due 
to its heterogeneous spatial distribution. Accordingly, the bone (apparent) density 
characterized by this porosity varies not only from one bone to another (e.g., tibia 
vs. femur), but also within a single anatomic site (e.g., within proximal femur). 
Importantly, this site-specific bone density is strongly related to mechanical 
properties of bone such as elastic modulus and strength. [81,97,105–107] Due to the 
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until little after the ultimate stress if the loading range is limited to the small strain. 
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Figure 8.  Stress-strain curve for the large compressive strain - softening and densification of bone. 
(Redrawn based on Helgason et al. (2014) [43]). 
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and interstitial fluid and bone marrow (fluid phase, filling the interconnected pores). 
As described earlier, while the trabecular porosity varies from 30 to 90% depending 
on anatomical sites, the cortical porosity varies ~5–20% mainly due to Haversian 
and Volkmann canals. Besides, the trabecular porosity varies within a same bone due 
to its heterogeneous spatial distribution. Accordingly, the bone (apparent) density 
characterized by this porosity varies not only from one bone to another (e.g., tibia 
vs. femur), but also within a single anatomic site (e.g., within proximal femur). 
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properties of bone such as elastic modulus and strength. [81,97,105–107] Due to the 
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greater apparent density, the cortical bone typically has the higher elastic modulus 
and greater strength than the trabecular bone [1,97,108]. 

The trabecular elastic modulus and strength can vary by a factor of a few hundred 
within a same bone due to aforementioned substantial variation in the porosity and 
consequent density [106,109–111]. Also, the softening and densification phenomena 
(Figure 8) are affected by the density [43]. Because of the density-dependent 
variation in the mechanical properties, the bone (particularly trabecular bone) is 
considered the density-dependent inhomogeneous material. In contrast, the material 
is referred to as a homogeneous material if its mechanical properties are independent 
of the density and do not vary from one location to another within the same structure. 
[112] 

The relationships between the density and mechanical properties can be 
expressed mathematically, especially using power law [105,109,113]. For the last few 
decades, numerous experimental studies reported various mathematical relations at 
different anatomic sites. Several reviews summarized them [108,113–115] and some 
selected equations are presented in Table 1.  

The discussion on the mechanical properties of bone has been so far limited to 
at the tissue- or apparent-level (characteristic dimension of the test specimen: on the 
order of ~1 cm). However, it is important to note that the cortical and trabecular 
mechanical properties are comparable at the microstructural level (< 200 μm). Using 
the acoustic microscopy (resolution: 20-60 μm) and nanoindentation (resolution: 1-
5 μm), several investigators reported that, at the microstructural level, the elastic 
modulus of the trabeculae was ~11-18 GPa whereas the cortical elastic moduli were 
16-23 GPa for osteon and 18-26 GPa for interstitial lamellae. [116–118] This 
suggests that the substantial differences in the cortical and trabecular mechanical 
properties at the tissue- and apparent-level originate from the spatial distribution of 
bone tissue (the dense organization of osteons vs. porous trabecular network). Lastly, 
it is noted that the strain (loading) rate also affects the density-dependent mechanical 
properties [115]. This aspect will be discussed in the next section. 
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Table 1.  Empirical relationships between bone density and mechanical properties of human 
cortical and trabecular bones 

Study Equation 𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎 or 𝜌𝜌𝑎𝑎𝑎𝑎ℎ 
(g/cm3) 

Anatomical location R2 

Cortical bone 
Lotz et al. (1991) [119] 𝐸𝐸 =  −13.43 

+14.261𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎 
𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎: 

1.20-1.85* 
Proximal femur 
(metaphysis) 

0.67 

Öhman et al. (2011) [120] 𝐸𝐸 = 12.9𝜌𝜌𝑎𝑎𝑎𝑎ℎ
2.0 † 𝜌𝜌𝑎𝑎𝑎𝑎ℎ: 

0.6-1.3 
Femoral and Tibial 

diaphysis 
0.86 

Lotz et al. 1991) [119], 
Wirtz et al. (2000) [108] 

𝜎𝜎𝑢𝑢𝑢𝑢𝑢𝑢 = 72.4𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎1.88† 𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎: 
1.5-2.0 

Femur N.A. 

Trabecular bone 
Morgan et al. (2003) [105] 𝐸𝐸 = 4.730𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎1.56 𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎: 

0.11-0.35 
Vertebrae 0.73 

Wirtz et al. (2000) [108] 𝐸𝐸 = 1.904𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎1.64† 𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎: 
0.1-0.7 

Femur N.A. 

Kaneko et al. (2004) [121] 𝐸𝐸 = 10.88𝜌𝜌𝑎𝑎𝑎𝑎ℎ
1.61 𝜌𝜌𝑎𝑎𝑎𝑎ℎ: 

0.10-0.33 
Distal femur 0.78 

Morgan et al. (2003) [105] 𝐸𝐸 = 6.850𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎1.49 𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎: 
0.26-0.75 

Femoral neck 0.85 

Morgan et al. (2003) [105] 𝐸𝐸 = 15.010𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎2.18 𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎: 
0.14-0.28 

Greater trochanter 0.82 

Morgan & Keaveny (2001) 
[109] 

𝜎𝜎𝑦𝑦 = 37.1𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎1.74 𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎: 
0.18 

Vertebrae 0.80 

Morgan & Keaveny (2001) 
[109] 

𝜎𝜎𝑦𝑦 = 38.5𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎1.48 𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎: 
0.58 

Femoral neck 0.62 

Pooled (cortical + trabecular bones) 
Keller (1994) [122] 𝐸𝐸 = 10.5𝜌𝜌𝑎𝑎𝑎𝑎ℎ

2.29 𝜌𝜌𝑎𝑎𝑎𝑎ℎ: 
0.092-1.22 

Human femur 0.85 

Note: N.A. = not available, E = elastic modulus (in GPa), 𝜎𝜎𝑦𝑦 = compressive yield strength (in MPa), and 𝜎𝜎𝑢𝑢𝑢𝑢𝑢𝑢 = 
compressive ultimate strength (in MPa), R2 = determination coefficient, ρapp = apparent density (hydrated tissue 
mass/total specimen volume), ρash = ash density (ash mass/total specimen volume). 
* estimated based on the graphs in the review  by Helgason et al. (2008) [113] 
† The elastic modulus in the axial direction is presented here. The transverse elastic modulus can be found in the 
original study [108] 
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2.1.2.3 Time-Dependent Mechanical Properties of Bone 

Both cortical and trabecular bones are time-dependent viscoelastic materials 
characterized by the following properties: creep - under a constant stress loading, the 
deformation (strain) continues increasing with time; stress relaxation - under a 
constant deformation (strain) loading, the stress decreases with time; hysteresis - 
under cyclic loading, the unloading curve differs from the loading curve, causing a 
mechanical energy dissipation; and strain-rate dependency - the mechanical behavior 
depends on the strain rate (Figure 9) [98,123–127]. Furthermore, the strain-rate 
dependent variation in the yield strength is sometimes referred to as viscoplasticity 
[128]. The viscoelasticity of bone originates from a multiscale hierarchical solid 
structure including pores [e.g., inter-trabecular (< 1mm) and vascular pores (~20 
μm)], and fluid phase (marrow, fat, blood vessels, and other bone fluids) filling these 
pores. [98,129,130]. 

 

Figure 9.  Strain rate-dependent mechanical properties. (Redrawn, with permission, from Johnson et 
al. (2010) [128] © 2010 Acta Materialia Inc. Published by Elsevier Ltd.) 

Due to the strain rate-dependency, the mechanical properties of both cortical and 
trabecular bone tissues vary depending on the strain rate [97,128,131,132]. Carter 
and Hayes (1977) conducted compression tests of human and bovine trabecular 
bones, and observed that a compressive strength and elastic modulus rise as the 
strain rate is increased from 0.001 s-1 to 10 s-1 [97]. Combining with results on the 
cortical bones from others [133–135], they concluded that the relationships between 
the strain rate and these mechanical properties are similar in both cortical and 
trabecular bone types and can be expressed mathematically by the power law: the 
ultimate compressive strength and elastic modulus are approximately proportional 
to the strain rate to the power of 0.06 [97]. Together with the density-dependency, 
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they derived the following strain rate- (𝜀𝜀̇) dependent constitutive equations for the 
ultimate strength (S) and compressive elastic modulus (E): 

𝑆𝑆 =  𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟 𝜀𝜀̇0.06 ( 𝜌𝜌
𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟

)
2
                                          (4) 

𝐸𝐸 =  𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 𝜀𝜀̇0.06 ( 𝜌𝜌
𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟

)
3
                                         (5) 

where 𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟, 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟, and 𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟 are the reference ultimate compressive strength, elastic 
modulus, and apparent density of compact bone tested at a strain rate of 1.0 s-1, 
respectively. For example, using the reference values of 𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟 = 221 MPa, 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 = 
22.1 GPa, and 𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟 = 1.8 g/cm3 (an apparent density for the cortical bone), these 
equations are further simplified into: 

𝑆𝑆 = 68 𝜀𝜀̇0.06𝜌𝜌2                                            (4-2) 

𝐸𝐸 = 3790 𝜀𝜀̇0.06𝜌𝜌3                                       (5-2)  

Importantly, these relations were limited only to the lower strain rate ranges 
(0.001 s-1 to 10 s-1). [97] However, later on, other investigators confirmed the strain-
rate dependency of bone’s mechanical properties also at the higher rates such as at 
the intermediate (1 s-1 to 200 s-1), high (up to 600 s-1), and very high strain rates (up 
to 1300 s-1) based on the mechanical testing of the human and bovine trabecular 
bones [136–139]. 

The fluid phase of bone tissue such as marrow in the trabecular pores, and bone 
fluid in the vascular canals (Haversian and Volkmann canals) and lacuna-canalicular 
network of the cortical bone tissue may have a strain rate-dependent hydraulic 
stiffening/strengthening effect on the mechanical properties such as the elastic 
modulus and strengths [97,129,130,140–144]. However, this stiffening effect may be 
limited to at the tissue level (the largest dimension of the tested specimen was < 20 
mm), and there has been a long debate for a past few decades whether the effect is 
present at the organ level [145–148]. For example, Ochoa et al. (1991 and 1997) 
confirmed the presence of such effect due to the pore fluid pressure in their ex vivo 
and in vivo dynamic cyclic loading tests of intact canine femoral heads [149,150] 
whereas Haider et al. (2013) observed that the degree of the effect was marginal in a 
recent organ-level FE modeling study of the human proximal femur [151]. This 
discrepancy calls for the further investigation to confirm or reject the presence of 
the hydraulic stiffening effect at the organ level. 
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mm), and there has been a long debate for a past few decades whether the effect is 
present at the organ level [145–148]. For example, Ochoa et al. (1991 and 1997) 
confirmed the presence of such effect due to the pore fluid pressure in their ex vivo 
and in vivo dynamic cyclic loading tests of intact canine femoral heads [149,150] 
whereas Haider et al. (2013) observed that the degree of the effect was marginal in a 
recent organ-level FE modeling study of the human proximal femur [151]. This 
discrepancy calls for the further investigation to confirm or reject the presence of 
the hydraulic stiffening effect at the organ level. 
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The stress state can be described in the 3D orthogonal coordinate system expressed 
by basis vectors (𝑒𝑒1, 𝑒𝑒2, and 𝑒𝑒3) where each normal stress (𝜎𝜎11, 𝜎𝜎22, and 𝜎𝜎33) is 
imposed on a face perpendicular to each coordinate axis (Figure 10). Other stress 
components represent respective shear stresses. These nine stress components 
expressed in a tensor form are known as Cauchy stress tensor. If a Cartesian 
coordinate system is used as the orthogonal coordinate system (e.g., 𝑒𝑒1 = x-axis, 𝑒𝑒2 
= y-axis, and 𝑒𝑒3 = z-axis), each stress component can be described using normal and 
shear stress symbols (σ and τ). The Cauchy stress tensor, and its matrix forms in the 
arbitrary orthogonal coordinate system [the leftmost matrix in the equation (6)] and 
in the Cartesian coordinate system [the rightmost matrix in the equation (6)] are 
shown below: 

𝝈𝝈 =  𝜎𝜎𝑖𝑖𝑖𝑖 =  [
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]                      (6) 

where i, j = 1, 2, 3 (or = x, y, z). Importantly, according to the principle of 
conservation of angular momentum, the followings are true: 𝜎𝜎12 = 𝜎𝜎21, 𝜎𝜎13 = 𝜎𝜎31, 
and 𝜎𝜎23  = 𝜎𝜎32 . This shows that the Cauchy stress tensor has only six stress 
components which can be expressed in Voigt notation:  

𝝈𝝈 =  𝜎𝜎𝑖𝑖𝑖𝑖 =  [𝜎𝜎11 𝜎𝜎22 𝜎𝜎33 𝜎𝜎23 𝜎𝜎13 𝜎𝜎12]𝑇𝑇 =  [𝜎𝜎𝑥𝑥𝑥𝑥 𝜎𝜎𝑦𝑦𝑦𝑦 𝜎𝜎𝑥𝑥𝑥𝑥 𝜏𝜏𝑦𝑦𝑥𝑥 𝜏𝜏𝑥𝑥𝑥𝑥 𝜏𝜏𝑥𝑥𝑦𝑦]𝑇𝑇  (7) 

where superscript T is a transpose operator. [99,100,152] 
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The material is considered an anisotropic material if its material (mechanical) 
properties depend on the direction of loading. In contrast, the mechanical properties 
of the isotropic material are independent of the loading direction. [99,100] Both 
cortical and trabecular bones are anisotropic materials because of their complex 
multi-level hierarchical structure, mineralized collagen fibril alignment, directions of 
the bone tissues (lamellae, osteon, and trabeculae), the interaction of two main bone 
constitutes (mineral and protein components), and the complex porous trabecular 
microarchitecture. [89,106,108,153–166] It is noted that the trabecular anisotropy 
varies depending on the anatomical sites [103,167]. For the anisotropic material, the 
constitutive equation describing the stress-strain relationship during the elastic 
deformation can be described in the following tensor form with the indexes: 

𝜎𝜎𝑖𝑖𝑖𝑖 = 𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑢𝑢𝜀𝜀𝑖𝑖𝑢𝑢                                           (8) 

where Einstein’s summation rule is applied and 𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑢𝑢 is a fourth order elastic stiffness 
tensor (i, j, k, l = 1, 2, 3). Although this tensor has a total of 81 elements 
(elastic/stiffness constants), the number of the independent elements is only 21 due 
to the symmetry of this tensor. Consequently, this anisotropic constitutive relation 
can be expressed in the matrix form as follows, using Voigt notation: 

[
 
 
 
 
𝜎𝜎11
𝜎𝜎22
𝜎𝜎33
𝜎𝜎23
𝜎𝜎13
𝜎𝜎12]

 
 
 
 
=  

[
 
 
 
 
 
𝑐𝑐11 𝑐𝑐12 𝑐𝑐13
𝑐𝑐12 𝑐𝑐22 𝑐𝑐23
𝑐𝑐13 𝑐𝑐23 𝑐𝑐33

    
𝑐𝑐14 𝑐𝑐15 𝑐𝑐16
𝑐𝑐24 𝑐𝑐25 𝑐𝑐26
𝑐𝑐34 𝑐𝑐35 𝑐𝑐36

𝑐𝑐14 𝑐𝑐24 𝑐𝑐34
𝑐𝑐15 𝑐𝑐25 𝑐𝑐35
𝑐𝑐16 𝑐𝑐26 𝑐𝑐36

    
𝑐𝑐44 𝑐𝑐45 𝑐𝑐46
𝑐𝑐45 𝑐𝑐55 𝑐𝑐56
𝑐𝑐46 𝑐𝑐56 𝑐𝑐66]

 
 
 
 
 

 

[
 
 
 
 
 
𝜀𝜀11
𝜀𝜀22
𝜀𝜀33
2𝜀𝜀23
2𝜀𝜀13
2𝜀𝜀12]

 
 
 
 
 

                     (9) 

where 𝑐𝑐𝑖𝑖𝑖𝑖 is the elastic/stiffness constant. [166,168–170] 
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where 𝑐𝑐𝑖𝑖𝑖𝑖 is the elastic/stiffness constant. [166,168–170] 
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Figure 11.  Orthotropic material. (A) An orthotropic material is shown with three mutually 
perpendicular planes of mirror symmetry. (B) an example – wood. 

Anisotropy of the material/mechanical properties can be simplified into 
orthotropy by assuming the structure possesses orthotropic symmetry which is 
described by three mutually perpendicular planes of mirror symmetry (Figure 11). 
Such orthotropic material has its mechanical properties varying along three 
orthogonal axes, each of which is perpendicular to the plane. An example of the 
orthotropic materials is a wood where one of the orthogonal directions (𝑒𝑒3) is parallel 
to the grain direction while other orthogonal directions (𝑒𝑒2 and 𝑒𝑒1) are perpendicular 
and tangent to the growth ring, respectively. The bone tissue is often modeled as the 
orthotropic material due to its satisfactory accuracy representing its mechanical 
behavior. This leads to the simplification of the anisotropic constitutive relation 
[equation (9)] and the orthotropic elastic constitutive relation can be expressed as 
follows: 

[
 
 
 
 
 
𝜎𝜎11
𝜎𝜎22
𝜎𝜎33
𝜎𝜎23
𝜎𝜎13
𝜎𝜎12]

 
 
 
 
 

=

[
 
 
 
 
 𝑐𝑐11 𝑐𝑐12 𝑐𝑐13 0 0 0
𝑐𝑐12 𝑐𝑐22 𝑐𝑐23 0 0 0
𝑐𝑐13 𝑐𝑐23 𝑐𝑐33 0 0 0
0 0 0 𝑐𝑐44 0 0
0 0 0 0 𝑐𝑐55 0
0 0 0 0 0 𝑐𝑐66]

 
 
 
 
 

[
 
 
 
 
 
𝜀𝜀11
𝜀𝜀22
𝜀𝜀33
2𝜀𝜀23
2𝜀𝜀13
2𝜀𝜀12]

 
 
 
 
 

               (10) 

where the number of the elastic constants (𝑐𝑐𝑖𝑖𝑖𝑖 ) is reduced to nine. These nine 
constants in the equation (10) can be expressed using only three Young’s moduli 
(𝐸𝐸1, 𝐸𝐸2, and 𝐸𝐸3), three shear moduli (𝐺𝐺12, 𝐺𝐺23, and 𝐺𝐺31), and six Poisson’s ratios 
(𝜈𝜈23, 𝜈𝜈32, 𝜈𝜈13, 𝜈𝜈31, 𝜈𝜈12, and 𝜈𝜈21) as shown below in the equation (11): 
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[
 
 
 
 
 
 
 
 
 
 
𝜀𝜀11

𝜀𝜀22

𝜀𝜀33

2𝜀𝜀23

2𝜀𝜀13

2𝜀𝜀12]
 
 
 
 
 
 
 
 
 
 

=

[
 
 
 
 
 
 
 
 
 

1
𝐸𝐸1

−𝜈𝜈21
𝐸𝐸2

−𝜈𝜈31
𝐸𝐸3

0 0 0
−𝜈𝜈12
𝐸𝐸1

1
𝐸𝐸2

−𝜈𝜈32
𝐸𝐸3

0 0 0
−𝜈𝜈13
𝐸𝐸1

−𝜈𝜈23
𝐸𝐸2

1
𝐸𝐸3

0 0 0

0 0 0 1
𝐺𝐺23

0 0

0 0 0 0 1
𝐺𝐺31

0

0 0 0 0 0 1
𝐺𝐺12]

 
 
 
 
 
 
 
 
 

[
 
 
 
 
 
 
 
 
 
 
𝜎𝜎11

𝜎𝜎22

𝜎𝜎33

𝜎𝜎23

𝜎𝜎13

𝜎𝜎12]
 
 
 
 
 
 
 
 
 
 

                        (11) 

where the inverse relation (𝜺𝜺 = 𝑪𝑪−𝟏𝟏𝝈𝝈 ) is presented for the sake of simplicity. 
[72,98,166,170] Finally, in case of the isotropic material, the followings are true for 
the elastic constants: 

𝐸𝐸1 = 𝐸𝐸2 =  𝐸𝐸3 = 𝐸𝐸,  𝜈𝜈12 =  𝜈𝜈21 =  𝜈𝜈31 =  𝜈𝜈32 =  𝜈𝜈13 =  𝜈𝜈23 =  𝜈𝜈, 

  𝐺𝐺23 = 𝐺𝐺31 =  𝐺𝐺12 =  𝐸𝐸
2(1+𝜈𝜈)                                                             (12) 

Using these, the isotropic elastic stress-strain relation is finally expressed as: [98] 

[
 
 
 
 
 
 
 
 
 
𝜀𝜀11

𝜀𝜀22

𝜀𝜀33

2𝜀𝜀23

2𝜀𝜀13

2𝜀𝜀12]
 
 
 
 
 
 
 
 
 

=

[
 
 
 
 
 
 
 
 
 

1
𝐸𝐸 − 𝜈𝜈

𝐸𝐸 − 𝜈𝜈
𝐸𝐸 0 0 0

− 𝜈𝜈
𝐸𝐸

1
𝐸𝐸 − 𝜈𝜈

𝐸𝐸 0 0 0
− 𝜈𝜈

𝐸𝐸 − 𝜈𝜈
𝐸𝐸

1
𝐸𝐸 0 0 0

0 0 0 1
𝐺𝐺 0 0

0 0 0 0 1
𝐺𝐺 0

0 0 0 0 0 1
𝐺𝐺]
 
 
 
 
 
 
 
 
 

[
 
 
 
 
 
 
 
 
 
𝜎𝜎11

𝜎𝜎22

𝜎𝜎33

𝜎𝜎23

𝜎𝜎13

𝜎𝜎12]
 
 
 
 
 
 
 
 
 

                          (13) 

To demonstrate the anisotropic mechanical properties of bone, some of the 
mechanical properties of both human femoral cortical and trabecular bones in the 
longitudinal (parallel to the diaphyseal axis) and transverse directions are presented 
in Table 2. The anisotropic mechanical properties can be seen by observing the 
mechanical properties such as the elastic modulus and strengths (e.g., compressive 
yield stress) are higher in the longitudinal than in the transverse direction. [1,72,106]  
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Figure 11.  Orthotropic material. (A) An orthotropic material is shown with three mutually 
perpendicular planes of mirror symmetry. (B) an example – wood. 

Anisotropy of the material/mechanical properties can be simplified into 
orthotropy by assuming the structure possesses orthotropic symmetry which is 
described by three mutually perpendicular planes of mirror symmetry (Figure 11). 
Such orthotropic material has its mechanical properties varying along three 
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𝜎𝜎22
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𝜎𝜎23
𝜎𝜎13
𝜎𝜎12]
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[
 
 
 
 
 
𝜀𝜀11
𝜀𝜀22
𝜀𝜀33
2𝜀𝜀23
2𝜀𝜀13
2𝜀𝜀12]
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To demonstrate the anisotropic mechanical properties of bone, some of the 
mechanical properties of both human femoral cortical and trabecular bones in the 
longitudinal (parallel to the diaphyseal axis) and transverse directions are presented 
in Table 2. The anisotropic mechanical properties can be seen by observing the 
mechanical properties such as the elastic modulus and strengths (e.g., compressive 
yield stress) are higher in the longitudinal than in the transverse direction. [1,72,106]  
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Table 2.  Anisotropic mechanical properties of human femoral cortical and trabecular bones 
Direction Properties Cortical* Trabecular † 
Longitudinal Elastic modulus (GPa) 15.6−19.1a-f 1.1−1.5g,h 

Shear modulus (GPa) 4.7f  
Compressive yield stress (MPa) 111-148d,e 7.3h 
Compressive yield strain (%) 0.91e-0.98d,e  
Compressive ultimate stress (MPa) 154−209b-d  
Tensile ultimate stress (MPa) 93−140b-d  

Transverse Elastic modulus (GPa) 5.7-11,5b,e,f ~0.5-1.0g,h 
Shear modulus (GPa) 3.3f  
Compressive yield stress (MPa)  42-44e 4.7h 
Compressive yield strain (%) 0.83−0.84e  
Compressive ultimate stress (MPa) 63-133b,e  
Tensile ultimate stress (MPa) 51b  

*The characteristic dimension of mechanically tested specimens was on the order of 1 cm [171–175]. 
† To show the anisotropy in the trabecular bone, only values in the similar magnitude from studies which measured 
the mechanical properties both in the longitudinal and transverse directions are presented.  
Studies: a obtained from Reilly et al. (1974) [171]; b obtained from Reilly & Burstein (1975) [176]; c obtained from 
Burstein et al. (1976) [177]; d obtained from Mirzaali et al. (2016) [172]; e obtained from Dong et al. (2012) [173]; f 
obtained from Dong et al. (2004) [174]; g estimated from Ciarelli et al. (1991) [110] based on an assumption of the 
apparent density of 0.62 for femoral neck trabecular bone from Bayraktar et al. (2004) [178]; and h estimated by 
μFE models from Yu et al. (2021) [179]. 

2.1.2.5 Asymmetric Strength of Bone 

Yield and ultimate strengths are the important material properties governing the 
failure of structure. Importantly, both cortical and trabecular bones have the 
asymmetric strength (Figure 12) such that their strengths are typically higher in 
compression than in tension. This asymmetry in the yield strength plays an important 
role in failure criteria, defining the fracture load in the proximal femur FE analysis. 
Several studies reported this asymmetric strength of bone and some of selected 
values are presented in Table 3. [171,176,178,180]. To show the asymmetric 
strengths, the values in the longitudinal direction from Table 2 are reused in Table 
3 for the cortical bone. In contrast, only values from another experimental study 
[178] which conducted both tensile and compressive tests are presented for the 
trabecular bone. The discrepancy in the magnitude of the trabecular values between 
Table 2 and Table 3 is mainly due to the great dependency of trabecular mechanical 
properties on the bone density, and differences in the tested specimens and testing 
environment between studies. 
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Figure 12.  Asymmetric strengths of bone. This figure shows the stress-strain curve from the uniaxial 
tensile and compressive loading. The curve is only for demonstration purpose and not 
scaled. (Redrawn, with permission, from Niebur et al. (2000) [181] @ 2000 Elsevier 
Science Ltd.) 

Table 3.  Asymmetric strength of human femoral cortical and trabecular bones 
Strength Mode Cortical*† Trabecular*† 
Yield stress (MPa) compressive 111-148a, b 135c 

tensile 85-108b, c 85c 
Yield strain (%) compressive 0.91-0.98a,b 1.04c 

tensile 0.67-0.73b, c 0.62c 
Ultimate stress (MPa) compressive 154-209b, d, e N.A. 

tensile 93-140b, d, e N.A. 
Ultimate strain (%) compressive 1.3b N.A. 

tensile 1.9b N.A. 
Note: N.A. = not available. 
* The characteristic dimension of the tested bone specimens was on the order of 1 cm. 
† Cortical and trabecular bones were extracted from femoral mid-diaphysis and proximal femur, respectively. 
Studies: a from Dong et al. (2012) [173]; b from Mirzaali et al. (2016) [172]; c from Bayraktar et al. (2004) [178]; d 
from Reilly & Burstein (1975) [176]; and e from Burstein et al. (1976) [177]. 
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2.1.3 Functional Adaptation of Bone 

Bone is a mechanosensitive tissue adapting its mass, structure, and material 
properties to habitual mechanical loading environment [2,3,14–16,19,20,182–187]. 
This concept was first introduced by Georg Hermann von Meyer in 1867 [188] and 
Wilhelm Roux in 1881 [189]. Based on Meyer’s observation regarding to the 
proximal femur, later in 1892, Julius Wolff proposed that the structure of trabecular 
bone in the proximal femur was aligned to the stress trajectories (principal directions) 
of externally applied load [190]. Generally, his theory is widely known as Wolff’s law. 
[3,182,183,190] However, today, it is known that the mechanical loading affects not 
only the trabecular bone but also cortical bone. Besides, this adaptive response has 
been observed in other skeletal sites such as vertebrae, tibia, and calcaneus. 
[3,191,192] The original Wolff’s law contains misconceptions and has been criticized 
by others [3,182,183]. Therefore, the general idea of the Wolff’s law that “the bone 
adapts to the prevalent mechanical loading” is commonly known as functional 
adaptation of bone to this day [3,191]. This section describes the relevant topics in 
the bone’s functional adaptation to the present doctoral research including 1) bone 
cell types, 2) two important bone’s metabolic processes such as modeling  and 
remodeling, 3) underlying effective mechanical loading properties to induce the 
adaptation, 4) effects of disuse and overuse, 5) age-dependent changes in the 
functional adaptation, 6) an importance of cortical thickening during growth, and 7) 
mechanotransduction (cellular and molecular mechanism behind the functional 
adaptation). 

2.1.3.1 Bone Cells 

There are four bone cells such as osteoblast, bone lining cell, osteocyte, and 
osteoclast. Each of them has unique roles in the bone metabolism. The osteoblasts 
are new bone forming cells laying along the bone surface, constituting for 4-6% of 
the total bone cells, and originated from pluripotent mesenchymal stem cells. They 
are present in the extracellular matrix of the bone marrow and periosteum and 
regulate its mineralization. There are two main processes involved in the formation 
of new bone by osteoblasts: secretion of osteoid (unmineralized organic phase 
consisting of type I collagen, non-collagenous proteins, and other proteins) in the 
bone matrix and its subsequent mineralization. The osteoblast changes its shape 
from cuboidal in its active state to flat in its inactive state. The latter is also known 
as a bone lining cell. [79,95,192] 

 

51 

The bone lining cells are the inactive flat-shaped osteoblasts covering the bone 
surface (quiescent state) where neither bone formation nor resorption takes place. 
Although their functions are not completely understood, it is known that they 
prevent the interaction between bone matrix and osteoclasts if the bone resorption 
should not occur. Some of their cytoplasmic processes are extended into canaliculi 
to communicate with neighboring osteocytes via gap junctions. [79] A recent study 
showed that the quiescent bone lining cells can be reactivated back to the osteoblasts 
and are the major source of the osteoblasts in the adulthood [193]. 

The osteocytes are the most common bone cells representing 90-95% of the total 
bone cells in the adult skeleton and can live up to 25 years. They are present in the 
lacunae between the mineralized bone matrices and have different shapes depending 
on the type of bone: a round and elongated shapes in the trabecular and cortical 
bones, respectively. They originate in the pluripotent mesenchymal stem cells via the 
osteoblast differentiation. At the end of the bone formation cycle, some of 
osteoblasts remain in the bone matrix and are differentiated into osteocytes by 
reducing their cell organelles. Each osteocyte has up to 50 cytoplastic processes 
which come out of the lacuna space through small tunnels called canaliculi. [79,95] 
These lacuna spaces and canaliculi form a porous network, called lacunocanalicular 
network [194]. Through this network, the osteocytes communicate with each other, 
the bone lining cells, and osteoblasts through their cytoplastic processes and the 
interstitial fluid flow. Consequently, this network enables the osteocyte to operate as 
the mechanosensors to detect mechanical loads, facilitating bone’s functional 
adaptation. Furthermore, the apoptosis of the osteocyte triggers the bone resorption 
by the osteoclast. Due to these, the osteocytes are considered as the orchestrators of 
the functional adaptation by modulating the activities of both osteoblasts and 
osteoclasts. [79,95] 

The osteoclasts are bone-resorbing cells, which are derived from the 
hematopoietic stem cell descent. Once activated, an osteoclast can resorb fully 
mineralized bone up to 200,000 μm3/day, for which ~100-200 days are needed for 
the generations of osteoblasts to build. The osteoclasts are more common in the 
inner layer of bone (endosteum). In the resorption process, they release powerful 
lysosomal enzymes and acids to dissolve organic and mineral crystals of the bone 
matrix. [71,79,95] 
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2.1.3.2 Modeling and Remodeling 

The bone’s functional adaptation is carried out through two metabolic processes of 
bone called modeling and remodeling [191,192]. The modeling is responsible for the 
skeletal growth and the adaptations of bone shape and mass to the mechanical 
loading. It takes place predominantly during the skeletal growth and its amount 
normally starts declining to a trivial level once the skeletal maturity is achieved. 
[192,195] The modeling occurs on the (sub)periosteal, endosteal (endocortical), and 
trabecular surfaces and consists of either/both of following cellular activities: the 
activation of osteoblast followed by bone formation (A-F, formation modeling) 
and/or the activation of osteoclasts followed by bone resorption (A-R, resorption 
modeling) [192,195,196]. These activities happen independently of each other at the 
different locations or in a coordinated approach (e.g., modeling drift) [195]. To 
optimize the structure of bone corresponding to changes in the mechanical 
environment, the formation and resorption activities are regulated. For example, an 
increased level of mechanical loads through physical activities and/or by an increase 
in the body weight can induce more bone formation over resorption, resulting in the 
bone gain. [192,195,196] Once the new bone tissue is formed, it is maintained by the 
bone lining cells and osteocytes [192,195]. 

In the modeling, shaping the bone depending on the mechanical loading is 
referred to as modeling drift (Figure 13). The modeling drift is a coordinated 
selective response of the bone formation or resorption occurring on the different or 
even same bone surfaces. It does not simply form a uniform shape of the bone (e.g., 
circular cross-section) but can form the irregular shape (e.g., oval- or random-shaped 
cross-section) depending on the mechanical loading. [192,195] 

 

Figure 13.  Modeling drift. (Redrawn based on Allen & Burr (2014) [197]). 

The remodeling is in charge of a renewal of bone including the adaptation, 
maintenance, and repairment of the damaged bone tissue [192,195,196]. Unlike the 
modeling, the remodeling occurs continuously throughout all stages of life. In 
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addition to the subperiosteal, endosteal, and trabecular surfaces, it can also occur in 
the intracortical envelop (Haversian canal). [192,195] In the remodeling, the 
osteoblasts and osteoclasts form a functional unit called basic multicellular unit 
(BMU) to perform coupled activities on the same surface in the following specific 
order: an activation, the resorption of bone, and then formation (A-R-F) 
[2,192,195,198,199]. In the intracortical envelop, the BMUs move along its 
longitudinal axis to preserve its 3D structure. The leading osteoclasts excavate the 
tunnel by the resorption, creating the characteristic “cutting cone” shape at its front. 
This tunnel is subsequently refilled by centripetal deposit of new layers of osteons 
by the osteoblasts. On the trabecular and endocortical surfaces, the BMUs resorb 
and replace pancake-shaped packets of bone. [192,200] 

The net amount of bone after each remodeling cycle is called bone balance. The 
positive bone balance suggests that the bone formation dominates over the 
resorption resulting in the increases in the bone mass while the negative balance 
suggests vice versa. [192,201] Mechanical loading induces the formation over 
resorption which can lead to the positive bone balance while a condition like 
osteoporosis promotes resorption over formation leading to the negative balance 
[192,195,202]. In the healthy individuals, the normal bone balance is slightly negative 
after each remodeling cycle. This means that the amount of bone resorbed is not 
completely refilled by the formation. With aging, this contributes to bone loss and 
thinning. In adulthood, the remodeling is influenced by age, genetics, and modifiable 
factors such as nutrition, hormonal status, physical activity level, diseases, and their 
medication. [195] Importantly, a menopause (around age 50 years) also induces more 
resorption due to the loss of ovarian estrogen production, which had previously 
minimized the osteoclastic resorption during pre-menopausal phase. This causes the 
further acceleration of bone loss. [195,203] Similar but less dramatic bone loss also 
takes place about 10 years later in male. The increased resorption due to aging or 
diseases also lead to the trabecularization of the intracortical and endocortical bone. 
This results in the increase in the cortical porosity, the enlargement of endocortical 
diameter, and finally the fragility of bone. [195] 
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2.1.3.3 Effective mechanical loading properties 

The bone’s functional adaptation suggests only the general concept that the bone 
adapts to changes in the mechanical environment, but an important question 
remains: “What kinds of mechanical loadings are effective to induce the osteogenic 
adaptation?” In 1987, Harold Frost proposed his theory regarding this question, 
known as mechanostat theory. He suggested that the adaptive modeling and 
remodeling responses have its own windows defined by upper and lower strain 
thresholds known as minimum effective strain (MES) (Figure 14). [2,198] 

 

Figure 14.  Frost’s mechanostat theory. (Redrawn, with permissions, from Forwood & Turner (1995) 
[204] © 1995 Published by Elsevier Inc., and Burr (1992) [205] © 1992 by the Center for 
Human Growth and Development, The University of Michigan). 

According to this theory, there are four windows, each of which has the 
distinctive adaptive modeling or remodeling response. If the strain magnitude of the 
local mechanical signals is between the remodeling MES (50 – 200 με) and the 
modeling MES (~2000-3000 με), the normal physiological (or homeostatic) response 
is expected so that the equal amount of the remodeling formation and resorption 
occurs, leading to the maintenance of bone mass. When the strain magnitude falls 
below the remodeling MES (trivial or disuse), more remodeling resorption is induced 
over the formation, causing the bone loss. In contrast, if it falls in the window 
between the modeling MES and repair MES (> 4000 με), it is considered as 
overloading inducing more modeling formation over the resorption, resulting in the 
(lamellar) bone gain. Lastly, when it exceeds this repair MES, it is considered 
pathological overloading in which the strain magnitude is large enough to damage 
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the bone tissue and the damaged lamellar bone is replaced by the woven bones. 
Frost’s mechanostat theory is strict in its distinction between remodeling and 
modeling in each window. However, this is not entirely true. For example, today, it 
is known that the remodeling can occur in overloading and pathological overloading 
windows besides modeling. [2,182,198,204,206,207] This strain magnitude-
dependent adaptive response of bone has been confirmed in several previous animal 
experimental studies where the external mechanical loadings were applied to ulna 
bone of e.g., turkeys or rats with various strain magnitudes [16,17,186,208]. 

Frost’s mechanostat theory is obviously simplified and the bone functional 
adaptation is also influenced by other mechanical loading properties. Based on the 
numerous animal experimental studies conducted over the past few decades, it was 
found that the effective osteogenic mechanical loading is a dynamic against the static 
loading type and should be produced at high strain rate and/or frequencies. 
Furthermore, the adaptive response is associated with the loading duration and 
resting periods between the loading cycles or sessions. [182,191,192,209–211] The 
following sections summarize these aspects. 

2.1.3.3.1 Dynamic loading 

Around 50 years ago, Hert, Lisková, and their colleagues (1969, 1971, and 1972) were 
the first to report that the dynamic loading (intermittent or cycling loading) is a 
necessary characteristic of the mechanical loading to induce new bone formation 
rather than static loading (constant loading magnitude) through series of their animal 
experiments [212–215]. Later, Lanyon and Rubin (1984) also confirmed this in their 
study of avian ulnae. After 8-weeks follow-up, they observed that dynamically loaded 
bones had a significant increase in their bone mass primarily due to new bone 
deposition on periosteal surface while no changes occurred in the statically loaded 
bones. [15] In fact, the static loading has no beneficial effect or even an adverse 
effect suppressing normal periosteal appositional growth [216]. Identifying the 
dynamic loading as the effective loading type suggests that impact exercise such as a 
jumping has the potential to cause the beneficial osteogenic adaptation. Umemura et 
al. (1997) confirmed this by observing that the rats which performed jumping 
exercise 5 days a week for 8 weeks had the significantly greater bone mass in their 
tibiae and femora than the control rats [217]. 
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2.1.3.3 Effective mechanical loading properties 

The bone’s functional adaptation suggests only the general concept that the bone 
adapts to changes in the mechanical environment, but an important question 
remains: “What kinds of mechanical loadings are effective to induce the osteogenic 
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remodeling responses have its own windows defined by upper and lower strain 
thresholds known as minimum effective strain (MES) (Figure 14). [2,198] 

 

Figure 14.  Frost’s mechanostat theory. (Redrawn, with permissions, from Forwood & Turner (1995) 
[204] © 1995 Published by Elsevier Inc., and Burr (1992) [205] © 1992 by the Center for 
Human Growth and Development, The University of Michigan). 

According to this theory, there are four windows, each of which has the 
distinctive adaptive modeling or remodeling response. If the strain magnitude of the 
local mechanical signals is between the remodeling MES (50 – 200 με) and the 
modeling MES (~2000-3000 με), the normal physiological (or homeostatic) response 
is expected so that the equal amount of the remodeling formation and resorption 
occurs, leading to the maintenance of bone mass. When the strain magnitude falls 
below the remodeling MES (trivial or disuse), more remodeling resorption is induced 
over the formation, causing the bone loss. In contrast, if it falls in the window 
between the modeling MES and repair MES (> 4000 με), it is considered as 
overloading inducing more modeling formation over the resorption, resulting in the 
(lamellar) bone gain. Lastly, when it exceeds this repair MES, it is considered 
pathological overloading in which the strain magnitude is large enough to damage 
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the bone tissue and the damaged lamellar bone is replaced by the woven bones. 
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2.1.3.3.2 Strain rate and frequency 

The osteogenic response to the mechanical loading was found proportional to the 
strain rate based on the several animal experiments. In these studies, the dynamic 
loadings with various strain rates (e.g., low, medium, and high) were applied to bones 
while the peak strain magnitude, frequency, and loading duration were kept the same. 
[19–21,218] Similar to the strain rate, there is the dose-response relationship between 
the loading frequency and osteogenic adaptation of bone [22,24,219]. However, to 
promote the osteogenesis, the frequency needs to be at least 0.5 Hz [219]. Moreover, 
above the frequency of 10 Hz, the degree of adaptative response plateaus and no 
further osteogenic adaptation can be achieved [23]. Importantly, the minimum strain 
threshold (magnitude) to induce the bone formation can be lowered if the frequency 
is increased. Hsieh et al. (2001) examined the effect of various combination of 
loading magnitudes and frequencies on the new bone formation and observed that 
the minimum strain threshold can be decreased from 1820 με to 650 με as the loading 
frequency increased from 1Hz to 10 Hz. [24] 

Importantly, these dynamic loading properties (the strain magnitude, rate, and 
frequency) are interrelated so that the strain rate (𝜀𝜀̇ , in unit of s-1) is linearly 
proportional to strain magnitude (𝜀𝜀, unitless) and frequency (𝑓𝑓, in unit of s-1) as 
shown below: 

𝜀𝜀̇ =  𝜀𝜀𝑓𝑓                                                             (14) 

Given this, Turner (1998) proposed that the dynamic loading stimulus inducing 
the adaptive response of bone can be expressed mathematically as follows: 

𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆𝑆𝑆 𝑠𝑠𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  𝑘𝑘𝑘𝑘𝑓𝑓                                  (15) 

where k is a proportional constant, 𝑘𝑘 is a peak-to-peak strain magnitude, and f is the 
loading frequency. [209] Combing this concept with the experimental results, Turner 
and his colleagues (1994, 1995, and 1998) demonstrated that the bone formation rate 
is highly and linearly correlated to this strain stimulus. Importantly, this suggests that 
the osteogenic response is determined by a combination of magnitude and frequency 
of the applied strain, which is equivalent to strain rate alone as described in the 
equation (14) above. [21,209,219] 
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2.1.3.3.3 Duration and resting interval 

Extending the duration of loading does not lead to further osteogenic adaptation of 
bone. The mechanosensitivity of bone and osteogenic response start declining after 
the certain duration. This phenomenon was observed in the animal experiments 
conducted by Rubin and Lanyon (1984) and Umemura et al. (1997) where the 
increases in bone mass due to the skeletal loading began leveling off after 
approximately 40 cycles per day (jumping exercise). [187,211,217] 

Fortunately, it was found possible to restore the mechanosensitivity by inserting 
resting periods between loading sessions and/or between cycles. Based on the animal 
experiments, a 4 – 8 hours of inter-session [220] and/or a 7 – 14 seconds of inter-
cycle resting periods [220,221] are sufficient to re-sensitize the bone tissue to the 
mechanical loading and can lead to the significantly greater bone formation than the 
shorter resting periods. With 8 hours of resting, the mechanosensitivity can be fully 
recovered [220]. Furthermore, Robling and his colleagues (2000, 2002) found that, 
despite the same total loading volume (with respect to the loading magnitude and 
frequency), the osteogenic effect is greater if the loading was applied in multiple 
sessions (e.g., 90 cycles x 4 sessions) rather than in a single session (e.g., 360 cycles x 
1 session) [222–224]. To summarize, the dynamic loading should be applied to bone 
in the multiple sessions, rather than in a single session, with sufficient inter-session 
(4-8 hours) and inter-cycle (≥ 7 seconds) resting periods to maximize the osteogenic 
adaption of bone. 

2.1.3.3.4 Accommodation 

Bone cells acclimate to the predominant habitual mechanical loading types. Once 
this occurs, further osteogenic adaptation cannot be expected by the same already-
familiarized mechanical loading type. In other words, the initial or unfamiliar 
mechanical stimulus has the greater osteogenic effect. [225,226] This phenomenon 
is referred to as accommodation of bone [192,209]. Importantly, this 
accommodation can be prevented by inserting a “time off” (e.g., a 5-weeks unloading 
period) between the long-term loading periods (e.g., 15 weeks). This “time off” can 
improve the mechanosensitivity and result in the greater bone formation than 
without it [226]. 
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2.1.3.4 Disuse and Overuse 

Disuse and substantial overuse of bone cause negative consequences. In case of the 
disuse, the bone resorption dominates the formation leading to a rapid bone loss. 
For example, this is common in astronauts who returned from the long-term micro-
gravitational space environment. [191,192] Importantly, the predominant location 
and mechanism of the bone loss differ depending on the stage of life. Based on the 
experiments of growing and mature dogs, the disuse decreases the bone formation 
at the periosteal surface in the growth phase while it increases the resorption at the 
endosteal and trabecular surfaces in the adulthood. [227,228]. The disuse in the 
adulthood also leads to the substantial increase in the intracortical porosity [228]. 
These deteriorations obviously contribute to the reduced bone strength [227,228]. 

In the physiological loading condition, the loading-induced microdamage (e.g., 
microcracks) in the bone is repaired through the resorption followed by the bone 
formation. However, in case of the overuse (e.g., due to substantially high repetitions 
and/or long loading duration), the rate of damaging exceeds that of repairing, leading 
to the accumulation of damaged bone tissues. This results in reduced bone strength 
and stiffness. Eventually, the microcracks merge each other leading into a fatigue-
induced fracture, also known as stress fracture. [191,192] This overuse bone injuries 
are common in runners and ballet dancers [229,230]. 

2.1.3.5 Age-Dependent Changes in Functional Adaptation 

Bone’s adaptive response to the mechanical loading changes with aging. Once 
skeletal maturity is reached after age of 18 to 25 years, its mechanosensitivity and 
osteogenic potential start declining. Besides, the main role of loading-induced bone 
adaptation shifts from adding new bone mass during the growth to maintenance of 
the existing bone in the adulthood. [3,231,232] Furthermore, the decrease in estrogen 
production due to menopause (or amenorrhea) does not only accelerate the age-
related bone loss but also reduces the sensitivity to the mechanical loading [203,233–
235]. Nonetheless, the additional mechanical loading through physical activities in 
the adulthood is not totally meaningless in terms of strengthening the bone. Despite 
the age-related declines, the exercise loading can still cause small but cumulatively 
significant benefits in bone mass and structure if the adequate amount of the 
mechanical loading is applied with the optimal frequency. Although this cumulative 
benefit is greater in the young adult, it can still be obtained even in the older adults. 
[3,231,232] For example, Kerr et al. (1996) reported that even postmenopausal 
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females (mean age: 58 years) could increase their bone mineral density at several 
skeletal sites including hip by small amount but significantly (~2%) after a 1 year 
progressive resistance training program [10]. It is noteworthy that such a small 
increase can still improve bone strength considerably [222,236] 

Not only does the mechanosensitivity decline with aging, but also the primary 
responsive surface to the mechanical loading changes. Similar to the disuse-induced 
bone loss, the location of loading-induced new bone formation shifts from the 
periosteal surface before and during early puberty to the endosteal surface after the 
puberty. The former results in the expansion of outer circumference of the bone 
(periosteal expansion) while the latter leads to mainly the maintenance of the inner 
circumference (endocortical/-steal width). [3,237–239] Besides, this surface shift is 
sex-dependent and begins earlier in female than in male. While the exercise-induced 
periosteal apposition still takes place in male during or late in puberty, the shift to 
the endosteal surface already begins in female [237–240]. This is likely because an 
increase in estrogen production during the puberty inhibits the periosteal bone 
formation but stimulates the endosteal apposition [203,239,241–243]. Accordingly, 
a window of opportunity [the period during growth when the bone is most 
responsive to the (exercise-induced) mechanical loading] is likely shorter in female 
than in male [237–239].  

Furthermore, the surface response to the mechanical loading appears site-specific 
even within a same bone. The relative contribution of the periosteal and endosteal 
bone apposition to the greater cortical area due to the mechanical loading varies from 
proximal to distal, anterior to posterior, and/or medial to lateral site, at least in 
humerus. [238,244,245] This is likely because the loading condition varies from the 
proximal to distal side of the humerus [244]. To summarize, the bone functional 
adaptation is not only age- and maturity-dependent (depending on the onset of 
puberty or menopause) but also surface-, site-, and sex-specific [12,240]. 
  



 

58 

2.1.3.4 Disuse and Overuse 

Disuse and substantial overuse of bone cause negative consequences. In case of the 
disuse, the bone resorption dominates the formation leading to a rapid bone loss. 
For example, this is common in astronauts who returned from the long-term micro-
gravitational space environment. [191,192] Importantly, the predominant location 
and mechanism of the bone loss differ depending on the stage of life. Based on the 
experiments of growing and mature dogs, the disuse decreases the bone formation 
at the periosteal surface in the growth phase while it increases the resorption at the 
endosteal and trabecular surfaces in the adulthood. [227,228]. The disuse in the 
adulthood also leads to the substantial increase in the intracortical porosity [228]. 
These deteriorations obviously contribute to the reduced bone strength [227,228]. 

In the physiological loading condition, the loading-induced microdamage (e.g., 
microcracks) in the bone is repaired through the resorption followed by the bone 
formation. However, in case of the overuse (e.g., due to substantially high repetitions 
and/or long loading duration), the rate of damaging exceeds that of repairing, leading 
to the accumulation of damaged bone tissues. This results in reduced bone strength 
and stiffness. Eventually, the microcracks merge each other leading into a fatigue-
induced fracture, also known as stress fracture. [191,192] This overuse bone injuries 
are common in runners and ballet dancers [229,230]. 

2.1.3.5 Age-Dependent Changes in Functional Adaptation 

Bone’s adaptive response to the mechanical loading changes with aging. Once 
skeletal maturity is reached after age of 18 to 25 years, its mechanosensitivity and 
osteogenic potential start declining. Besides, the main role of loading-induced bone 
adaptation shifts from adding new bone mass during the growth to maintenance of 
the existing bone in the adulthood. [3,231,232] Furthermore, the decrease in estrogen 
production due to menopause (or amenorrhea) does not only accelerate the age-
related bone loss but also reduces the sensitivity to the mechanical loading [203,233–
235]. Nonetheless, the additional mechanical loading through physical activities in 
the adulthood is not totally meaningless in terms of strengthening the bone. Despite 
the age-related declines, the exercise loading can still cause small but cumulatively 
significant benefits in bone mass and structure if the adequate amount of the 
mechanical loading is applied with the optimal frequency. Although this cumulative 
benefit is greater in the young adult, it can still be obtained even in the older adults. 
[3,231,232] For example, Kerr et al. (1996) reported that even postmenopausal 

 

59 

females (mean age: 58 years) could increase their bone mineral density at several 
skeletal sites including hip by small amount but significantly (~2%) after a 1 year 
progressive resistance training program [10]. It is noteworthy that such a small 
increase can still improve bone strength considerably [222,236] 

Not only does the mechanosensitivity decline with aging, but also the primary 
responsive surface to the mechanical loading changes. Similar to the disuse-induced 
bone loss, the location of loading-induced new bone formation shifts from the 
periosteal surface before and during early puberty to the endosteal surface after the 
puberty. The former results in the expansion of outer circumference of the bone 
(periosteal expansion) while the latter leads to mainly the maintenance of the inner 
circumference (endocortical/-steal width). [3,237–239] Besides, this surface shift is 
sex-dependent and begins earlier in female than in male. While the exercise-induced 
periosteal apposition still takes place in male during or late in puberty, the shift to 
the endosteal surface already begins in female [237–240]. This is likely because an 
increase in estrogen production during the puberty inhibits the periosteal bone 
formation but stimulates the endosteal apposition [203,239,241–243]. Accordingly, 
a window of opportunity [the period during growth when the bone is most 
responsive to the (exercise-induced) mechanical loading] is likely shorter in female 
than in male [237–239].  

Furthermore, the surface response to the mechanical loading appears site-specific 
even within a same bone. The relative contribution of the periosteal and endosteal 
bone apposition to the greater cortical area due to the mechanical loading varies from 
proximal to distal, anterior to posterior, and/or medial to lateral site, at least in 
humerus. [238,244,245] This is likely because the loading condition varies from the 
proximal to distal side of the humerus [244]. To summarize, the bone functional 
adaptation is not only age- and maturity-dependent (depending on the onset of 
puberty or menopause) but also surface-, site-, and sex-specific [12,240]. 
  



 

60 

2.1.3.6 Importance of Cortical Thickening during Growth 

From an engineering perspective, increasing the cortical thickness is an important 
aspect with respect to strengthening the bone against the bending. A tube-shaped 
bone including the femoral neck is subjected to the bending loading, where the 
resultant deflection (δ) can be expressed as follows: 

𝛿𝛿 = 𝑀𝑀𝐿𝐿2

8𝐸𝐸𝐸𝐸                                                        (16) 

where M is the (applied) bending moment, L is the length of bone, E is the elastic 
modulus, and I is the second moment of area. The fracture occurs when deflection 
exceeds the bone’s ability to bend elastically. Thus, bending strength of the bone can 
be increased by minimizing this deflection (δ). For given M and L, this can be 
achieved by increasing E and/or I. Now, this I for the tube-shaped bone can be 
expressed as: 

𝐼𝐼 =  𝜋𝜋4 (𝑆𝑆𝑜𝑜4 − 𝑆𝑆𝑖𝑖4)                                          (17) 

where 𝑆𝑆𝑜𝑜  and 𝑆𝑆𝑖𝑖  are the outer and inner radii of the cross-section of bone, 
respectively (Figure 15). Thus, the I can be increased by increasing 𝑆𝑆𝑜𝑜 (periosteal 
expansion) and/or decreasing 𝑆𝑆𝑖𝑖 (endosteal contraction). [191]   

 

Figure 15.  Cortical thickness and the second moment of area. This figure shows the outer (𝑆𝑆𝑜𝑜) and 
inner radii (𝑆𝑆𝑖𝑖) of the tube-shaped bone, the second moment of area (I), and a schematic 
presentation of the potential contribution of the periosteal expansion (↑𝑆𝑆𝑜𝑜) and endosteal 
contraction (↓ 𝑆𝑆𝑖𝑖) into I.  
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As mentioned earlier, the cortical thickening by the mechanical loading-induced 
periosteal expansion (↑𝑆𝑆𝑜𝑜) (in addition to the normal age-dependent expansion) takes 
place mainly until the puberty.  This highlights the importance of engaging in exercise 
during the skeletal growth to maximize I and consequently to minimize δ. Such 
decrease in δ may help reducing hip fracture risk. [191] 

2.1.3.7 Mechanotransduction 

Cellular and molecular mechanisms how applied mechanical stimuli are converted 
into biochemical signals to trigger the anabolic or catabolic adaptation of bone are 
called mechanotransduction of bone [77,210,246]. Mechanotransduction in the bone 
tissues involves numerous cellular functions including gene expression, protein 
synthesis, and cell proliferation and differentiation [247]. It can be divided into four 
stages: 1) mechanocoupling – the transduction of applied mechanical load to a local 
mechanical signal; 2) mechanoreception and biochemical coupling – sensing the local 
mechanical stimuli and converting them to biochemical signals within cell membrane 
and cytoskeleton; 3) cell-to-cell signaling – the communication from one cell to 
others (e.g., a sensor cell to effector cells); and 4) the effector response – activation 
of either bone formation or resorption [210]. Since the details of each stage are 
beyond the scope of this dissertation, the readers are referred to the reviews for the 
further details [77,196,207,210,246–253]. The relevant information to the present 
research is briefly discussed here. 

The most important player in the mechanotransduction is the osteocyte which 
does not only take a major mechanosensory role, but also orchestrate both 
osteoblastic formation and osteoclastic resorption through various signaling 
pathways [247]. Utilizing the cytoplasmic processes in the widespread 
lacunocanalicular network, the osteocytes communicate with each other and other 
neighboring cells (e.g., osteoblasts, bone lining cell, endothelial cells) through gap 
junctions [77,194,247,248,250,251]. The mechanical loading causes deformation of 
bone tissue that creates the hydrostatic pressure gradient inside of the bone tissue. 
This results in the extracellular fluid flow across the osteocytes in the 
lacunocanalicular network which induces shear stress on the osteocyte due to fluid’s 
viscosity. It is believed that its cellular membrane can sense these shear stress and 
hydrostatic pressure. [210,246,247,249,250,252] The loading magnitude of this fluid 
flow is proportional to the loading rate. This explains why the dynamic loading was 
found more effective than the static loading to induce the osteogenic adaptation in 
the animal experimental studies as mentioned earlier. [216,249] Furthermore, it was 
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As mentioned earlier, the cortical thickening by the mechanical loading-induced 
periosteal expansion (↑𝑆𝑆𝑜𝑜) (in addition to the normal age-dependent expansion) takes 
place mainly until the puberty.  This highlights the importance of engaging in exercise 
during the skeletal growth to maximize I and consequently to minimize δ. Such 
decrease in δ may help reducing hip fracture risk. [191] 
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stages: 1) mechanocoupling – the transduction of applied mechanical load to a local 
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and cytoskeleton; 3) cell-to-cell signaling – the communication from one cell to 
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beyond the scope of this dissertation, the readers are referred to the reviews for the 
further details [77,196,207,210,246–253]. The relevant information to the present 
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found that the fluid drag force can stretch the cell membrane up to loading frequency 
of 10Hz [249,254,255]. This is also highly consistent with the observation from 
another aforementioned animal experimental study which demonstrated that the 
osteogenic adaptation can be induced up to this frequency of strain loading [23]. 

Lastly, the bone resorption is also possibly regulated by the strain-dependent 
osteocyte apoptosis. The osteocyte apoptosis is reduced under physiological/normal 
strain range while it is increased in abnormal strain ranges typical in disuse or 
fatigue/overloading. In the overloading, the osteocyte apoptosis takes place where 
microdamage occurs and the osteocyte apoptosis may send signals to osteoclasts to 
remove the damaged bones. However, it is noted that the mechanism of osteocyte 
apoptosis-regulated bone resorption is not fully elucidated. [246,251,253,256] 
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2.2 Medical Imaging 

Effects of exercise-induced mechanical loading on human proximal femur bone will 
be discussed in the next section. Such effects can be examined by evaluating bone 
properties such as bone mass, mineral density, and structure. These properties can 
be measured using non-invasive medical imaging methods. For the sake of the 
readability, basic principles and major limitations of three medical imaging methods 
such as dual-energy X-ray absorptiometry (DXA), quantitative computed 
tomography (QCT), and magnetic resonance imaging (MRI) are briefly discussed in 
this section. 

2.2.1 Dual-energy X-ray Absorptiometry (DXA) 

Dual-energy X-ray absorptiometry (DXA) is a medical imaging method to measure 
areal bone mineral density (aBMD, in g/cm2) using two X-ray beams with different 
photon energy levels. The aBMD can be calculated by utilizing the dependencies of 
the magnitude of the radiation attenuation (attenuation coefficient) on the energy 
level and on two tissue types: 1) bone tissue (including bone material and red/yellow 
marrows), and 2) soft tissue (including fat and lean tissues). [257,258] Importantly, 
in DXA, it is assumed that the scanned region of interest (ROI) consists of only two 
components (soft and bone tissues) and fat tissues are homogeneously distributed 
within these tissues [259]. Principally, DXA can be used for any skeletal site; however, 
the lumbar spine, proximal femur (hip), forearm, and total body have been the most 
measured sites for the clinical use. In case of the proximal femur, aBMD can be 
determined for the following (sub)regions: femoral neck, trochanter, Ward’s triangle, 
and total hip. Furthermore, bone mineral content (BMC, in gram) can be determined 
by multiplying aBMD by the measured area. Also, DXA can be used to measure 
body composition such as total/regional body fat and lean body masses/percentages 
by obtaining the attenuation coefficients of the fat and lean tissues separately. There 
are several limitations in the DXA-based aBMD measurement. First, DXA analysis 
is limited to 2D plane. For spine and hip, the posteroanterior scan (on the frontal 
plane) is typically analyzed. Next, it does not distinguish well between cortical and 
trabecular bones. [257,258] Furthermore, above-mentioned two assumptions (two-
components concept and homogeneous distribution of fat tissue) lead to the 
inaccuracy of aBMD measurement [compared to the true value (e.g., the value based 
on cadaver)]. In fact, the scanned ROI typically consists of at least four components 
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(bone material and marrows in the bone tissue, and fat and lean tissues in the soft 
tissue), and the fat tissues (including marrows) are inhomogeneously distributed 
within the soft and bone tissue types. Besides, the higher hydrogen content in the 
fat than in the lean tissue also contributes to this measurement inaccuracy. The 
reported accuracy error can be up to 20-50% [257–260]. An improper positioning of 
patient’s body (e.g., femoral neck not parallel to the scanning table) can also 
contribute to this error. [257,258] 

A noteworthy DXA-derived invention is a program called hip structural/strength 
analysis (HSA) which estimates cross-sectional structural properties of proximal 
femur. Utilizing the X-ray absorption curve along the axis (e.g., femoral neck axis), 
cross-sectional area (CSA, in a unit of mm2, an index to resist the axial force) and 
cross-sectional moment of inertia (CSMI, in a unit of mm4, an index to resist the 
bending in a cross-section) can be estimated. [261–263] HSA can be used for the 
narrowest point of femoral neck, femoral shaft, and the trochanteric region. 
Furthermore, it can also provide the following properties: subperiosteal (outer) and 
endosteal (inner) diameters, section modulus (Z, in a unit of mm3, another strength 
index against bending), cortical thickness, buckling ratio (an index of propensity for 
compression-induced cortical buckling), femoral neck shaft angle, hip axis length (a 
length from the pelvic brim to the greater trochanter along the femoral neck axis), 
and femoral neck axis length (a hip axis length without the pelvic brim). [264–268] 
It is noted that since these properties are estimated based on the 2D plane, their 
precision is sensitive to aforementioned positioning issue [261]. 

2.2.2 Quantitative Computed Tomography (QCT) 

Computed tomography (CT) is another medical imaging method to acquire 3D 
detailed image on the internal organs using a rotating X-ray tube. By measuring the 
radiation attenuation by different tissues, it generates the stack of cross-sectional 
images (slices) which form 3D volume images of ROI. [269] Quantitative computed 
tomography (QCT) is a method to measure the bone mineral density based on the 
CT scans. The CT scans contains CT numbers, also known as Hounsfield Units 
(HU), describing the degree of the X-ray attenuation relative to water (0 HU) at each 
image location (pixel or voxel). Based on the appropriate calibration phantom 
(describing the bone mineral densities for different HU units) included in the scan, 
the HUs can be converted into the bone mineral density values. In contrast to 2D-
based DXA, QCT can measure volumetric bone mineral density (vBMD, in a unit 
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of g/cm3), and cortical and trabecular vBMDs separately. The type of CT scanner 
can be either whole body or peripheral scanner (pQCT). The former is used to scan, 
for example, the lumber spine and proximal femur whereas the latter is for more 
distal skeletons such as radius, tibia, and humerus. The pQCT is not only smaller, 
more mobile, and cheaper than the whole body CT, but also some machines can 
acquire high resolution (HR) images to capture trabecular structure (HR-pQCT). 
[270] In addition to vBMD and BMC of cortical and/or trabecular bone, the 
following structural variables can be determined by (p)QCT: cross-sectional 
properties (CSA, CSMI, and Z), femoral neck axis length, femoral neck shaft angle, 
subperiosteal and endosteal diameters, cortical thickness, and cortical and/or 
trabecular volume [11,271–278]. 

One of the disadvantages of QCT is the higher radiation dose compared to DXA. 
In case of hip scan, the radiation dose is several orders of magnitude higher in QCT 
(effective dose, 2.5-3.0 mSv) than DXA (0.009-0.022 mSv) [270,279]. On the other 
hand, due to the smaller scanning volume, the dose in pQCT (0.01 mSv) is much 
smaller than QCT and comparable to DXA. [280,281] Furthermore, when a CT-
voxel contains more than one tissue type (e.g., cortical bone + fat tissue), the 
attenuation of radiation in this voxel represents a mean value. This leads to a problem 
known as partial volume effect resulting in a measurement inaccuracy of the bone 
structure and vBMD. [270] 

2.2.3 Magnetic Resonance Imaging (MRI) 

Magnetic resonance imaging (MRI) is another method to obtain 3D detailed image 
on the internal organs using strong magnetic fields and radiofrequency pulses. By 
applying the strong magnetic field, protons in the human body (e.g., a proton in the 
hydrogen atom, the most abundant atom in biological tissues) aligned parallelly to 
the longitudinal direction of the applied magnetic field. An additional radiofrequency 
excitation pulse can rotate these aligned protons by 90 degrees so that they lie on the 
transverse plane, perpendicular to the longitudinal direction (transverse 
magnetization). The radiofrequency coils in the MRI scanner can detect this 
magnetization to generate grayscale images of the ROI. The MRI scanner type 
primarily varies depending on the magnetic field strength [expressed in a unit of 
Tesla (T)]. The most widely used ones are 1.5-T and 3.0-T MRI systems. Owing to 
the higher field strength, the 3.0-T system has the improved signal-to-noise ratio 
resulting in the higher image resolution than the 1.5-T system. [282,283] In contrast 
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to DXA and (Q)CT, one of the advantages of MRI is an absence of the radiation 
exposure, and thus it is a more appropriate method for fertile population [283,284]. 
MRI is typically more suitable to image the soft tissue (since it’s reflected brighter) 
over the hard tissues such as bones, tendons, and ligaments [282]. However, MRI 
has also been found a precise and reasonably accurate method to assess the cortical 
bone geometry [284,285]. With standard 1.5-T MRI system, Sievänen et al. (2007) 
reported an in vivo precision of ~1% in evaluating the periosteal and endosteal 
boundaries of femoral neck’s cortical bone [284]. In case of the femoral neck, for 
example, the following structural variables can be determined by the extracted 
cortical bone geometry: cross-sectional properties (CSA, CSMI, Z), periosteal and 
endosteal circumferences, and cortical thickness [284,286,287] However, there are 
several technical difficulties involved in the extraction of the cortical bone geometry. 
First, the presences of the tendon and ligament attachments at the periosteal surface 
and bone marrow near the endosteal surface can lead to the erroneous detection of 
the periosteal and endosteal boundaries. Also, the gradual transition from trabecular 
to cortical bone near the endosteal surface can induce the partial volume effect. 
[284,285,288] Moreover, the different resonance frequencies between water and fat 
tissues can result in the spatial misregistration of these molecules, known as chemical 
shift artifact, leading to the inaccurate image presentation of the tissues [283,285,288]. 
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2.3 Exercise on Proximal Femur 

Physical activity and exercise are natural modes of the mechanical loading to bones. 
They greatly contribute to the bone strength by facilitating the bone formation in 
growth and maintaining the bone mass or slowing down age-related bone loss in the 
adulthood [4,5,7–9]. The beneficial effects of various exercises on bone properties, 
measured by DXA, (p)QCT, and/or MRI, have been reported for several anatomical 
sites in both observational (cross-sectional or longitudinal design) 
[11,55,56,58,60,273,274,277,289–296] and randomized/nonrandomized controlled 
trial [(R)CT] studies [297–307]. However, not all exercise types are equally osteogenic 
and the effectiveness varies depending on anatomical sites [10,11,58,289,297,308]. 
Therefore, to be in line with the focus of the present doctoral research, this section 
reviews the effect of various exercise types exclusively on proximal femur. 

Due to the dependency of bone functional adaptation on age or maturity (puberty 
and menopause) [3,203,235,239], the present section is divided into two periods in 
life: 1) the 1st period including childhood (~3-11 years of age) [309], adolescent (~10 
≤ age ≤ 19) [310], and young adulthood (~until late 20s) [311], and 2) adulthood as 
the 2nd period (after the late 20s) including middle-aged and old males, and pre- and 
postmenopausal females. Also, based on the study type, the 1st period is further 
divided into 1) observational studies and 2) randomized/nonrandomized controlled 
trials [(R)CT]. 

Henceforward, based on exercise classification scheme defined by Nikander et al. 
(2005 and 2006), exercise/sport types are categorized into following five types based 
on the typical loading patterns of the sports if applicable: 1) high-impact loading 
(abbreviated as H-I) consisting of high ground reaction force (GRF) and loading rate, 
common in the jumping exercise (e.g., volleyball, triple and high jumps); 2) odd-
impact loading (O-I) consisting of ground impact from unusual directions and rapid 
acceleration and deceleration, common in ball games (e.g., soccer/football, tennis, 
and squash); 3) high-magnitude loading (H-M) characterized by very high muscle 
force production in coordinated movements, common in weight- and powerlifting; 
4) repetitive-impact (R-I) loading consisting of a large number of the repetitive 
ground impact, common in endurance sports such as long-distance running and 
orienteering; 5) and lastly repetitive, non-impact loading (R-NI) which is also 
endurance sports but without ground impact such as swimming and cycling [11,57]. 
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2.3.1 Childhood, Adolescent, and Young Adulthood 

2.3.1.1 Observational Studies 

Exploring differences of bones between athletes and nonathletes provide a unique 
opportunity to identify the potentially effective exercises to induce beneficial 
adaptations in the proximal femur. With this respect, numerous observational studies 
have been conducted in which the proximal femora of athletic participants with a 
history of specific exercise loading were compared with their nonathletic 
counterparts. 

Several cross-sectional and prospective longitudinal studies of male and female 
athletes reported that a long term 5-to-10-year H-I exercise loading (gymnastics, 
triple-, high-jumping, volleyball, or hurdling) from the childhood/adolescent to 
young adulthood resulted in the significantly higher femoral neck aBMD (19-31%) 
and proximal femur, femoral neck, and trochanteric BMCs (13-23%) compared to 
their age-matched controls [57,58,60,273,312,313]. Similarly, a 6-to-11-year O-I 
exercise loading (squash, badminton, soccer, ice hockey, speed-skating, or step 
aerobics) from the childhood/adolescent to young adulthood induced the 
significantly higher femoral neck and trochanteric aBMD (9-29%) and BMC (13-
22%) [56,57,60,313,314]. Moreover, > 12-year slalom and/or freestyle mogul skiing 
exercises, which consist of moderate-to-high impact (H-I) and multidirectional 
impact (O-I) loading, from childhood to young adulthood was also associated with 
the significantly 15-20% higher femoral neck aBMD [275,315]. 

On the other hand, inconsistent results have been reported on the effects of H-
M and R-I exercise loadings on the proximal femur. Several cross-sectional studies 
reported that a 3-to-8-year H-M exercise loading (weightlifting or powerlifting) from 
late adolescent to young adulthood did not result in the higher femoral neck aBMD 
in the female athletes (aged 25-28 years) than the sedentary controls [55,60]. Similarly, 
a > 11-year R-I exercise loading (middle-distance running or orienteering) from 
childhood/adolescent to young adulthood did not lead to the higher femoral neck 
aBMD and BMC in both male and female athletes except for the BMC (~8%) in the 
adolescent female middle-distance runners [55,60,316]. In contrast, Nikander et al. 
(2005) reported the beneficial adaptation at femoral neck in young female H-M 
(weightlifters, mean age: 24 years with 3.3 years of training) and R-I athletes 
(orienteers and cross-country skiers, aged 21-24 years with 11-13 years of training): 
significantly 16% and 14% higher femoral neck aBMDs than the controls, 
respectively [57]. 

 

69 

Importantly, the exercise-induced benefits reflected in the structure and bone 
strength indexes at the femoral neck have also been observed in some exercise types 
based on the DXA-based HSA in above-mentioned and other studies. The H-I 
athletes had the significantly greater benefits at a narrow part of femoral neck 
compared to their controls: CSA (+13-21%), Z (+9-21%), cortical thickness (+15%), 
endosteal diameter (-8-15%), and buckling ratio (-20%) [57,58,273,312]. Similarly, 
the O-I exercise loading also resulted in the significantly higher CSA (15-27%) and 
Z (16-26%), and lower buckling ratio (% difference not available) [57,317]. The 
world-class competitive young male slalom and mogul skiers also had 20-24% and 
25-34% higher CSA and Z than the controls, respectively [275]. The CSAs in the H-
M and R-I female athletes were also 11-13% higher than their controls. However, 
unlike H-I or O-I exercise, the bending strength (Z) in the H-M and R-I female 
athletes were not different from the controls [57]. Lastly, in contrast to 
aforementioned exercise types, a 6-11 year R-NI exercise loading (cycling or 
swimming) from the childhood/adolescent to young adulthood did not induce any 
beneficial adaptations in female (with respect to aBMD, CSA, Z, and buckling ratio 
at femoral neck) [55,57,60,317]. 

These observational studies compared the between-group differences in the bone 
properties. The issue inherent to this study design is a selection bias which may lead 
to under-/overestimation of the true exposure-outcome relationship [318]. Instead, 
this type of the systematic error can be minimized by implementing a within-subject 
comparison where, for example, the dominant-to-nondominant arm/leg differences 
are examined. However, to perform this, athletic study participants need to be 
exposed to asymmetric loading where only one side (e.g., dominant arm) is exposed 
to greater and/or unique mechanical loading compared to the other side 
(nondominant arm). Due to this, except for a few studies below, the application of 
within-subject study design has been mainly limited to the examination of upper 
extremities in the racket (e.g., tennis and squash) and throwing sports (e.g., baseball 
and softball), where the asymmetric loading is evident [237,238,244,245,319–324]. 

Recently, Fuchs et al. (2019) conducted a within-subject and between-group 
cross-sectional study of young adult male baseball pitchers, jumpers, young female 
softball pitchers (mean age: 27.5, 21.1, and 20.6 years with mean competing careers 
of 21.4, 6.3, and 13.2 years, respectively), and their age-matched controls. The 
significant dominant-to-nondominant leg side differences in the proximal femur, 
femoral neck, and trochanteric aBMD (4-7%) and BMC (4-10%) were observed in 
both baseball and softball pitchers. These differences were also significantly higher 
than the controls (except for femoral neck BMC of the baseball pitchers). In contrast, 
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the side differences in the jumpers were not only smaller compared to the pitchers’ 
(e.g., proximal femur aBMD, 1.6%; and femoral neck and trochanteric BMC, ~4%), 
but were also not different from the controls. Based on the DXA-based HSA, there 
was no side difference in the structural variables such as CSA, CSMI, Z, and cortical 
thickness at the narrow femoral neck region in the baseball pitchers and jumpers 
except for the CSA (2-3%) in the pitchers. In contrast, the side differences of these 
structural variables (~7-13%) in the female softball pitchers were not only significant 
but also significantly higher than all other groups except for the cortical thickness 
compared to the baseball pitchers. Important observation in this study was that the 
dominant (landing) leg-favored beneficial adaptation due to the asymmetric loading 
was more evident in baseball/softball pitchers, especially in the female softball 
pitchers. In contrast, such side differences were not clear in the jumping athletes. 
This is somewhat contradictory since the impact-generating jumping exercise has 
been well reported as the effective osteogenic loading. However, this result is likely 
attributed to the following aspects: 1) later introduction of jumping-specific training 
(mean starting age for the competition: 14 years of age in the jumpers vs. 8-9 years 
of age, prior to adolescent growth spurt, in the baseball and softball pitchers), 2) 
shorter years of competing (mean 6.3 years in jumpers vs. 13-21 years in the baseball 
and softball pitchers), and 3) the jumping athletes may have been exposed to less 
asymmetric and more symmetric (bilateral) loadings such as sprinting as a part of 
practice than other groups. [325] In fact, the significant side difference was reported 
in other H-I exercise types. Wu et al. (1998) reported the significant ~5-10% side 
differences in the aBMD at femoral neck, greater trochanter, and Ward’s triangle in 
young female rhythmic gymnasts (mean age: 19 years with 7 years of the gymnastic 
training) [326]. 

So far, the above-mentioned observations were limited to DXA-based 2D planar 
analyses of the proximal femur. Therefore, either or both (p)QCT and/or MRI 
measurement is needed to explore the 3D exercise-induced adaptations (reflected in 
the structural variables, cortical thickness, or vBMD) in the proximal femur. 
However, it is noteworthy that the use of pQCT in the observational studies has 
been limited to more distal skeletal sites than the proximal femur, such as distal 
femur and tibia [11,273–275,277,293]. Its use on the proximal femur would be 
impractical due to the small device size and too low X-ray intensity to capture the 
hip region with sufficient image quality [327,328]. Besides, the radiation exposure for 
a nondiagnostic application is considered unethical especially for the young fertile 
people. 
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A particularly important study in this respect was an MRI-based cross-sectional 
study by Nikander et al. (2009) where 91 young female athletes (mean age: 24.7 years 
with > 8 years competitive career) and their 20 female controls (mean age: 23.7 years) 
were recruited to investigate the long-term specific exercise-induced structural 
adaptation in the femoral neck. These athletic participants were divided into 
following five exercise loading groups based on the typical loading patterns of their 
sports: H-I (9 triple- and 10 high-jumpers, mean age: 22.3 years), O-I (9 soccer and 
10 squash players, mean age: 25.3 years), H-M (17 powerlifters, mean age: 27.5 years), 
R-I (18 endurance runners, mean age: 28.9 years), and R-NI (18 swimmers, mean 
age: 19.7 years). Particularly important findings were that H-I and O-I groups had 
regionally thicker cortical wall at their femoral necks compared to the controls. The 
H-I group had the significantly thicker cortical bone at inferior (~60%), anterior 
(~20%), and posterior (~20%) quadrant of the femoral neck while their superior 
cortex was non-significantly ~10% thicker. The O-I group had consistently 15-20% 
thicker cortical bone around the femoral neck although only the anterior and 
posterior quadrants had statistically significant results. In contrast, none of other 
exercise loading groups had the regional cortical thickening at their femoral necks. 
It is important to note that, even though the whole proximal femur was scanned in 
this MRI study, only a part of femoral neck at the insertion of articulation capsule (2 
MRI slices, ~2 mm thickness) was used for their analyses. Therefore, it is reasonable 
to say that the actual 3D analysis of the exercise-induced structural adaptation was 
not performed in this study either. [60] It is noted that the same proximal femur MRI 
data obtained in this study by Nikander et al. (2009) were utilized in the present 
doctoral research to create their 3D FE models and to investigate the 3D adaptation 
of proximal femur cortical bone to specific exercise loading. 

To summarize, the weight-bearing H-I and O-I exercise from the 
childhood/adolescent to young adulthood resulted in the beneficial adaptation in the 
proximal femur, reflected not only in bone mass and density but also in the femoral 
neck structure and strength indexes. The beneficial adaptation induced by these 
impact and other impact exercises such as ballet dancing and basketball have also 
been confirmed by several systematic reviews and meta-analyses of the observational 
studies [59,329–333]. Although H-M and R-I loadings also led to the increased 
proximal femur bone mass and density, the magnitude of the benefits was smaller 
than above-mentioned two impact exercise loading types. Lastly, R-NI exercise 
appeared to have no beneficial effect on proximal femur bone properties regardless 
of age, and this was also confirmed by the systematic reviews and meta-analyses 
[59,334–336]. Nevertheless, these results were based on the 2D analyses of proximal 
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femur cross-sections. Therefore, further observational studies are needed to 
investigate the 3D adaptation of proximal femur to specific exercise loadings. 

2.3.1.2 Randomized/Nonrandomized Controlled Trials 

The effect of different exercise types, particularly impact exercise such as jumping 
and plyometrics, on the proximal femur has been investigated not only through the 
observational studies, but also randomized/nonrandomized control trials [(R)CTs] 
of the exercise interventions. Due to the dependency of the bone’s functional 
adaptation on pubertal maturity status [3,203,235,239], these exercise-(R)CTs often 
studied the population at the specific pubertal stage, to find the ideal window of 
opportunity. This section briefly discusses the results of the exercise-(R)CTs mainly 
based on their systematic reviews and meta-analyses. 

Hind and Burrows (2007) published a systematic review of the exercise-(R)CTs 
with the duration of 6.5-24 months in the childhood and adolescents (aged 8-17 
years; 9, 8, and 5 trials in prepubertal, early pubertal, and pubertal stages, respectively). 
Over 6-month regular weight-bearing exercise interventions, most of which 
consisted of moderate-to-high H-I and/or O-I exercise (e.g., various jumping 
including multidirectional jumps generating ground impacts with GRFs of 3.5-8.8 
times BW, plyometrics, gymnastics, ball games, dancing, and step aerobics), resulted 
in the increases in bone mineral accrual in proximal femur (reflected in BMC and 
aBMD for total hip, femoral neck or inter/trochanteric area): 0.9-3.9% in 
prepubertal; 1.4-6.2% in early pubertal; and 0.4-1.9% in pubertal stages. Not only 
the magnitude of beneficial adaptation was the highest in the early pubertal stage, 
but also the number of the trials observed the positive results declined toward 
pubertal stage: 5 out of 7, 7 out of 7, and 2 out of 4 trials in prepubertal, early pubertal, 
and pubertal stages respectively. In contrast, H-M or resistance training alone 
appeared less osteogenic especially in the pubertal females. [337] 

Similarly, two more recent meta-analyses of the exercise-(R)CTs by Specker et al. 
(2015) and Ishikawa et al. (2013) observed the significant exercise-induced bone gain 
in the proximal femora in the childhood and adolescents. Importantly, Ishikawa et 
al. (2013) also reported that the plyometrics (e.g., jumping, hopping, and skipping) is 
more effective osteogenic exercise type for the femoral neck than the general 
resistance training. However, conflicting to Hind and Burrows (2007), Specker et al. 
(2015) reported that the exercise-induced benefit was limited to the pre-pubertal 
period, not in the early pubertal period. On the other hand, Ishikawa et al. (2013) 
reported that the early- and pubertal periods are more ideal time for femoral neck to 
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achieve exercise-induced bone gain. This discrepancy calls for further studies 
although it may be attributed to differences in study design between these meta-
analyses. For example, Hind and Burrows (2007) and Ishikawa et al. (2013) included 
the (R)CTs which were longer than 6 months while Specker et al. (2015) included 
the (R)CT of as short as the 3-month intervention. Furthermore, Malmö Prospective 
Pediatric Osteoporosis Prevention (POP) studies [338–340] were also included in 
Specker et al. (2015). In these POP studies, same physical education (PE) exercise 
programs were assigned into both intervention and control groups except its 
duration was longer in the intervention group (200 min/week vs. 60 mins/week, 
respectively). Thus, the effect of exercise duration on bone properties was examined 
instead of the effect of specific exercise. Furthermore, only female population was 
analyzed by Ishikawa et al. (2013). Despite the discrepancy, these meta-analyses and 
systematic reviews suggest the importance of the weight-bearing exercises, 
particularly impact-generating jumping exercises, in terms of maximizing bone gain 
and the window of opportunity likely lies around the early pubertal stage. 
[337,341,342] 

2.3.2 Adulthood 

The results from the observational studies and (R)CTs in the young population helps 
finding and designing the effective osteogenic exercise programs since the exercise-
induced bone adaption is more evident during growth than later in life [343]. 
However, its efficacy and feasibility need to be evaluated for the older generations. 
In this respect, the numerous (R)CTs of various exercise interventions were also 
conducted in the middle-aged/old males and pre-/peri-/postmenopausal females. 

The beneficial effects of the moderate-to-high impact (H-I and/or O-I) exercise 
loadings (multidirectional jumping exercises generating ground impacts with GRF 
ranging ~2 to 6 times BW) has been reported in premenopausal females aged 18-45 
years based on the 6-18-month RCTs [299,305,344]. For example, Bailey and 
Brooke-Wavell (2010) reported that a 6-month unilateral multidirectional hopping 
(GRF: 2.5-3 times BW) induced substantial increases in the following DXA-based 
proximal femur properties in the exercised legs of the premenopausal females 
compared to their control legs: femoral neck aBMD (1.7% vs. -0.6%, respectively) 
and BMC (1.2% vs. -0.3%), and superior femoral neck aBMD (2.2% vs -0.9%) and 
BMC (1.8% vs. -0.6%) [344]. This moderate H-I and O-I hopping exercise has also 
been found beneficial in the old males aged 65-80 although the effect was smaller 
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[345,346]. Allison et al. (2013) reported that a 12-month unilateral multidirectional 
hopping exercise resulted in the following significantly higher femoral neck 
properties in the exercised legs of the old males compared to their control legs: 
aBMD (0.7% vs. -0.9%, respectively), BMC (0.9% vs. -0.4%), CSA (1.2% vs. -1.2%), 
and Z (2.3% vs. 0.7%) [345]. Importantly, this hopping exercise also led to the 
substantial regional bone gain (> 6% gain in QCT-based cortical mass surface 
density) at inferoanterior and superoposterior aspect of the femoral neck [346]. Since 
the age-related cortical thinning at the latter aspect is known to contribute to the hip 
fracture risk considerably, such regional bone gain may mitigate this risk [37,38]. 
Therefore, these results suggest that the moderate H-I and O-I exercise can induce 
the beneficial adaptations in the femoral neck regardless of age. Furthermore, the 
beneficial effect of moderate R-I exercise has also been observed in perimenopausal 
females. Heinonen et al. (1998) reported in their 18-month RCT that endurance 
training consisting of walking, stair climbing, ergometer cycling, and jogging can 
contribute to maintain the femoral neck aBMD in perimenopausal females (aged 52-
53 years) while their age-matched controls had the declining trend [298]. 

The effective exercise types for the proximal femur appear to vary depending on 
age based on numerous meta-analyses which reviewed total of over 50 (R)CTs [347–
356]. In the premenopausal females (aged 18-50 years), the moderate H-I or O-I 
exercise alone (e.g., various jumping including multidirectional hopping/jumping, 
and skipping) and the combined H-I or O-I exercise program with the H-M exercise 
(high intensity resistance training) were found effective to significantly increase 
femoral neck and trochanteric aBMD [352,354]. Although the beneficial effect was 
smaller, these combined impact exercises and the moderate R-I (jogging combined 
with walking and stair climbing) may also be effective in the postmenopausal females 
to increase femoral neck aBMD [348,351,355,356]. The H-M exercise alone was 
found ineffective in any ages [349,350,353,356]. Importantly, the feasibility of the 
impact exercise to the older population with respect to safety should be well 
considered. Some impact exercises may not be suitable for the frail old population 
due to risk for musculoskeletal injuries. However, it is noteworthy that very low 
number of the injuries, if any, were reported in the previous exercise interventions 
involving multidirectional hopping as long as participants’ exercise were supervised 
and its intensity and volume were gradually increased [345,357]. 

Lastly, there have been fewer RCTs conducted which examined the effect of 
exercise on proximal femur in male regardless of age compared to females [12,358–
362]. Based on two meta-analyses by Kelley et al. (2013) and Hamilton et al. (2022), 
the 6-18 month ground reaction and joint reaction force exercises (incl. jogging, 
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resistance training, and/or moderate-impact weight-bearing exercise such as jumping, 
hopping, stepping, and football) have small-to-moderate and statistically significant 
beneficial effects on increasing femoral neck aBMD in the middle-aged and old 
males (aged 41-80 years) [363,364]. However, based on other recent systematic 
review and meta-analyses, the osteogenic effect of exercise on the proximal femur 
and effective exercise types should remain inconclusive in the middled-aged and old 
males (aged 36-79 years) due to limited statistical power (insufficient data available) 
[358,360,365]. Thus, this calls for further RCTs. 
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2.4 Hip Fracture 

2.4.1 What is Hip Fracture? 

Hip fracture is a fracture of proximal femur bone (Figure 16). Depending on its 
location, the fracture type is first defined as either intracapsular or extracapsular 
fracture. The former includes femoral head and neck fractures while the latter 
includes intertrochanteric and subtrochanteric fractures. [366–368] The femoral 
neck fracture can be further categorized into subcapital, mid/transcervical, or 
basicervical fracture [366]. The femoral neck and intertrochanteric fractures 
comprise the majority of hip fractures and occur with similar prevalence rate [369–
372]. Compared to other types of hip fractures, the femoral head fracture occurs less 
frequently and is typically caused by car accidents [373,374]. 

 

Figure 16.  Hip fracture and its types. 

The majority of acute hip fractures are treated surgically unless the patients have 
the high risk for intraoperative death and severe postoperative complications. Today, 
non-surgical conservative treatment is rarely chosen due to poor outcome 
(permanent disability) and prolonged hospitalization unless the fracture stays with 
only small crack in the femoral neck and the patient does not have severe 
osteoporosis. [366–368,375,376] The acute hip fracture patients are at risk for 
cardiovascular, pulmonary, thrombotic, infectious, and bleeding complications, 
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which can ultimately result in death [366,368]. Therefore, the short time (6 to 48 
hours) from the incident to the surgery is desired for the better postoperative 
outcomes (e.g., the earlier mobilization, faster functional recovery, and lower 
mortality) [366,368,375]. Depending on the fracture location and stage (the degree 
of displacement, separation, and/or stability), either internal fixation or arthroplasty 
is selected as the surgical option [366,368,374,375]. 

2.4.2 Epidemiology and Socioeconomic Impact 

Hip fracture is a major public health care problem leading to high rates of morbidity, 
disability, and even mortality in the older adults [25]. Approximately 90% of hip 
fractures occur in the old adults aged > 65 years [377] and its incidence reaches the 
peak around age of 75-80 years [28,378]. Compared to male, hip fracture is twice 
more common in female [27,28]. This is because of the higher likelihood of fall in 
female than in male [379–382] and the reduced estrogen level due to the menopause 
which accelerates the age-related bone loss [195,383]. 

Globally, the annual number of hip fractures was increased from 1.3 million in 
1990 to 1.6 million in 2000 and is predicted to reach 6.3 million by 2050 due to aging 
population worldwide [27,28,33]. The number of > 65 years old people worldwide 
is expected to grow over 1 billion by 2050 just by considering those in Europe and 
Asia (133 and 894 million people, respectively) [29]. Accordingly, the global financial 
burden due to the hip fracture is predicted to increase from $34.8 billion in 1990 to 
$131.5 billion by 2050 [34]. Long-term hospitalization, rehabilitation, and placement 
in nursing home are the major contributors to this tremendous cost [26,384]. 

Quality of life significantly declines in the hip fracture patients due to their long-
term inability to walk. Only half of the hip fracture patients regain their pre-fracture 
mobility and up to one third of the patients become permanently disabled, likely 
resulting in residing in the nursing home. Furthermore, up to ~20−30% of the hip 
fracture patients die within first year after the fracture [26,29–32,384]. This high 
mortality rate is partially due to comorbidity. Compared to the general population, 
the hip fracture patients typically have more underlying medical conditions prior to 
the fracture. Likelihood of dying from these comorbid illnesses is likely increased by 
the hip fracture incident. However, it is still estimated that about one fourth of hip 
fracture patients’ deaths is causally related to the fracture itself. [30,31,378,385] 
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2.4.3 Causes and Mechanism 

Hip fracture can be caused by various traumatic conditions. For example, femoral 
head fractures typically result from a high-energy trauma due to the car accident 
where the dashboard strikes the knee, delivering the high impact to the hip joint 
[373,374,386]. Also, the hip fracture can even occur under physiological loadings 
such as standing, walking, jogging, and stair ambulation with/without abnormal 
sudden overloading (stumbling or mis-stepping) [387,388]. This type of hip fracture 
is referred to as spontaneous fracture, typically leading to the femoral neck fractures 
[389]. It is particularly common in the frail elderly and is associated with the low 
bone density (severe osteoporosis) and degradation of neuromotor control 
[387,388,390]. In other words, their proximal femora are already so fragile that they 
can fracture even under such normal loading conditions. Yet, these hip fractures are 
rare, accounted for ~5-10% of all hip fractures [388,390,391]. 

In fact, over 90% of the hip fractures are caused by fall [51–53]. This high 
incidence is attributed to site-specific thinning of femoral neck cortex with aging and 
fall-induced unusual loading mechanism. Femoral neck cortex is thicker at the 
inferomedial than superolateral side (Figure 17) due to the asymmetric loading 
caused by the predominant form of human locomotion such as walking, which 
imposes the higher compressive and smaller tensile loadings at respective cortexes 
(Figure 18) [36–39]. 

 

Figure 17.  Asymmetric femoral neck structure. This figure demonstrates the thinner and thicker 
cortical layers at the superolateral [including the superoanterior (SA) and superoposterior 
(SP) quadrants] and inferomedial aspects [including the inferoanterior (IA) and 
inferoposterior (IP) quadrants], respectively. (Adapted, with permission, from Poole et al. 
(2010) [40] © 2010 American Society for Bone and Mineral Research). 
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Figure 18.  Loading mechanisms in stance and fall. The high compressive and small tensile stresses 
were induced at the inferomedial and superolateral cortical bones of the femoral neck, 
respectively, during the standing and walking (a); and at the superolateral and 
inferomedial sides, respectively, during the fall (b). Arrows indicate the (impact) force 
applied to the proximal femur. (Reprinted, with permission, from de Bakker et al. (2009) 
[37] © 2009 Elsevier Ltd.) 

With advancing age, the amount of vigorous physical activity decreases, and the 
physical activity primarily comprises less intensive walking [35]. Consequently, the 
femoral neck is mainly exposed to the asymmetric loading by walking and reduction 
in the skeletal loading may accentuate the thinning of the superolateral cortex. In 
fact, it was reported that the mean cortical thickness of superoposterior quadrant 
(Figure 17) decreases fivefold from 1.63 mm at age of 25 years to 0.33 mm at age 
of 85 years while that of the inferoanterior quadrant changes only marginally from 
3.9 to 3.3 mm during the same period [40]. Mayhew and his colleagues (2005) 
suggested that this superolateral cortical thinning contributes significantly to hip 
fragility and this cortical region is particularly vulnerable in a fall situation where the 
ground impact is imposed onto the posterolateral or lateral aspect of the greater 
trochanter or hip. [38]. To support this, Johannesdottir et al. (2011) reported that the 
superior cortical thickness is a stronger hip fracture predictor than the inferior 
cortical thickness [392]. 
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When one falls onto the greater trochanter, the loading mechanism is reversed 
(Figure 18), resulting in the unusually high compressive loading at this fracture-
prone thin superolateral cortex due to the high impact force imposed onto the 
posterolateral or lateral aspect of the greater trochanter [37,41–44,49]. The peak 
magnitude of this fall-induced compressive strain and stress can reach up to ~1.5-
2.0 and 4 times greater than those at the inferomedial cortex in the physiological 
loadings (stance or walking), respectively [36,42]. Accordingly, both cadaveric 
experimental and FE modeling studies consistently confirmed that the femoral neck 
is at the greatest risk in the fall (onto the greater trochanter) situation and the fracture 
mostly initiates from the superolateral cortex due to this unusually high compressive 
loading [37,41–50]. It is noted that, compared to the impact on the lateral aspect of 
the greater trochanter, the impact on the posterolateral aspect causes a much greater 
degree of torsion (twisting) about the axis of femoral shaft. This likely increases the 
compressive loading at the superolateral cortex, which contributes to the fracture 
further. 

The important fracture mechanism, two-steps failure, has been reported through 
several destructive mechanical testing of cadaveric femora in the fall (onto the greater 
trochanter) configuration [37,42–44,393]. This failure mechanism is described here 
using the results from a recent experimental study by Grassi et al. (2020) where the 
full-field deformations on the (infero)medical and (supero)lateral aspects of the 
femoral neck were reported (Figure 19) [44]. In the 1st step, the local failure 
(yielding) initiates from approximately 50% of the peak force due to the compressive 
strain exceeding its yield strength of -10400 με [178] (shown as the appearance of a 
small blue area in the leftmost image of the lateral side of proximal femur, Figure 
19). This local compressive failure continues expanding (characterized by an 
expansion of this blue area in the 2nd leftmost image of the lateral side, Figure 19). 
This indicates the failure (crack) initiation [e.g., an increase in or coalesce of the 
(micro)cracks] likely takes place before the peak force. This eventually results in the 
(macro)failure (crack, crush, or collapse) of the superolateral femoral neck cortex 
(more specifically, posterolateral aspect of femoral neck, near trochanteric fossa). 
This superolateral cortical failure corresponds to the peak force of the force-
displacement curve and is reflected by the larger area exceeding the yield limit (almost 
completely blue area in the 2nd rightmost image of the lateral side, Figure 19). It is 
noteworthy that the tensile strain at the inferomedial cortex did not even reach its 
yield limit (7300 με) [178] until the failure of the superolateral cortex at the peak 
force. [44] In the 2nd step, if the energy from the fall was sufficiently high to drive 
the crack across half the femoral neck width, a section modulus (Z) (a measure for 
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the bending resistance) of the unfractured cortical cross-section of the femoral neck 
would be substantially decreased. This is because Z depends on the square of the 
femoral neck width. [37,38] Then, the tensile loading in the inferior femoral neck 
becomes high enough to initiate another crack at the inferior femoral neck cortex or 
inferomedial intertrochanteric cortex, ultimately resulting in the complete fracture, 
corresponding to a sudden drop of the force-displacement curve (Figure 19). 
[37,42–44,393] 

 

Figure 19.  Two-steps failure mechanism of fall-induced hip fracture. This figure shows the maximum 
(tensile) and minimum (compressive) principal strain fields on the (infero)medial and 
(supero)lateral aspects of femoral neck, respectively, and a force-displacement curve 
during the mechanical testing of a cadaveric femur where strain fields were captured using 
two high-speed cameras and digital image correlation method. Red hexagon, circle, 
square, and diamond symbols correspond to four different stages of the mechanical test: 
1) at 50% of the peak force, 2) at 75% of the peak force, 3) at the peak force, and 4) at 
complete failure, respectively. (Reprinted, with permission, from Grassi et al. (2020) [44] © 
2020 Elsevier Ltd.) 

Another important observation from the experimental studies was that the 
majority of proximal femora tested both in the fall and the normal physiological 
loading conditions (e.g., single-leg stance) experienced a brittle fracture at least for 
the 1st failure characterized by a linear elastic behavior up to the failure with little or 
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Another important observation from the experimental studies was that the 
majority of proximal femora tested both in the fall and the normal physiological 
loading conditions (e.g., single-leg stance) experienced a brittle fracture at least for 
the 1st failure characterized by a linear elastic behavior up to the failure with little or 
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no plastic deformation. Moreover, the interval between the 1st and 2nd failures was 
very short (a few milliseconds) under the loading rates which are assumed to be close 
to the ones in the physiological falls (~2-100 mm/s). [37,42,44,394,395] 

Two different failure modes are suspected to cause the 1st failure at the 
superolateral cortex due to the compression: 1) material yield failure or 2) structural 
failure due to local buckling. In the former mode, the magnitude of compressive 
loading exceeds the (yield) strength of the material, resulting in the failure of the 
cortex. In contrast, in the latter mode, the superolateral cortex thinning may cause 
the structural instability of the cortical shell. This can lead to the local bucking before 
the yield limit under the compression. The buckling is a common failure mechanism 
for the thin-walled structure. [37,38] In fact, a buckling ratio at the superolateral 
cortex was found significantly ~35% higher in the old males (aged >70 years) with 
hip fractures cases than their age-matched controls without the fractures [396]. If 
trabecular bone was present under the superolateral cortex, it could reinforce this 
thin cortical wall to prevent the buckling. However, several studies reported that the 
significant age-related reduction in the superolateral trabecular bone (~40% decrease 
over five decades), contributing to the cortical structural instability. [104,397,398] 
Moreover, Milovanovic et al. (2012) observed that significant microstructural 
deterioration of superolateral trabecular bone in postmenopausal females with hip 
fractures compared to age-matched controls. The microstructural trabecular 
deterioration was characterized by the lower trabecular volume and connectivity, 
more rod like trabecular structure, higher trabecular separation, and thinned 
trabeculae. [399] Therefore, the trabecular reinforcement may not be expected with 
aging. 

Another noteworthy aspect is that a femoral neck diameter slowly expands with 
aging due to subperiosteal apposition and endosteal resorption of bone, and the 
diameter is positively associated with history of lifetime physical activity [39,400–
402]. This expansion adapting to the physical activity level is a “smart” regulatory 
system of bone to maintain the bending resistance (Z) by gradually increasing the 
diameter to compensate for the age-related gradual bone loss [38,39,401,403]. The 
superolateral cortical thinning also shifts a center-of-mass inferiorly from a 
geometric center by 59% in females from at age of 20 years to 90 years (Figure 20). 
This inferior shift together with the superolateral cortical thinning increases the 
buckling ratio [calculated as a ratio of buckling radius to cortical thickness] 
significantly by 151% (9 to 23) during the same age period [39]. This further supports 
above-mentioned buckling theory for the fracture initiation. Figure 20 conceptually 
summarizes these age-related changes in the cortical structure of femoral neck. 
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Figure 20.  Age-dependent changes in femoral neck’s cortical bone structure. This figure is a 
conceptual diagram illustrating the change in the femoral neck’s cortical structure during 
70 years from age of 20 years (left) to 90 years (right). As the superior cortical thickness 
decreases, the buckling radius (R) and Delta (δ) increases, resulting in the increase in the 
buckling ratio. (Reprinted, with permission, from Khoo et al. (2019) [39] © 2018 The 
International Society for Clinical Densitometry. Published by Elsevier Inc.) 

Importantly, some of above-mentioned aspects have been clinically confirmed in 
a recent study by Tang et al. (2018) where the microcracks in femoral neck’s cortical 
bone retrieved from intracapsular hip fracture patients were examined. They found 
strong evidence confirming 1) fracture initiation at the superior cortex characterized 
by the significantly higher microcrack density in the superior cortex than in the 
inferior cortex, and 2) the failure mode at the superior cortex was due to compressive 
material yielding or buckling judged by microcrack patterns. [404] 

Lastly, it is noted that the fall-induced femoral neck fractures are mainly discussed 
so far in this section in association with the structural deficit or deterioration of the 
superolateral femoral neck. Compared to the femoral neck fractures, it has been 
found that the (inter)trochanteric fractures are associated more with total hip, 
femoral neck, and especially trochanteric aBMD [405–409] and older age (= elderly 
with low aBMD) [371,372,410]. It has been speculated that the energy available from 
the fall-induced impact may get dissipated by fracturing trochanteric region if the 
trochanteric bone mineral density is sufficiently low. Otherwise, the energy is likely 
transmitted to the femoral neck region where the structure may play a more 
important role to resist the fall-induced loading. [372] 
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2.4.4 Risk Factors 

 

Figure 21.  Hip fracture and three risk factor categories. (Redrawn, with permission, from Wehren and 
Magaziner (2003) [379] © 2003, Current Science Inc.) 

Risk factors for hip fracture are summarized in Table 4 and can be categorized into: 
1) those contributing through lowering bone strength, 2) those through increasing 
the likelihood of fall, and 3) clinical risk factors (CRF) contributing to the hip fracture 
directly or indirectly through the former two categories (Figure 21) [379,411]. In the 
following sections, some of the important risk factors in each category are briefly 
discussed. To increase the readability in this section, two different types of risk 
measures such as the relative and absolute risks are first explained here. The relative 
risk compares the risk between two groups and is often expressed as the gradient 
risk (GR) in the context of hip fracture risk: X-fold increase in the fracture risk for 
each SD decrease in e.g., aBMD. In contrast, the absolute risk shows the likelihood 
of hip fracture happening over a specific time-period. [411] 
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Table 4.  Categorized hip fracture risk factors 
Risk factors for the lower 

proximal femur bone strength 
Risk factors for the higher 

likelihood of fall 
CRFs 

Low (a)BMD 
Bone structure/geometry 
High bone turnover (remodeling 
state) 
Accumulation of microdamage  
Degree of bone mineralization  

Functional impairments 
Muscle weakness 
Vision impairments 
Neuromuscular disorder 
Lower limb dysfunction 
Cognitive impairment   
Proprioception impairment 
Physical inactivity 
Delirium 
Previous stroke 
Parkinson’s disease 
Barbiturate (sedative) use 
Antidepressants use 
Height of fall 
Improper protective response  
Imbalance by alcohol consumption 
Footwear (bad fitting) 
Poor lightening 
Floor conditions 
Uneven surface 
Hard surface 
Slippery condition 

Age  
Weight  
Height 
Genetics  
Female sex 
Race (Asian or Caucasian) 
Poor nutrition 
Low calcium intake 
Vitamin D deficiency/insufficiency 
Cigarette smoking 
High alcohol consumption 
Prior fracture 
Parental history of hip fracture   
Rheumatoid arthritis 
Socioeconomic status  
Medication 
Glucocorticoids 
Benzodiazepines 
Psychotropic drugs 
Anticonvulsants  

This table was created based on [25,51,379,411–418] 

2.4.4.1 Risk Factors For the Lower Proximal Femur Bone Strength 

A low aBMD or osteoporosis (defined by aBMD T-score < -2.5 SD) is likely the 
most known risk factor in this category. It has been found that the low aBMD, 
particularly at femoral neck, is strongly associated with the hip fracture risk. 
[411,412,419] Every 1 SD decline of the femoral neck aBMD can increase the age-
adjusted relative risk by 2.6. In other words, a person with the femoral neck aBMD 
T-score of -3 SD would have 2.63 (= 17.6) higher relative hip fracture risk than a 
person with the T-score of 0 SD. [411,420,421] The absolute hip fracture risk 
increases with age up to ~70 years old but reaches plateaus afterward. This is because 
the risk for death surpasses the hip fracture risk. [411] The factors that determine 
the bone strength include not only bone density but also bone structure/geometry, 
bone turnover state, microdamage accumulation, and degree of mineralization 
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(Table 4) [379,405]. The structural or geometric variables of proximal femur were 
found important factors influencing the hip fracture risk. For example, a decrease in 
cortical thickness at the femoral neck, a wider trochanteric region [422], and the 
longer hip axis length [423] were found to increase the hip fracture risk significantly. 

Importantly, an ability of aBMD predicting hip fractures declines noticeably with 
aging: the relative risk for each SD reduction in the femoral neck aBMD decreases 
from ~4 at age of 50 years old to < 2 at the age of 85 years old [419]. Age and other 
risk factors, especially those contributing to a fall, become more important risk 
factors [381,413,416,419]. 

2.4.4.2 Risk Factors For Fall 

A fall is a stronger predictor for the hip fracture than the femoral neck aBMD. 
Compared to 2.6 times increase in the fracture risk due to a 1 SD reduction in the 
femoral neck aBMD [411,420], the fall increases the risk by 3-5 folds [424]. In 
particular, if the fall-induced impact is applied around the greater trochanter, the risk 
is increased even by ~30 times [68]. The risk of fall increases drastically with aging, 
especially starting from menopause, mainly due to balance and functional 
impairment, and disability [25,381,425]. With aging, muscles weaken, and reflex 
response becomes slower. The muscle weakness is associated with the decline of 
muscle mass, strength, and power. The skeletal muscle weights ~45% of body weight 
at age of 21-30 years old; however, reduces up to only ~27% after age of 70 years 
old. Besides, the thigh muscle strength decreases by 40% over the adult life span. 
[25,381,426] Importantly, females fall approximately 1.5-1.8 times more likely than 
males, which also explains why the hip fracture is more common in female than in 
male [379–382]. Approximately one third of healthy individuals aged > 65 years and 
more than a half of those aged > 80 years living in long-term care facilities fall at 
least once a year although only 1% of them result in the hip fracture 
[381,425,427,428].  

2.4.4.3 Clinical Risk Factors 

In this category, age is the most important risk factor, independent of comorbid 
conditions and aBMD. While the hip fracture risk from 50 to 90 years old is increased 
by 30-folds, age-dependent decline in aBMD is responsible for only the 4-folds 
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increased risk. This indicates that age is approximately 7 times more important risk 
factor than aBMD. [411,429–432] 

Next, current cigarette smoking and heavy alcohol consumption can increase the 
risk. The current cigarette smoking after menopause, around age 50, is associated 
with 2% decline in femoral neck aBMD in each decade in addition to the normal 
age-related bone loss and can increase a lifetime hip fracture risk by 50% [433]. 
Overall, it is estimated ~13% of all hip fractures in female are related to the smoking 
[434]. While the light alcohol consumption (0.01–12.5 g of ethanol per day, 
equivalent to 1 – 1.5 units/day) is associated with the lower hip fracture risk and 
increased hip aBMD, the heavy consumption (≥ 50 g of ethanol per day) is associated 
with the higher risk and the decreased hip aBMD [435–437]. Besides, the likelihood 
of fall is increased under the heavy influence of alcohol [435]. Prior and current use 
of glucocorticoids is associated with the reduced aBMD including at the femoral 
neck and is known as a frequent cause of the secondary osteoporosis. It leads to the 
increase in the relative hip fracture risk from 2.1- to 4.4-folds depending on age in 
the dose-response fashion. [411,438,439] These factors contribute to the higher hip 
fracture risk by decreasing bone formation and/or increasing bone resorption [434–
436,440–444]. A family history of hip fracture, especially the maternal history, and a 
prior fracture are independent risk factors of aBMD and can double the hip fracture 
risk [411,412]. Furthermore, Vitamin D deficiency can cause malabsorption of 
calcium, hasten age-dependent bone loss, and consequently increase hip fracture risk 
[445]. 

Evaluating the effect of body weight and height on the hip fracture risk is not 
straightforward. The heavier and taller individuals have the lower risk due to: 1) the 
greater bone mass and higher bone density to support their larger body size, and/or 
2) the greater protective effect by the thicker fat tissue around the hip absorbing the 
fall-induced impact [51,446]. However, the heavier body weight and/or taller height 
also increase the fracture risk by increasing available initial potential energy in the fall 
[51,446,447]. Therefore, it is more ideal to assess them together. Accordingly, the 
body mass index (BMI) estimated from both body weight and height was mainly 
investigated with respect to the hip fracture risk [411]. A meta-analysis of 60,000 
males and females showed that the low BMI is associated with a significant increase 
in the hip fracture risk while the high BMI serves as more protective. Compared with 
a BMI of 25 kg/m2, a BMI of 20 kg/m2 increases relative risk by two-folds while a 
BMI of 30 kg/m2 decreases the hip fracture risk by 17%. This association of the 
BMI with hip fracture risk highly depends on aBMD. [448]. That is because the low 
body weight or BMI is highly associated with the low aBMD [449]. 



 

86 

(Table 4) [379,405]. The structural or geometric variables of proximal femur were 
found important factors influencing the hip fracture risk. For example, a decrease in 
cortical thickness at the femoral neck, a wider trochanteric region [422], and the 
longer hip axis length [423] were found to increase the hip fracture risk significantly. 

Importantly, an ability of aBMD predicting hip fractures declines noticeably with 
aging: the relative risk for each SD reduction in the femoral neck aBMD decreases 
from ~4 at age of 50 years old to < 2 at the age of 85 years old [419]. Age and other 
risk factors, especially those contributing to a fall, become more important risk 
factors [381,413,416,419]. 

2.4.4.2 Risk Factors For Fall 

A fall is a stronger predictor for the hip fracture than the femoral neck aBMD. 
Compared to 2.6 times increase in the fracture risk due to a 1 SD reduction in the 
femoral neck aBMD [411,420], the fall increases the risk by 3-5 folds [424]. In 
particular, if the fall-induced impact is applied around the greater trochanter, the risk 
is increased even by ~30 times [68]. The risk of fall increases drastically with aging, 
especially starting from menopause, mainly due to balance and functional 
impairment, and disability [25,381,425]. With aging, muscles weaken, and reflex 
response becomes slower. The muscle weakness is associated with the decline of 
muscle mass, strength, and power. The skeletal muscle weights ~45% of body weight 
at age of 21-30 years old; however, reduces up to only ~27% after age of 70 years 
old. Besides, the thigh muscle strength decreases by 40% over the adult life span. 
[25,381,426] Importantly, females fall approximately 1.5-1.8 times more likely than 
males, which also explains why the hip fracture is more common in female than in 
male [379–382]. Approximately one third of healthy individuals aged > 65 years and 
more than a half of those aged > 80 years living in long-term care facilities fall at 
least once a year although only 1% of them result in the hip fracture 
[381,425,427,428].  

2.4.4.3 Clinical Risk Factors 

In this category, age is the most important risk factor, independent of comorbid 
conditions and aBMD. While the hip fracture risk from 50 to 90 years old is increased 
by 30-folds, age-dependent decline in aBMD is responsible for only the 4-folds 

 

87 

increased risk. This indicates that age is approximately 7 times more important risk 
factor than aBMD. [411,429–432] 

Next, current cigarette smoking and heavy alcohol consumption can increase the 
risk. The current cigarette smoking after menopause, around age 50, is associated 
with 2% decline in femoral neck aBMD in each decade in addition to the normal 
age-related bone loss and can increase a lifetime hip fracture risk by 50% [433]. 
Overall, it is estimated ~13% of all hip fractures in female are related to the smoking 
[434]. While the light alcohol consumption (0.01–12.5 g of ethanol per day, 
equivalent to 1 – 1.5 units/day) is associated with the lower hip fracture risk and 
increased hip aBMD, the heavy consumption (≥ 50 g of ethanol per day) is associated 
with the higher risk and the decreased hip aBMD [435–437]. Besides, the likelihood 
of fall is increased under the heavy influence of alcohol [435]. Prior and current use 
of glucocorticoids is associated with the reduced aBMD including at the femoral 
neck and is known as a frequent cause of the secondary osteoporosis. It leads to the 
increase in the relative hip fracture risk from 2.1- to 4.4-folds depending on age in 
the dose-response fashion. [411,438,439] These factors contribute to the higher hip 
fracture risk by decreasing bone formation and/or increasing bone resorption [434–
436,440–444]. A family history of hip fracture, especially the maternal history, and a 
prior fracture are independent risk factors of aBMD and can double the hip fracture 
risk [411,412]. Furthermore, Vitamin D deficiency can cause malabsorption of 
calcium, hasten age-dependent bone loss, and consequently increase hip fracture risk 
[445]. 

Evaluating the effect of body weight and height on the hip fracture risk is not 
straightforward. The heavier and taller individuals have the lower risk due to: 1) the 
greater bone mass and higher bone density to support their larger body size, and/or 
2) the greater protective effect by the thicker fat tissue around the hip absorbing the 
fall-induced impact [51,446]. However, the heavier body weight and/or taller height 
also increase the fracture risk by increasing available initial potential energy in the fall 
[51,446,447]. Therefore, it is more ideal to assess them together. Accordingly, the 
body mass index (BMI) estimated from both body weight and height was mainly 
investigated with respect to the hip fracture risk [411]. A meta-analysis of 60,000 
males and females showed that the low BMI is associated with a significant increase 
in the hip fracture risk while the high BMI serves as more protective. Compared with 
a BMI of 25 kg/m2, a BMI of 20 kg/m2 increases relative risk by two-folds while a 
BMI of 30 kg/m2 decreases the hip fracture risk by 17%. This association of the 
BMI with hip fracture risk highly depends on aBMD. [448]. That is because the low 
body weight or BMI is highly associated with the low aBMD [449]. 



 

88 

2.4.5 Risk Assessment Tools 

Hip fracture risk assessment had primarily relied on the aBMD measurement and 
diagnosis for the aBMD-defined osteoporosis (aBMD T score < -2.5 SD) despite 
the involvement of other risk factors until the beginning of the first decade in the 
21st century [450–452]. This was because various noninvasive bone density 
measurement techniques (e.g., DXA) were available and previously there was a tacit 
assumption that individuals with aBMD-defined osteoporosis would be same as 
those who sustain hip fracture. However, this was found not necessarily true 
throughout previous researches. [381,414,421,453] The aBMD-based fracture risk 
assessment has major drawbacks such as the age-dependent decline in its hip fracture 
predicting ability and its low sensitivity (true positive rate) [413,421,450,452,454]. 
This low sensitivity means that the majority of fractures happen to the individuals 
who do not have osteoporosis. In fact, only less than 30% of the individuals with 
the hip fractures had the aBMD-defined osteoporosis. [381,455] Furthermore, the 
most common aBMD measurement technology such as DXA has a measurement 
inaccuracy, leading to the over- or underestimation of the aBMD by 20-50% 
[259,260]. This means that the individuals with aBMD T score of -1.5 SD may have 
a true value between 0 and -3.0 SD ranging from normal to osteoporosis [424]. These 
drawbacks and discovery of other risk factors led to develop more comprehensive 
fracture assessment tools such as FRAX, the Garvan Institute Fracture Risk 
Calculator (Garvan), and QFracture. 

In 2008, WHO Collaborating Centre for Metabolic Bone Diseases released a new 
fracture risk assessment tool called FRAX. It estimates individualized 10-year 
probability of hip and major osteoporotic fracture (hip, spine, distal forearm, and 
proximal humerus) using age, sex, BMI and seven dichotomous aBMD-independent 
CRFs with or without femoral neck aBMD. [431,450,452,454] Seven CRFs are: 1) 
prior fragility fracture, 2) parental hip fracture, 3) smoking, 4) systemic 
glucocorticoid use, 5) excess alcohol intake, 6) rheumatoid arthritis, and 7) cause of 
secondary osteoporosis [413,450]. Compared to the aBMD-based fracture risk 
assessment or by CRFs alone, FRAX resulted in the higher fracture discriminating 
performance with an improved sensitivity [413,456]. In the receiver operating 
characteristic (ROC) analyses, areas of under curves (AUC, a measure for the 
discriminating capability) of 0.83, 0.79, and 0.80 were reported for FRAX with 
femoral neck aBMD, without femoral neck aBMD (CRFs alone), and femoral neck 
aBMD alone, respectively, based on Canadian Manitoba cohorts comprising 36,730 
females (mean age: 65.7 years) and 2873 males (mean age: 68.2 years) [456]. Similarly, 
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respective GRs for the hip fracture (the higher it is, the higher sensitivity is) were 
reported to be 3.5, 2.0, and 3.1 at the age of 60 years, respectively [413]. 

Despite its superior performance, several limitation has been identified in FRAX: 
dichotomous (yes or no) evaluation of CRFs (not by dose-response manner); 
exclusions of lumber spine aBMD and parental histories of non-hip osteoporotic 
fractures; and importantly, an exclusion of the risk factors related to the fall 
[421,450,452,457]. Furthermore, similar to the aBMD-based risk assessment, the hip 
fracture predicting performance of FRAX declines with aging. This further indicates 
other risk factors such as those related to fall play a more important role with aging. 
[381,413] 

In contrast to FRAX, Garvan [458] and QFracture [459] assessment tools can 
include the history of prior fall in their 5- or 10- year fracture probability estimation 
in addition to age, sex, and other CRFs with/without the femoral neck aBMD. 
Despite the inclusion, no difference in the fracture discriminating performance has 
been reported between FRAX and Garvan [460,461] while the QFracture showed a 
slight improvement compared to FRAX [459]. It is noted that an important factor, 
age-dependent mortality, is not incorporated in Garvan. Accordingly, Garvan-based 
fracture probability continue rising with aging whereas the FRAX-based probability 
starts declining around age 80-85 years due to the age-dependent mortality. [421] 

2.4.6 Sectional Summary 

Hip fracture, a fall as its major cause, risk factor categories, risk assessment tools, 
and their interactions are schematically summarized in Figure 22. From the 
biomechanical perspective, the hip fracture risk can be indicated by a ratio of an 
applied load to proximal femur bone strength. The former is the magnitude of the 
fall-induced peak impact force whereas the latter is the minimum applied load at 
which the proximal femur fractures, also referred to as fracture load. By this 
definition, the hip fracture is predicted when the ratio is ≥ 1. [446,462] An important 
observation here is that the indicated risk is increased as the applied load is increased, 
the fracture load (= proximal femur bone strength) is decreased, or their 
combination. Alternatively, the risk can be indicated by the hip fracture load alone. 
In other word, the lower the fracture load is, the higher the indicated hip fracture 
risk is. In fact, it has been found that (FE-derived) fracture load (proximal femur 
bone strength) can predict the hip fracture risk more accurately than other traditional 
methods such as aBMD-based risk assessment or FRAX [66,67]. This fracture load 
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2.4.5 Risk Assessment Tools 
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respective GRs for the hip fracture (the higher it is, the higher sensitivity is) were 
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(= proximal femur bone strength) is not only determined by bone properties such 
as its density and structure [12,446,463–465], but also influenced by the loading 
conditions (e.g., direction of fall onto the greater trochanter or hip) [446]. Therefore, 
compared to the currently available risk assessment tools, a more comprehensive 
assessment can be realized by measuring or estimating the fracture load. The fall-
induced fracture load and impact force can be measured experimentally or estimated 
by the mathematical models or simulation (FE modeling). These will be discussed in 
detail in upcoming sections. 

 

Figure 22.  Overall schematic of hip fracture risk, risk factors, risk assessment tools, and their 
interactions. (Redrawn and adapted, with permission, from Luo (2016) [446] © 2015, 
International Osteoporosis Foundation and National Osteoporosis Foundation. Compared 
to the original figure, risk assessment tool and the variation of proximal femur bone 
strength depending on fall direction are added). 
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2.5 Fall 

2.5.1 Fall-Induced Impact Force 

The in vivo fall-induced peak impact forces of ~1650-3750 N (imposed on the surface 
of hip) have been reported from experimental studies where the participants 
performed the actual falls to a padded or unpadded force platform on the ground 
[466–470]. However, due to safety concerns, the majority of these studies measured 
the peak impact forces in the fall from kneeling height instead of from standing 
height with a few exceptions. Nankaku et al. (2005) measured the forces from the 
standing height and reported the peak impact force of 2250-3250 N [467]. However, 
to minimize the risk of potential injuries, the thickness of the padding was 
considerably greater (13 cm) [467] than in other studies (< 4 cm-thick) [466,468–
470]. Similarly, van der Zijden et al. (2012) reported the impact force of ~3750 N 
from the standing height to the padded surface. However, the participants were 
experienced judo athletes. They performed the falls with a martial arts’ fall technique 
consisting of a lateral rolling on the ground and a hand/arm slapping the ground at 
or right after the impact. [470] This technique was found to decrease the impact 
force by up to 30% [466,468–470]. Given these, these reported in vivo impact forces 
are likely lower than the actual impact force in the real-life scenario, where a person 
falls from the standing height to the unprotected hard surface on the ground. 

The difficulty to measure the realistic peak impact force values via the in vivo 
studies led to the development of the mathematical models to estimate the impact 
force. In the 1990s, the kinematics and dynamics of the fall to the side were studied 
through experimental studies where human participants performed either the actual 
fall to the thick mattress or a fall-mimicking pelvis release experiment (Figure 23) 
by van den Kroonenberg et al. (1996) and Robinovitch et al. (1991), respectively 
[471,472]. 
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[471,472]. 
  



 

92 

 

Figure 23.  Pelvis release experiment. Two trunk position are shown: trunk-flexed and trunk-straight 
position. (Reprinted, with permission, from Robinovitch et al. (1997) [473] © 1997, 
Biomedical Engineering Society.) 

Utilizing information from these experiments, van den Kroonenberg et al. (1995) 
developed several dynamic models and derived the following mathematical 
approximation of the peak impact force [474]. Considering the oscillatory response 
of the body at the ground impact, the peak impact force (𝐹𝐹𝑎𝑎𝑟𝑟𝑎𝑎𝑖𝑖) was first described 
as: 

𝐹𝐹𝑎𝑎𝑟𝑟𝑎𝑎𝑖𝑖 = 𝑀𝑀𝑀𝑀 (𝑉𝑉
𝑔𝑔 √𝐾𝐾

𝑀𝑀 sin(𝜔𝜔𝑆𝑆) − cos(𝜔𝜔𝑆𝑆) + 1)                        (18) 

where V is the impact velocity (m/s), g is the gravitational constant (9.81 m/s2), K is 
the effective pelvic stiffness constant [e.g., 71 kN/m from Robinovitch et al. 
(1991)[472]], M is the effective mass (kg), ω is the angular frequency (degree/s), and 
t is time (s). According to van den Kroonenberg et al. (1995), by neglecting “+1” 
and assuming ωt ≈ 90°, the above equation (18) can be further simplified to: 

𝐹𝐹𝑎𝑎𝑟𝑟𝑎𝑎𝑖𝑖 =  𝑉𝑉√𝐾𝐾𝑀𝑀                                             (19) 

where the impact velocity can be expressed as: 
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𝑉𝑉 =  √2𝑀𝑀ℎ𝑐𝑐𝑔𝑔 ≈ 4.43√ℎ𝑐𝑐𝑔𝑔                           (20) 

where ℎ𝑐𝑐𝑔𝑔 is the height of the center of gravity of the body (4.43 is in a unit of √𝑚𝑚
𝑎𝑎 ). 

Finally, 𝐹𝐹𝑎𝑎𝑟𝑟𝑎𝑎𝑖𝑖 becomes: 

𝐹𝐹𝑎𝑎𝑟𝑟𝑎𝑎𝑖𝑖 =  √2𝑀𝑀ℎ𝑐𝑐𝑔𝑔𝐾𝐾𝑀𝑀                                    (21) 

where the effective mass M can be now estimated as 7 20⁄  × total body mass (kg). 
[471,472,474] As seen in the equation (19), the impact force magnitude can be 
determined by the following three major contributors: the impact velocity (V), 
effective pelvic mass (M), and effective pelvic stiffness (K) [472]. The effective pelvis 
mass represents the mass of pelvis and connecting structures that contribute to the 
impact force while the effective pelvic stiffness presents the spring stiffness due to 
the soft tissue around the hip, pelvis, and connecting structures. Furthermore, these 
three variables can be influenced by the following factors: age, sex, body height and 
weight, other body anthropometry (e.g., body segment length), knee and trunk 
configurations at the impact (e.g., trunk-flexed position, Figure 23), movements 
during the descent, soft tissue thickness around hip, landing surface, muscle state 
(relaxed vs. tensed), and/or gait velocity (falls from standing vs. during walking) [462]. 

The velocity in the equation (20), 𝑉𝑉 =  √2𝑀𝑀ℎ𝑐𝑐𝑔𝑔 was derived based on a simple 
point-mass model by van den Kroonenberg et al. (1995) where a whole body was 
considered as the point mass. Alternatively, a smaller velocity estimate 𝑉𝑉 =  2.72√ℎ 

[where ℎ is body height (m) and 2.72 is in a unit of √𝑚𝑚
𝑎𝑎 ] can be used. This velocity 

estimate was derived based on their two-link model where the upper and lower body 
segments were considered the individual segment. [474] The height of the center of 
gravity (ℎ𝑐𝑐𝑔𝑔) can be assumed, for example, as 0.51 × height (m) [475]. In addition to 
above-mentioned effective pelvic stiffness value (K = 71 kN/m) [472], various 
stiffness values were estimated (Table 5) by several mathematical models based on 
the kinetic and kinematic data obtained from the pelvis release experiments (the 
impact velocity up to 1.0 m/s) (Figure 23). As shown in Table 5, there is a 
considerable discrepancy in the magnitude of K between the earliest study by 
Robinovitch et al. (1991) (60-110 kN/m) [472] and others (20-60 kN/m) 
[473,476,477]. The reasons are not known nor speculated by these investigators; 
however, it can be hypothesized that it is likely due to 1) differences in the study 
participants, 2) the height of release/drop, 3) different mathematical models for the 
estimation of the pelvic stiffness, and 4) differences in the measurement techniques. 
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Figure 23.  Pelvis release experiment. Two trunk position are shown: trunk-flexed and trunk-straight 
position. (Reprinted, with permission, from Robinovitch et al. (1997) [473] © 1997, 
Biomedical Engineering Society.) 
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where V is the impact velocity (m/s), g is the gravitational constant (9.81 m/s2), K is 
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estimate was derived based on their two-link model where the upper and lower body 
segments were considered the individual segment. [474] The height of the center of 
gravity (ℎ𝑐𝑐𝑔𝑔) can be assumed, for example, as 0.51 × height (m) [475]. In addition to 
above-mentioned effective pelvic stiffness value (K = 71 kN/m) [472], various 
stiffness values were estimated (Table 5) by several mathematical models based on 
the kinetic and kinematic data obtained from the pelvis release experiments (the 
impact velocity up to 1.0 m/s) (Figure 23). As shown in Table 5, there is a 
considerable discrepancy in the magnitude of K between the earliest study by 
Robinovitch et al. (1991) (60-110 kN/m) [472] and others (20-60 kN/m) 
[473,476,477]. The reasons are not known nor speculated by these investigators; 
however, it can be hypothesized that it is likely due to 1) differences in the study 
participants, 2) the height of release/drop, 3) different mathematical models for the 
estimation of the pelvic stiffness, and 4) differences in the measurement techniques. 
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Table 5.  Effective pelvic stiffness from the pelvis release experiment with impact velocity (0.1-
1.0 m/s) 

Study Subject characteristics* Trunk position Muscle state Effective pelvic 
stiffness, K 

Robinovitch et al. 
(1991) [472] 

7 females 
(26 years, 62 kg) 

straight relaxed 71 kN/m 

7 males 
(28 years, 77kg) 

straight relaxed 90 kN/m 

female + male pooled straight relaxed 58 kN/m 
active 108kN/m 

Robinovitch et al. 
(1997) [473] 

5 females 
(33 years, 60kg) 

 

straight relaxed 30 kN/m 
active 37 kN/m 

flexed** relaxed 58 kN/m 
5 males 

(21 years, 76kg) 
straight relaxed 50 kN/m 

active 33 kN/m 
flexed** relaxed 50 kN/m 

Laing & 
Robinovitch, 
(2010) [476] 

14 females 
(23 years, 56 kg) 

straight relaxed 21-32 kN/m 

Martel et al.  
(2018) [477] 

7 males 
(23 years, 77 kg) 

straight 
 

relaxed ~45-57kN/m 
active ~45-55kN/m 

8 females 
(21 years, 62 kg) 

straight relaxed ~32-41kN/m 
active ~40-51kN/m 

Note: The impact velocity of 0.1-1.0 m/s induces the impact force ranging from 0 N to ~1500 N. 
*Means of age and BW are presented. 
**The trunk was tilted to the ground by 68° 

The effective pelvic stiffnesses of 20-110 kN/m (Table 5) were reported based 
on the pelvis release experiments from the low height (up to 5 cm) (Figure 23), 
which produced the impact velocity of 0.1-1.0 m/s and the peak impact force up to 
~1500 N [472,473,476,477]. These pelvic stiffness values are likely underestimated 
since this test setup does not reflect the realistic fall situation with respect to the 
impact velocity and force. For example,  the impact velocity in a fall from the 
standing height is on average 3 m/s or higher [478,479]. Considering the fall is a truly 
dynamic event, Fleps and his colleagues recently confirmed this underestimation 
issue by examining the effective pelvic stiffness at the higher impact velocity (3 m/s) 
and corresponding higher impact force range (from 300 N to the peak force, e.g., 
~7600 N) based on an inverted pendulum impact testing of cadaveric femur (a drop 
from the standing height) with hip soft tissue surrogate and its dynamic FE model. 
They found that the effective pelvic stiffness can increase up to ~200-360 kN/m on 
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average as the impact velocity and impact force increase to ~3 m/s and ~7600 N, 
respectively. [480–482] 

Next, the peak impact force of 4260 N was estimated for the 95th percentile of 
females based on the two-links model by van den Kroonenberg et al. (1995) with the 
effective pelvic stiffness of 71 kN/m by Robinovitch et al. (1991) [472,474]. 
Furthermore, a recent review on the fall-induced peak impact force by Nasiri Sarvi 
and Luo (2017) estimated a median peak impact force of 5200 N (for an average 
individual, data based on males and females pooled) based on both in vivo 
experimental and model-based estimated values [462]. These estimated peak impact 
force values are apparently greater than aforementioned in vivo impact force of 
~1650-3750 N [466–470]. 

Lastly, the magnitude of the fall-induced impact force imposed on the hip surface 
discussed so far is not necessarily same as the one imposed to the proximal femur 
bone or the greater trochanter. This is because the soft tissues around the hip can 
attenuate the impact force to some extent. [462,483] Robinovitch et al. (1995) 
reported that every 1 mm thickness of trochanteric soft tissue can absorb ~71 N of 
the impact force based on the pendulum impact testing with surrogate human pelvis 
(proximal femur and trochanteric tissues) [483]. Utilizing this soft tissue attenuating 
effect with the equation (21), Bouxsein et al. (2007) demonstrated that the hip 
impact forces were reduced on average by 50% (from 5641 N to 2772 N) and by 
61% (from 5795 N to 2258 N) in hip fracture cases and controls of postmenopausal 
females, respectively (mean age: 74 years for both cohorts, thickness of the soft 
tissue: 40 mm and 50mm, respectively). Accordingly, this study showed that the 
thinner trochanteric soft tissues is associated with the higher hip fracture risk in the 
postmenopausal females. [475] 

2.5.2 Fall Directions 

The effect of fall direction on the hip fracture has been studied via experimental 
and/or FE modeling studies. Nankaku et al. (2005) reported in their in vivo study 
where the participants performed the falls to the thick padded mattress that the peak 
impact force in the posterior direction (backward fall) (3250 N) was significantly (p 
< 0.05) greater than those in the posterolateral or lateral directions (2500 N and 2250 
N, respectively). However, unlike in the posterolateral or lateral falls, none of the 
participants in the posterior fall hit the posterolateral or lateral aspect of the leg or 
the greater trochanters. [467] As discussed earlier, the fall-induced hip fracture is 
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on the pelvis release experiments from the low height (up to 5 cm) (Figure 23), 
which produced the impact velocity of 0.1-1.0 m/s and the peak impact force up to 
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impact velocity and force. For example,  the impact velocity in a fall from the 
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They found that the effective pelvic stiffness can increase up to ~200-360 kN/m on 
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average as the impact velocity and impact force increase to ~3 m/s and ~7600 N, 
respectively. [480–482] 

Next, the peak impact force of 4260 N was estimated for the 95th percentile of 
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reported that every 1 mm thickness of trochanteric soft tissue can absorb ~71 N of 
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effect with the equation (21), Bouxsein et al. (2007) demonstrated that the hip 
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females, respectively (mean age: 74 years for both cohorts, thickness of the soft 
tissue: 40 mm and 50mm, respectively). Accordingly, this study showed that the 
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2.5.2 Fall Directions 

The effect of fall direction on the hip fracture has been studied via experimental 
and/or FE modeling studies. Nankaku et al. (2005) reported in their in vivo study 
where the participants performed the falls to the thick padded mattress that the peak 
impact force in the posterior direction (backward fall) (3250 N) was significantly (p 
< 0.05) greater than those in the posterolateral or lateral directions (2500 N and 2250 
N, respectively). However, unlike in the posterolateral or lateral falls, none of the 
participants in the posterior fall hit the posterolateral or lateral aspect of the leg or 
the greater trochanters. [467] As discussed earlier, the fall-induced hip fracture is 
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mainly due to the impact applied to the posterolateral or lateral aspect of the greater 
trochanter [37,41–44,49]. Besides, compared to the posterolateral and lateral aspects, 
the posterior aspect of the hip side can attenuate the impact force more due to its 
thicker soft tissue layer. Thus, the impact force reaching the proximal femur bone is 
likely smaller in the posterior fall than in the other directions. Moreover, the impact 
velocity in the posterolateral fall was also found the greatest among three directions. 
Therefore, they concluded that the posterolateral fall is the most dangerous fall, likely 
causing the hip fracture. [467] Not only the impact force varies depending on the 
direction of fall or impact, but also the fracture load (= proximal femur bone 
strength). For example, Pinilla et al. (1996) reported that the fracture load was the 
lowest in a fall onto the posterolateral aspect of the greater trochanter compared to 
the falls on the more lateral aspect in their experimental study of cadaveric proximal 
femora. This also supported that the posterolateral fall or fall onto the posterolateral 
aspect of the greater trochanter is the most dangerous fall situation. [48] The effect 
of direction of fall onto the greater trochanter (or fall-induced ground impact) on 
the fracture load from both experimental and/or FE modeling studies will be further 
discussed in the upcoming section (2.6.6). From an engineering perspective, 
compared to the fall-induced impact on the lateral aspect of the greater trochanter, 
the impact on the posterolateral aspect induces a much greater degree of torsion 
(twisting) about the axis of femoral shaft which increases the compressive loading at 
the fracture-prone superolateral cortex.  

These results suggesting the posterolateral fall or fall onto the posterolateral 
aspect of the greater trochanter is the most dangerous fall situation has also been 
confirmed clinically by Yang et al. (2020) in their recent cohort study of video-
captured falls (> 2300 falls) of over 600 elderly persons (mean age: 83 years) in long-
term care facilities. They found that the majority of the fall-induced hip fractures 
occurred when the impact was imposed on the posterolateral aspect (77%, 23 out of 
30 cases), followed by on the lateral (13%, 4 cases), the anterior (7%, 2 cases), and 
the posterior aspect (3%, 1 case) of the pelvis. [69] It is important to note that a fall 
initially directed in the posterolateral or lateral direction does not necessarily result 
in the ground impact onto the posterolateral or lateral aspect of the greater 
trochanter or pelvis if the faller manages to rotate his/her trunk during the fall 
descent. In fact, Robinovitch et al. (2003) confirmed that the trunk rotation is one 
of protective strategies to avoid the impact to the posterolateral or lateral aspect of 
pelvis (or the greater trochanter) in an in vivo study where young females (mean age: 
23 years) managed to perform forward or backward rotation during the fall descent 
[68]. In line with this, Yang et al. (2016) also reported in another recent study of 
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video-captured falls (520 falls) of 160 elderly persons (aged > ~80 years) that up to 
35% of the initial posterolateral/lateral fallers managed to rotate forward or 
backward to avoid the impact to the posterolateral or lateral aspect of pelvis (or the 
greater trochanter) [70]. Notably, these two video-capturing studies of falls also 
showed that the hip fracture risk in the initial forward fall is as high as the initial 
posterolateral/lateral fall since the forward fallers tend to rotate backward as a 
natural response, resulting in the ground impact onto the greater trochanter [69,70]. 
To summarize, the posterolateral fall, more precisely the fall resulting in the ground 
impact to the posterolateral aspect of the greater trochanter, appeared the most 
dangerous situation unless such impact is prevented by the trunk rotation during the 
descent. 
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2.6 Proximal Femur Finite Element Modeling 

The fracture load (= proximal femur bone strength) can be measured experimentally 
(in vitro) through the mechanical testing of cadaveric femur, but obviously not in vivo. 
Finite element (FE) modeling appears a better and attractive alternative due to its 
abilities not only to predict the in vivo fracture load but to assess the hip fracture risk 
comprehensively by including bone properties such as its density and 
geometry/structure, and the loading condition in the fall (e.g., direction). Although 
DXA-based and QCT-based a/vBMDs can also predict the fracture load, it has been 
reported that the FE model can predict it 5-20% more accurately [484,485]. Given 
these, for last two decades, numerous research has been conducted to develop a 
subject-specific proximal femur FE model which can be used clinically to assess the 
in vivo hip fracture risk more accurately than other existing methods. In fact, it was 
found that the fracture loads predicted by the developed FE models can discriminate 
the hip fracture cases out of non-cases more accurately (AUC of 0.77-0.88) than the 
aBMD- and FRAX-based risk assessments (AUC of 0.73-0.79 and 0.69, respectively) 
[66,67]. In this section, the following relevant topics regarding the proximal femur 
FE model will be discussed: 1) principle of the FE method, 2) history of early 
development of the proximal femur FE model, 3) FE model specification (material 
properties, model linearity, failure criteria, boundary conditions, direction of fall onto 
the greater trochanter, and simulation types), and 4) applications. In the end, 
comparisons of the predictive accuracy (R2) for the fall-induced fracture load among 
different FE models are presented as the sectional summary. 

2.6.1 Principle of Finite Element Method 

The FE method is a powerful numerical simulation technique to solve partial 
differential equations (PDE) arising from the mathematical modeling of various 
physical phenomena. It is an attractive alternative especially when, due to geometric 
and material complexities, such phenomena cannot be investigated via experiments, 
or analytical solutions cannot be obtained for the necessary mathematical models. In 
the FE method, the approximate solution is found by the Ritz-Galerkin approach, 
e.g., projecting the solution of the original PDE into a finite dimensional function 
space. A resulting algebraic equation system, either linear or nonlinear depending on 
the PDE, will be solved. The FE method was developed to solve the real-world 
problem consisting of complicated physics, geometry, and/or boundary conditions. 
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In the mechanical engineering, the FE method allows non-destructive assessment of 
the material or structure to examine their mechanical behavior under the certain 
loading configurations. [486] This is very advantageous in the hip fracture research 
or in assessment of the individual fracture risk. With an accurate measurement of 
bone geometry via the medical imaging and a proper understanding of its material 
properties, the FE models enables us to estimate the mechanical behavior of 
proximal femur bone (e.g., the hip fracture load) in a traumatic loading condition 
such as the fall (onto the greater trochanter) situation, in vivo (a bone still inside of a 
living human) instead of in vitro (cadaveric bone). 

 

Figure 24.  Discretization – FE meshing. (left) A 2D original domain (Ω) is represented by the 
discretized/meshed domain which is constructed by a collection of triangular elements. 
(right) A single 6-node (triangular) finite element. (Reprinted, with permission, from Bobet 
et al. (2009) [487] © 2009 ASCE). 

In the FE method, a given domain or geometry (such as the proximal femur 
bone) is discretized into a collection of subdomains called finite elements which are 
made of nodes and edges (which connect nodes) (Figure 24). This discretization 
process is called meshing. In each FE element, the unknown field variables to be 
solved (e.g., displacements in solid mechanics problems) are often interpolated by 
low order polynomials, usually linear or quadratic. The unknown discrete parameters, 
degrees-of-freedom (DOF), are usually located at the elemental nodes. In structural 
analysis of the solid material, the DOF defines the number of directions to which 
each node is allowed to move (displacement by translation and/or rotation). The 



 

98 

2.6 Proximal Femur Finite Element Modeling 

The fracture load (= proximal femur bone strength) can be measured experimentally 
(in vitro) through the mechanical testing of cadaveric femur, but obviously not in vivo. 
Finite element (FE) modeling appears a better and attractive alternative due to its 
abilities not only to predict the in vivo fracture load but to assess the hip fracture risk 
comprehensively by including bone properties such as its density and 
geometry/structure, and the loading condition in the fall (e.g., direction). Although 
DXA-based and QCT-based a/vBMDs can also predict the fracture load, it has been 
reported that the FE model can predict it 5-20% more accurately [484,485]. Given 
these, for last two decades, numerous research has been conducted to develop a 
subject-specific proximal femur FE model which can be used clinically to assess the 
in vivo hip fracture risk more accurately than other existing methods. In fact, it was 
found that the fracture loads predicted by the developed FE models can discriminate 
the hip fracture cases out of non-cases more accurately (AUC of 0.77-0.88) than the 
aBMD- and FRAX-based risk assessments (AUC of 0.73-0.79 and 0.69, respectively) 
[66,67]. In this section, the following relevant topics regarding the proximal femur 
FE model will be discussed: 1) principle of the FE method, 2) history of early 
development of the proximal femur FE model, 3) FE model specification (material 
properties, model linearity, failure criteria, boundary conditions, direction of fall onto 
the greater trochanter, and simulation types), and 4) applications. In the end, 
comparisons of the predictive accuracy (R2) for the fall-induced fracture load among 
different FE models are presented as the sectional summary. 

2.6.1 Principle of Finite Element Method 

The FE method is a powerful numerical simulation technique to solve partial 
differential equations (PDE) arising from the mathematical modeling of various 
physical phenomena. It is an attractive alternative especially when, due to geometric 
and material complexities, such phenomena cannot be investigated via experiments, 
or analytical solutions cannot be obtained for the necessary mathematical models. In 
the FE method, the approximate solution is found by the Ritz-Galerkin approach, 
e.g., projecting the solution of the original PDE into a finite dimensional function 
space. A resulting algebraic equation system, either linear or nonlinear depending on 
the PDE, will be solved. The FE method was developed to solve the real-world 
problem consisting of complicated physics, geometry, and/or boundary conditions. 

 

99 

In the mechanical engineering, the FE method allows non-destructive assessment of 
the material or structure to examine their mechanical behavior under the certain 
loading configurations. [486] This is very advantageous in the hip fracture research 
or in assessment of the individual fracture risk. With an accurate measurement of 
bone geometry via the medical imaging and a proper understanding of its material 
properties, the FE models enables us to estimate the mechanical behavior of 
proximal femur bone (e.g., the hip fracture load) in a traumatic loading condition 
such as the fall (onto the greater trochanter) situation, in vivo (a bone still inside of a 
living human) instead of in vitro (cadaveric bone). 

 

Figure 24.  Discretization – FE meshing. (left) A 2D original domain (Ω) is represented by the 
discretized/meshed domain which is constructed by a collection of triangular elements. 
(right) A single 6-node (triangular) finite element. (Reprinted, with permission, from Bobet 
et al. (2009) [487] © 2009 ASCE). 

In the FE method, a given domain or geometry (such as the proximal femur 
bone) is discretized into a collection of subdomains called finite elements which are 
made of nodes and edges (which connect nodes) (Figure 24). This discretization 
process is called meshing. In each FE element, the unknown field variables to be 
solved (e.g., displacements in solid mechanics problems) are often interpolated by 
low order polynomials, usually linear or quadratic. The unknown discrete parameters, 
degrees-of-freedom (DOF), are usually located at the elemental nodes. In structural 
analysis of the solid material, the DOF defines the number of directions to which 
each node is allowed to move (displacement by translation and/or rotation). The 



 

100 

material behavior of each element is governed by constitutive relations (e.g., linear 
elasticity). Contributions of all individual elemental stiffness matrices (where the 
constitutive relations are included) and force vectors are put together into global 
assembled system, representing the equilibrium equations of a whole domain: 

𝐾𝐾𝑠𝑠 = 𝑓𝑓                                               (22) 

where K is a stiffness matrix, and u and f are displacement and force vectors, 
respectively. The size of the stiffness matrix and these vectors depends on the 
number of elements and nodes in each element, and the number of DOF in each 
node. Finally, this global system is solved for given boundary conditions to obtain 
the approximated solution such as nodal displacements, based on which stress and 
strain of ROI can be estimated. [486] 

To create the proximal femur FE model, there are basically three required 
components: 1) geometry, 2) material (mechanical) properties, and 3) boundary 
conditions. First, the proximal femur geometry can be acquired by medical imaging 
techniques such as DXA, QCT, or MRI. The acquired geometry is subsequently 
segmented to create its 3D model. Second, the material properties of bone need to 
be assigned into the segmented 3D bone structure by specifying the followings: 1) 
homogeneous or density-dependent inhomogeneous material properties, 2) linear or 
nonlinear material behavior, and 3) isotropic or anisotropic material properties. 
Furthermore, to define the fracture load, an appropriate failure criterion needs to be 
chosen. Also, the simulation type varies either quasi-static or dynamic simulation. 
Lastly, the boundary condition needs to be specified to simulate the desired loading 
configuration such as the fall (onto the greater trochanter) situation. 

2.6.2 History of Early Development of Proximal Femur FE Model 

The very first and pioneering FE model of proximal femur, to the best of author’s 
knowledge, was introduced by Keyak and her colleagues through a series of three 
publications in 1990, 1992, and 1993 [488–490]. In these studies, they developed an 
automatic method generating a subject-specific 3D proximal femur FE model from 
CT scan data [488], reported that the element (edge) size should be ≤ 3 mm [489], 
and validated their FE method with mechanical testing by comparing FE-derived 
strain at different locations within a single proximal femur with experimentally 
measured values (R2 = 0.59) [490]. In this FE model, the proximal femur was 
modeled as the density-dependent inhomogeneous, isotropic, linear elastic material 
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[488]. However, in these studies, only a single-leg stance loading condition was 
simulated. Besides, the fracture load was not estimated. [488–490] The fall (onto the 
greater trochanter) condition was first simulated by Lotz et al. (1991) in their FE 
modeling studies [491,492]. It is noted that, in all of above-mentioned studies here, 
only one proximal femur was modeled in each loading condition; therefore, 
statistically meaningful comparison between experimental and FE-derived results 
were not performed [488–492]. 

Given these, from the late 1990s to the early 2000s, Keyak and her colleagues 
extended their earlier linear FE models to examine if their method can accurately 
predict hip fracture load, location, and types in both stance and fall (onto the greater 
trochanter) configurations (Figure 25) [64,493]. To estimate the fracture load of 
each femur, a factor of safety (FOS) was calculated for each FE element: 

𝐹𝐹𝑃𝑃𝑆𝑆 =  𝑟𝑟𝑢𝑢𝑟𝑟𝑚𝑚𝑟𝑟𝑒𝑒𝑢𝑢 𝑎𝑎𝑢𝑢𝑟𝑟𝑟𝑟𝑒𝑒𝑔𝑔𝑢𝑢ℎ (𝑐𝑐𝑜𝑜𝑒𝑒𝑐𝑐𝑟𝑟𝑟𝑟𝑢𝑢𝑟𝑟𝑐𝑐 𝑟𝑟𝑟𝑟𝑜𝑜𝑚𝑚 𝐻𝐻𝐻𝐻 𝑢𝑢𝑒𝑒𝑖𝑖𝑢𝑢)
𝑟𝑟𝑢𝑢𝑟𝑟𝑚𝑚𝑟𝑟𝑒𝑒𝑢𝑢 𝑐𝑐𝑜𝑜𝑒𝑒 𝑀𝑀𝑖𝑖𝑎𝑎𝑟𝑟𝑎𝑎 𝑎𝑎𝑢𝑢𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎 (𝑐𝑐𝑟𝑟𝑟𝑟𝑖𝑖𝑐𝑐𝑟𝑟𝑐𝑐 𝑏𝑏𝑦𝑦 𝐹𝐹𝐸𝐸 𝑚𝑚𝑜𝑜𝑐𝑐𝑟𝑟𝑢𝑢)                 (23) 

where the elemental strength was derived based on empirical density-strength 
relationship by Keller et al. (1994) and Keyak et al. (1994) [122,494].  

 

Figure 25.  Mechanical testing of a proximal femur in stance and fall configurations (more precisely, 
the fall onto the posterolateral aspect of the greater trochanter) and the proximal femur FE 
model by Keyak et al. (1998). This figure shows the mechanical testing in the single-leg 
stance (left) and the fall (middle) configurations, and FE-meshed proximal femur with cubic 
elements (meshed with a voxel-based meshing method) (right). (Adapted, with permission, 
from Keyak et al. (1998) [64] © 1998 Elsevier Science Ltd.)  

When a FOS of specific element is < 1, the failure of the element is indicated. 
The FE-predicted fracture load was defined as the load at which 15 contiguous non-
surface elements had their FOSs < 1. This method was intended to predict the 
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Figure 25.  Mechanical testing of a proximal femur in stance and fall configurations (more precisely, 
the fall onto the posterolateral aspect of the greater trochanter) and the proximal femur FE 
model by Keyak et al. (1998). This figure shows the mechanical testing in the single-leg 
stance (left) and the fall (middle) configurations, and FE-meshed proximal femur with cubic 
elements (meshed with a voxel-based meshing method) (right). (Adapted, with permission, 
from Keyak et al. (1998) [64] © 1998 Elsevier Science Ltd.)  

When a FOS of specific element is < 1, the failure of the element is indicated. 
The FE-predicted fracture load was defined as the load at which 15 contiguous non-
surface elements had their FOSs < 1. This method was intended to predict the 
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fracture load at the onset of fracture. For each proximal femur, it was required to 
solve the FE model only for once with an arbitrary magnitude of a force (e.g., 1000 
N) applied to the femoral head in each loading configuration. This was because, by 
taking advantage of the linear FE model, the FE-predicted fracture load was 
estimated by scaling the result of a single FE solution until the 15 contiguous 
elements had their FOSs < 1. Based on the results from the FE models of cadaveric 
proximal femora of 18 old people (mean age: 70.3 years, ranging 52-92 years), their 
FE methods can predict experimentally measured fracture loads slightly more 
accurately than QCT-based densitometry data: R2 were 0.76 and 0.90 in the stance 
and fall configurations, respectively, by their FE models whereas the R2 by the 
density-based prediction were 0.61 and 0.83, respectively. [64] Furthermore, their 
method can predict the fracture location and type (cervical/femoral neck or 
trochanteric type) with the accuracies of ~70% and 80%, respectively [493]. 

The last noteworthy study from the early development was the one by Lengsfeld 
et al. (1998) where they compared a geometry-based with voxel-based meshing 
methods in the FE models. In the former meshing, the element surfaces follow along 
the surface contours, realizing the smooth surface in the FE models (Figure 26). On 
the other hand, in the voxel-based meshing, they are oriented parallel to the three-
orthogonal axes of CT scanner’s coordinate system, resulting in the unsmooth 
surface (Figure 25). Their results demonstrated that both meshing methods 
produced very similar strain results; R2 compared to experimentally measured strain 
were 0.84 and 0.85 in the geometry- and voxel-based meshing methods, respectively. 
[495] However, Helgason et al. (2008) reported in their recent review that the 
geometry-based meshing is better in predicting the strains and stresses than the 
voxel-based method: average R2s based on several studies were 0.83 and 0.72, in the 
geometry- and voxel-based methods, respectively. The inferior performance of the 
voxel-based FE models is likely because their inability to capture superficial (surface) 
stress and strain field. [496] 
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Figure 26.  Proximal FE model meshed with a geometry-based meshing method. An example is 
shown.  

2.6.3 Homogeneous vs. Inhomogeneous Material Property Assignment 

The material (mechanical) properties such as the elastic modulus and strength can 
be assigned into the 3D proximal femur bone structure either homogeneously or 
inhomogeneously. In the homogeneous method, fixed values of these properties are 
assigned into the entire compartments of cortical and trabecular bones, separately. 
These values can be obtained from the literature, where the mechanical testing was 
performed to acquire the mechanical properties of the cortical and trabecular bones. 
For example, the elastic moduli of 15-20 GPa and 590-2000 MPa have been assigned 
into the entire cortical and trabecular bone compartments, respectively, in some of 
the previous proximal femur FE modeling studies [112,495,497–500]. This 
homogeneous material property assigning method is also referred to as the two-
material modeling method [112]. This method is an alternative when the density-
based inhomogeneous material property information based on CT scan data (HU 
unit) is not available due to, for example, the use of MRI data. 

The two-material or homogeneous method is unrealistic and may reduce the 
accuracy of FE model despite its easy implementation. This is because the material 
(mechanical) properties of bone vary from one anatomic site to another, even within 
the same bone, due to heterogeneous distribution of the apparent bone density 



 

102 

fracture load at the onset of fracture. For each proximal femur, it was required to 
solve the FE model only for once with an arbitrary magnitude of a force (e.g., 1000 
N) applied to the femoral head in each loading configuration. This was because, by 
taking advantage of the linear FE model, the FE-predicted fracture load was 
estimated by scaling the result of a single FE solution until the 15 contiguous 
elements had their FOSs < 1. Based on the results from the FE models of cadaveric 
proximal femora of 18 old people (mean age: 70.3 years, ranging 52-92 years), their 
FE methods can predict experimentally measured fracture loads slightly more 
accurately than QCT-based densitometry data: R2 were 0.76 and 0.90 in the stance 
and fall configurations, respectively, by their FE models whereas the R2 by the 
density-based prediction were 0.61 and 0.83, respectively. [64] Furthermore, their 
method can predict the fracture location and type (cervical/femoral neck or 
trochanteric type) with the accuracies of ~70% and 80%, respectively [493]. 

The last noteworthy study from the early development was the one by Lengsfeld 
et al. (1998) where they compared a geometry-based with voxel-based meshing 
methods in the FE models. In the former meshing, the element surfaces follow along 
the surface contours, realizing the smooth surface in the FE models (Figure 26). On 
the other hand, in the voxel-based meshing, they are oriented parallel to the three-
orthogonal axes of CT scanner’s coordinate system, resulting in the unsmooth 
surface (Figure 25). Their results demonstrated that both meshing methods 
produced very similar strain results; R2 compared to experimentally measured strain 
were 0.84 and 0.85 in the geometry- and voxel-based meshing methods, respectively. 
[495] However, Helgason et al. (2008) reported in their recent review that the 
geometry-based meshing is better in predicting the strains and stresses than the 
voxel-based method: average R2s based on several studies were 0.83 and 0.72, in the 
geometry- and voxel-based methods, respectively. The inferior performance of the 
voxel-based FE models is likely because their inability to capture superficial (surface) 
stress and strain field. [496] 

 

103 

 

Figure 26.  Proximal FE model meshed with a geometry-based meshing method. An example is 
shown.  

2.6.3 Homogeneous vs. Inhomogeneous Material Property Assignment 

The material (mechanical) properties such as the elastic modulus and strength can 
be assigned into the 3D proximal femur bone structure either homogeneously or 
inhomogeneously. In the homogeneous method, fixed values of these properties are 
assigned into the entire compartments of cortical and trabecular bones, separately. 
These values can be obtained from the literature, where the mechanical testing was 
performed to acquire the mechanical properties of the cortical and trabecular bones. 
For example, the elastic moduli of 15-20 GPa and 590-2000 MPa have been assigned 
into the entire cortical and trabecular bone compartments, respectively, in some of 
the previous proximal femur FE modeling studies [112,495,497–500]. This 
homogeneous material property assigning method is also referred to as the two-
material modeling method [112]. This method is an alternative when the density-
based inhomogeneous material property information based on CT scan data (HU 
unit) is not available due to, for example, the use of MRI data. 

The two-material or homogeneous method is unrealistic and may reduce the 
accuracy of FE model despite its easy implementation. This is because the material 
(mechanical) properties of bone vary from one anatomic site to another, even within 
the same bone, due to heterogeneous distribution of the apparent bone density 



 

104 

[97,105–107]. Therefore, the inhomogeneous material property assignment or 
mapping has been used in the most of previous QCT-based FE modeling studies 
[43,45,50,64,65,67,112,395,488,501–513]. This inhomogeneous method can be 
realized by utilizing the empirical mathematical relations between 1) the HU unit and 
apparent density, and 2) the density and material (mechanical) properties of bone 
such as the elastic modulus and strength. Because of the step-by-step and thorough 
development, the inhomogeneous method is briefly explained using the one 
established by Schileo, Taddei, and their colleagues from Instituti Ortopedici Rizzoli 
in Bologna, Italy as an example [514–517]. 

First, the CT scan data (HU unit) is converted into the CT-density (the 
radiological density) based on the calibration phantom such as European Spine 
Phantom (ESP) by Kalender (1992) as follows: 

𝜌𝜌𝑄𝑄𝑄𝑄𝑇𝑇 = 0.007764𝑂𝑂𝐻𝐻 − 0.056148                              (24) 

where 𝜌𝜌𝑄𝑄𝑄𝑄𝑇𝑇 is the CT density (in g/cm3) [514,518]. It is noted that the linear HU-
𝜌𝜌𝑄𝑄𝑄𝑄𝑇𝑇 relation varies depending on the CT machines and calibration phantom used 
in each study (typically based on dipotassium phosphate, 𝐾𝐾2𝑂𝑂𝑃𝑃𝑃𝑃4 , or calcium 
hydroxyapatite, 𝑂𝑂𝐻𝐻) [113,519]. Next, the CT-density (𝜌𝜌𝑄𝑄𝑄𝑄𝑇𝑇 ) is converted to the 
apparent density (𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎, the wet weight divided by bulk bone specimen volume, in 
g/cm3) via the ash density (𝜌𝜌𝑎𝑎𝑎𝑎ℎ, burned bone ash weight divided by bulk specimen 
volume, in g/cm3) using the following equations: 

𝜌𝜌𝑎𝑎𝑎𝑎ℎ = 0.877𝜌𝜌𝑄𝑄𝑄𝑄𝑇𝑇 + 0.079                                (25-1) 

𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎 = 0.6𝜌𝜌𝑎𝑎𝑎𝑎ℎ                                             (25-2). 

These linear 𝜌𝜌𝑎𝑎𝑎𝑎ℎ-𝜌𝜌𝑄𝑄𝑄𝑄𝑇𝑇 and 𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎-𝜌𝜌𝑎𝑎𝑎𝑎ℎ relations were experimentally obtained in 
a study by Schileo et al. (2008), where excellent linear correlations were reported for 
each of these relations (cortical and trabecular bones pooled); R2 of 0.997 and 0.992, 
respectively. [514] Lastly, the elastic modulus is computed using the empirical 
density-modulus relationship by Morgan et al. (2003) based on human femoral neck 
specimen as follows: 

𝐸𝐸 = 6.85𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎
1.49                                                (26) 

where E is the elastic modulus (in GPa) [105]. Schileo et al. (2007) found that the 
accuracy of predicting experimental strains by FE models with this equation (26) is 
higher than the FE models with other commonly used empirical density-modulus 
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equations by Carter & Hayes (1977) (𝐸𝐸 = 3.790𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎
3 ) [97] or by Keller (1994) (𝐸𝐸 =

10.5𝜌𝜌𝑎𝑎𝑎𝑎ℎ
2.29) [122]: R2 of 0.91, 0.55, and 0.63, respectively [105,516]. Other empirical 

density-modulus/strength relations, which can be used instead of the equation (26), 
are summarized earlier (Table 1) or can be found in (review) studies by Wirtz et al. 
(2000) [108], Helgason et al. (2008, 2016) [113,114], and Fleps et al. (2020) [115]. 

Next, the computed elastic modulus needs to be assigned into each FE element. 
In the voxel-based meshing, this process is simple. Each cubic finite element is 
constructed by utilizing the preexisting CT voxels and grid axis. Then, the HU units 
of the CT voxels inside of each element are averaged and subsequently converted 
into the element-specific modulus using the empirical relationships [e.g., the 
equations (24-26)]. [515,517,520] The inhomogeneous mapping process becomes 
more complicated in the geometry-based meshing especially when unstructured 
finite element mesh is generated where the boundary between the trabecular and 
cortical bones is not distinct. In such a case, a more sophisticated approach is 
necessary. To address issue, Zannoni, Taddei, Schileo, and their colleagues (1999, 
2004, 2007, 2020) developed an automatic inhomogeneous material property 
mapping algorithm (from the CT data to FE model) and released a free software 
called Bonemat (available at http://www.bonemat.org/). This software outputs the 
FE mesh which is compatible with the commercial FE software such as Abaqus or 
ANSYS. The output FE mesh contains the element-specific inhomogeneous 
material property mapping information. [515,517,520,521] Two latest versions 
(Bonemat – V3 and V4) are briefly explained here. First, Bonemat V3 converts the 
3D scalar HU field into an elastic modulus continuum field using e.g., the equations 
from (24) to (26). Next, the numerical integration of the modulus over the element’s 
volume is performed to compute the element-specific modulus value. Bonemat 
allows the user to define the precision (also referred to as gap) of the elastic modulus 
value assigned to each element. For example, with the gap of 50 MPa, if one element 
has the modulus of 50 MPa, the next lower or higher moduli other elements can 
have are 50MPa or 100 MPa, respectively. This means that the number of FE 
elements is not necessarily equal to the number of material models unless a very 
small gap value is used (e.g., 0.01 MPa). For example, in a study by Taddei et al. 
(2007), the proximal femur FE model constructed by ~76,000 FE elements was 
characterized by 388 different material models with gap of ~50 MPa using Bonemat 
V3 [517]. This is computationally advantageous since decreasing the number of 
material models likely reduces the computational cost and improves performance of 
the FE software. An example of the inhomogeneous material property mapping in 
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proximal femur FE model using Bonemat V3 (geometry-based meshing) is shown 
in Figure 27 below. 

 

Figure 27.  Inhomogeneous material property (elastic modulus) mapping with Bonemat. The view is 
coronal cross-section of proximal femur. (Adapted, with permission, from Taddei et al. 
(2014) [522] © 2014 Elsevier Ltd.) 

Until the latest version (Bonemat V4), the computation of the element-specific 
material properties was performed without distinguishing the trabecular and cortical 
bone types. In Bonemat V4, cortical thickness and cortical bone density calculated 
from one of computational anatomy technique called Cortical Bone Mapping (CBM, 
the detail will be described in an upcoming section 2.7) are used to compute the 
material properties for each cortical FE element through similar numerical 
integration from Bonemat V3. Schileo et al. (2020) reported that the accuracy of 
predicting the experimental strains in the stance and fall (onto the greater trochanter) 
configurations (pooled) is higher in V4-based than in V3-based FE model: the error 
estimates (SEE and RMSE) were approximately 25-30% lower in the V4-based than 
the V3-based FE models. [521] 

Lastly, despite the homogeneous material property assigning method being less 
realistic than the inhomogeneous method, a question remains; to what extent is the 
inhomogeneous method superior to the homogeneous method in predicting the 
mechanical behavior of proximal femur? Taddei et al. (2006) partially addressed this 
and found that the accuracy of the homogeneous proximal femur FE model in 
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predicting the experimental stress was only slightly lower (R2 = 0.89) than the 
inhomogeneous model (R2 = 0.91) [112]. Nevertheless, the caution is needed here. 
The high accuracy in predicting stress does not necessarily guarantee similar accuracy 
in predicting strain. Stress state will often be correct to satisfy the static equilibrium 
condition. However, even if the stress value is accurate, the strain value may still be 
predicted inaccurately with inaccurate estimate of the elastic modulus which depends 
on the inhomogeneous distribution of the bone mineral density. This issue likely 
becomes more evident at the boundary between the cortical and trabecular bones 
such as the endocortical surface. Even if the stress in the trabecular bone adjacent 
to the cortical bone would be correct, the strain would significantly depend on the 
value of the elastic modulus of the cortical bone. Furthermore, in this study, only 
the physiological loading conditions (e.g., single leg stance) were simulated using a 
single femur [112]. Therefore, additional studies are necessary to validate the use of 
homogeneous material properties in predicting the (experimental) strain and fracture 
load based on the stress- and strain-based failure criteria in the fall (onto the greater 
trochanter) configuration with a larger sample size. 
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2.6.4 Model Linearity and Failure Criteria 

The definition of experimentally measured fracture load (= proximal femur bone 
strength) is typically the peak force (= the ultimate load) in the force-displacement 
or force-time curve during the mechanical testing. In contrast, the one predicted by 
the FE model varies from one study to another: either same as the experimentally 
measured fracture load (the ultimate load) or the load at the onset of fracture 
(referred to as the fracture onset load henceforth in the present doctoral dissertation) 
(Figure 28). [43,45,50,64,65,395,503,510,513,523–526]  

 

Figure 28.  Conceptual presentation of force-displacement curves by linear and nonlinear FE models 
with the experimental force-displacement curve. 

Compared to the ultimate fracture load, the location of the fracture onset load in 
the force-displacement curve is obscure. Based on the yield criteria and the 
definitions of the fracture onset load implemented in the previous FE modeling 
studies, the fracture onset load is assumed to be located between the peak force and 
yield point (Figure 28). [50,64,523] In case of the fall, this seems reasonable 
assumption because the crack initiation (or the onset of fracture) due to the local 
failure (yielding or buckling by compression) at the superolateral femoral cortex takes 
place before the peak force where the 1st macro-failure (crush or collapse) at the 
superolateral cortex takes place [the 1st failure in the two-step failure as described 
earlier] [44]. Besides, based on the destructive testing, the proximal femur does not 
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only typically behave linearly up to this 1st failure [42,394,504], but also go through 
the brittle fracture at least for this 1st failure characterized by little or no plastic 
deformation [37,42,44,394,395]. These imply that modeling linear elastic mechanical 
behavior of proximal femur (= linear FE model) may be sufficient to estimate the 
fracture load, particularly for the fracture onset load. However, theoretically speaking, 
the nonlinear FE model is inevitably more suitable to estimate the ultimate fracture 
load because of its ability to capture post-yield nonlinear plastic behavior. Regardless 
of the type, the fracture load needs to be determined with an appropriate yield and 
failure criteria. In this section, the model linearity and various yield and failure criteria 
are discussed with respect to predicting the (experimentally measured) fracture load. 

In one of the first proximal femur FE models by Keyak et al. (1998) (linear FE 
model), the fracture load was predicted as the load at the onset of fracture at which 
15 contiguous non-surface elements reached the yield point defined by von Mises 
yield criterion [also known as the distortion energy (DE) or von Mises Hencky 
theory]. This linear FE model resulted in a high correlation (predictive accuracy) 
between experimentally measured and FE-predicted fracture loads in the stance and 
fall (onto the greater trochanter) configuration (R2 of 0.75 and 0.90, respectively). 
[64] However, the von Mises yield criterion used in this model was originally 
developed for ductile materials such as steel. Besides, the asymmetric (yield) strength 
of bone [178] was not considered in this model. Therefore, using the same linear FE 
model, they compared the performance of the following 9 different stress- and 
strain-based yield criteria in predicting the fracture loads in both stance and fall 
configurations: Hoffman, Coulomb-Mohr, modified Mohr, DE, maximum principal 
stress, and maximum shear stress (also known as Tresca theory) as the stress-based 
criteria; strain-based Hoffman analog, maximum principal strain, and maximum 
shear strain as the strain-based criteria. It is noted that the Coulomb-Mohr, modified 
Mohr, maximum principal stress/strain, and Hoffman criteria were more 
appropriate for the brittle materials like rock, concrete, and bone tissue than the 
others. Moreover, these criteria also consider the asymmetry strength of bone. They 
reported that the DE and maximum shear stress criteria are the most robust ones to 
predict the experimentally measured fracture load although they are more for the 
ductile material and do not consider the asymmetric strength. [527]. 

Using the DE yield criterion, Keyak (2001) subsequently developed their 
nonlinear FE models, where element-wise (material-point-level) nonlinear material 
behavior of bone tissue was first modeled as the elasto-perfectly-plasto-strain 
softening material (Figure 29). In this material-point-level constitutive law, the yield 
and ultimate strengths of each element were assumed to coincide. At the whole bone 
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2.6.4 Model Linearity and Failure Criteria 
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Figure 28.  Conceptual presentation of force-displacement curves by linear and nonlinear FE models 
with the experimental force-displacement curve. 

Compared to the ultimate fracture load, the location of the fracture onset load in 
the force-displacement curve is obscure. Based on the yield criteria and the 
definitions of the fracture onset load implemented in the previous FE modeling 
studies, the fracture onset load is assumed to be located between the peak force and 
yield point (Figure 28). [50,64,523] In case of the fall, this seems reasonable 
assumption because the crack initiation (or the onset of fracture) due to the local 
failure (yielding or buckling by compression) at the superolateral femoral cortex takes 
place before the peak force where the 1st macro-failure (crush or collapse) at the 
superolateral cortex takes place [the 1st failure in the two-step failure as described 
earlier] [44]. Besides, based on the destructive testing, the proximal femur does not 

 

109 

only typically behave linearly up to this 1st failure [42,394,504], but also go through 
the brittle fracture at least for this 1st failure characterized by little or no plastic 
deformation [37,42,44,394,395]. These imply that modeling linear elastic mechanical 
behavior of proximal femur (= linear FE model) may be sufficient to estimate the 
fracture load, particularly for the fracture onset load. However, theoretically speaking, 
the nonlinear FE model is inevitably more suitable to estimate the ultimate fracture 
load because of its ability to capture post-yield nonlinear plastic behavior. Regardless 
of the type, the fracture load needs to be determined with an appropriate yield and 
failure criteria. In this section, the model linearity and various yield and failure criteria 
are discussed with respect to predicting the (experimentally measured) fracture load. 

In one of the first proximal femur FE models by Keyak et al. (1998) (linear FE 
model), the fracture load was predicted as the load at the onset of fracture at which 
15 contiguous non-surface elements reached the yield point defined by von Mises 
yield criterion [also known as the distortion energy (DE) or von Mises Hencky 
theory]. This linear FE model resulted in a high correlation (predictive accuracy) 
between experimentally measured and FE-predicted fracture loads in the stance and 
fall (onto the greater trochanter) configuration (R2 of 0.75 and 0.90, respectively). 
[64] However, the von Mises yield criterion used in this model was originally 
developed for ductile materials such as steel. Besides, the asymmetric (yield) strength 
of bone [178] was not considered in this model. Therefore, using the same linear FE 
model, they compared the performance of the following 9 different stress- and 
strain-based yield criteria in predicting the fracture loads in both stance and fall 
configurations: Hoffman, Coulomb-Mohr, modified Mohr, DE, maximum principal 
stress, and maximum shear stress (also known as Tresca theory) as the stress-based 
criteria; strain-based Hoffman analog, maximum principal strain, and maximum 
shear strain as the strain-based criteria. It is noted that the Coulomb-Mohr, modified 
Mohr, maximum principal stress/strain, and Hoffman criteria were more 
appropriate for the brittle materials like rock, concrete, and bone tissue than the 
others. Moreover, these criteria also consider the asymmetry strength of bone. They 
reported that the DE and maximum shear stress criteria are the most robust ones to 
predict the experimentally measured fracture load although they are more for the 
ductile material and do not consider the asymmetric strength. [527]. 

Using the DE yield criterion, Keyak (2001) subsequently developed their 
nonlinear FE models, where element-wise (material-point-level) nonlinear material 
behavior of bone tissue was first modeled as the elasto-perfectly-plasto-strain 
softening material (Figure 29). In this material-point-level constitutive law, the yield 
and ultimate strengths of each element were assumed to coincide. At the whole bone 



 

110 

level, the FE-derived ultimate fracture load was defined as the peak total femoral 
head reaction force in the force-displacement curve (Figure 29). [523] 

 

Figure 29.  Nonlinear FE model by Keyak (2001). An elasto-perfectly-plasto-strain softening material 
model (left, material-point-level) where E, S, 𝑘𝑘𝐴𝐴𝐴𝐴 , 𝐸𝐸𝑎𝑎, and 𝜎𝜎𝑚𝑚𝑖𝑖𝑒𝑒 are the elemental elastic 
modulus, strength, plastic strain, plastic modulus, and minimum stress (defining the 
indefinite perfectly plastic phase), respectively. Further information can be found in a study 
by Keyak (2001) [523]. FE-derived force displacement curve (right). The displacement was 
increased incrementally, and the total femoral head reaction force was calculated by 
summing the reaction forces from nodes over the femoral head at each displacement 
increment. (Adapted, with permission, from Keyak (2001) [523] © 2001 IPEM. Published 
by Elsevier Ltd.) 

It was demonstrated that this nonlinear FE model can predict the fracture load 
more accurately than their earlier linear model: R2 compared to the experimentally 
measured fracture loads were 0.93 and 0.77 by the nonlinear and linear FE models, 
respectively. However, the application of this nonlinear model was first limited to 
only the stance loading configuration. [523] Therefore, this nonlinear FE model was 
applied to the fall configuration with a modification of the post-yield material 
behavior. The modified nonlinear model resulted in a good but slightly lower 
accuracy of predicting the experimentally measured fracture load in the fall 
configuration (R2 = 0.81) [524,528] than their earlier linear model (R2 of 0.90) [64]. 

Other researchers have also developed the nonlinear proximal femur FE models 
by modeling bone tissue as bi-linear or step-wise linear elasto-plastic, or elasto-
damage material with different yield and failure criteria 
[45,46,65,501,502,511,525,529]. For example, in the model developed by Bessho et 
al. (2007, 2009), the yielding of each cortical and trabecular element was determined 
to take place when its Drucker-Prager stress exceeds the respective elemental 
compressive yield stress. Then, the post-yield modulus (5% of pre-yield elastic 
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modulus) was assigned to the yielded element. Subsequently, the tensile and 
compressive failure of each element was determined by the maximum principal 
stress and minimum principal strain thresholds (-10,000 με), respectively. The 
asymmetry in compressive-tensile strength was taken into account by setting the 
ultimate tensile stress (the threshold for the maximum principal stress) as 0.8 times 
the compressive yield stress. The ultimate fracture load was defined as the load at 
which at least one surface cortical shell element experienced its failure. This method 
also resulted in a high correlation (R2 = 0.96) between FE-predicted and 
experimentally measured fracture loads. However, their model validation was again 
limited to only the stance configuration. [46,502] Thus, Koivumäki et al. (2012) 
validated the same method, except for lowering the minimum principal strain 
threshold for the compressive failure to -7300 με, in the fall configuration and also 
achieved the high correlation (R2 = 0.87) between the FE-predicted and 
experimentally measured ultimate fracture loads [65]. In these studies, the Drucker-
Prager yield stress criterion was implemented instead of the von Mises stress (DE) 
criterion because the former criterion is more suitable for the brittle materials 
[46,65,502,530]. It is noted that the Newton-Raphson method (an iterative method 
to solve nonlinear algebraic equations) was used to perform the nonlinear FE 
analysis in these studies. 

Furthermore, Dragomir-Daescu et al. (2011) also achieved a high correlation (R2 
= 0.86) between the FE-predicted and the experimentally measured ultimate fracture 
loads by adopting von Mises yield strain criterion in their nonlinear FE model [45]. 
By replacing this criterion with maximum principal strain or stress criterion, Liebl et 
al. (2015) found that the maximum principal strain criterion leads to less 
overestimation (by ~5%) of the experimentally measured ultimate fracture load than 
the maximum principal stress criterion (by ~15%) [511]. 

As described so far, both stress- and strain-based criteria were used to define the 
yield and failure of the bone tissue at the material point-level. Thus, a question arises: 
is the bone fracture controlled dominantly by stress or strain, or by both? Recent 
experimental evidence from basic bone biomechanics research strongly suggest that 
the yield, fracture initiation, crack developments, and failure of bone tissue are rather 
strain-driven than stress-driven [531–533]. Above-mentioned result by Liebl et al. 
(2015) is in line with this. The mechanical properties of bone are typically anisotropic 
and density dependent as described earlier. However, the yield strength in strain is 
an important exception since it is rather isotropic and independent of the bone 
density [178,534–540]. Furthermore, based on previous experimental studies, strains 
of human proximal femora increase highly linearly up to failure (for the 1st failure) 
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level, the FE-derived ultimate fracture load was defined as the peak total femoral 
head reaction force in the force-displacement curve (Figure 29). [523] 

 

Figure 29.  Nonlinear FE model by Keyak (2001). An elasto-perfectly-plasto-strain softening material 
model (left, material-point-level) where E, S, 𝑘𝑘𝐴𝐴𝐴𝐴 , 𝐸𝐸𝑎𝑎, and 𝜎𝜎𝑚𝑚𝑖𝑖𝑒𝑒 are the elemental elastic 
modulus, strength, plastic strain, plastic modulus, and minimum stress (defining the 
indefinite perfectly plastic phase), respectively. Further information can be found in a study 
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an important exception since it is rather isotropic and independent of the bone 
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112 

in both stance and fall (onto the greater trochanter) configurations [42,394,504]. 
Importantly, Schileo et al. (2007) and Grassi et al. (2012) demonstrated that linear 
FE models can accurately predict the experimentally measured strains in both 
loading configurations (R2 = 0.91) [504,516]. Considering these, Schileo et al. (2008, 
2014) implemented the maximum principal strain criterion in their linear FE model 
and achieved high correlations between FE-predicted fracture onset loads and 
experimentally measured fracture loads, for the fall and pooled (stance + fall) 
configurations (R2 = 0.81, and 0.89, respectively). Importantly, they also included 
the asymmetry of compressive-tensile yield strength (compressive and tensile yield 
strain limits are -1.04% and 0.73%, respectively) in their model based on an 
experimental study by Bayraktar et al. (2004) [178]. [50,395] Moreover, this FE 
method correctly recognized the failure mode and location of the onset of fracture: 
compressive and tensile failures at the superolateral femoral neck in the fall (onto 
the greater trochanter) and stance configurations, respectively. However, it should 
be noted that the sample size in each loading configuration was small (= 7) in this 
study. [50] Thus, this calls for the further study to confirm these high R2 values in 
the fall configuration with larger sample size. 

Schileo and his colleagues (2008) also compared the performance of predicting 
the fracture load using this maximum principal strain criterion with two other stress-
based criteria such as von Mises stress (DE) and maximum principal stress criteria. 
Compared to the strain-based criterion, not only the fracture onset loads predicted 
by stress-based criteria are likely more underestimated (Figure 30), but also the 
predicted fracture locations are twice farther to the experimentally observed 
locations. [395] This result is discordant with the one by Keyak et al. (2000) where 
the von Mises stress (DE) criterion was found one of the most robust yield criteria 
to predict the fracture onset load over the maximum principal strain criterion [527]. 
However, the accuracy of predicting the experimentally measured strain was lower 
in the linear FE models by Keyak et al. (R2 = 0.59) [490] compared to the one by 
Schileo and his colleagues (R2 = 0.91) [50,504]. This lower accuracy likely prevented 
from a correct evaluation of the strain-based criteria in the study by Keyak et al. 
(2000) [527]. Besides, the methods to define the fracture onset load differed between 
these linear models. In Schileo’s linear FE model, nodal strains were first averaged 
with its neighboring nodal strains within a circle of 3 mm radius and then the fracture 
onset load was defined as the load at which one cortical surface element fails [50]. In 
contrast, the fracture onset load was defined as the load at which at least 15 
contiguous non-surface elements fail in Keyak’s model [64]. This methodological 
difference also likely contributed to above-mentioned discordance. To summarize 
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and avoid the confusion, compared to the maximum principal strain criterion, the 
use of the stress-based criteria [the maximum principal and von Mises (DE) stress 
criteria] appeared to likely underestimate the fracture onset load [395] and 
overestimate the ultimate fracture load [511]. 

 

Figure 30.  Comparison of stress-based and strain-based failure criteria. This figure presents failed 
area-load curves by three different failure criteria: maximum principal stress (𝜎𝜎𝑚𝑚𝑎𝑎𝑥𝑥), von 
Mises (DE) stress (𝜎𝜎𝑉𝑉𝑀𝑀), and the maximum principal strain (𝜀𝜀𝑚𝑚𝑎𝑎𝑥𝑥) criteria. It 
demonstrates that stress-based criteria underestimate the fracture (onset) load compared 
to the maximum principal strain criterion. For example, if the fracture load was defined as 
the load at which 1000 mm2 of finite elements fail, then the fracture loads would be 
estimated to ~7000N, ~7800N, and ~10800N for the 𝜎𝜎𝑚𝑚𝑎𝑎𝑥𝑥 , 𝜎𝜎𝑉𝑉𝑀𝑀, and 𝜀𝜀𝑚𝑚𝑎𝑎𝑥𝑥  criteria, 
respectively. (Adapted, with permission, from Schileo et al. (2008) [395] © 2007 Elsevier 
Ltd.)  

As mentioned earlier, theoretically speaking, the nonlinear FE models are more 
suitable than the linear FE model to predict the ultimate fracture load due to its 
ability to model the post-yield nonlinear plastic behavior. Accordingly, above-
mentioned numerous investigators confirmed that the nonlinear FE models can 
accurately predict the ultimate fracture loads (R2 = 0.80-0.96 and 0.78-0.87 for the 
stance and fall configuration, respectively) [45,65,502,523–525,529]. Despite this, 
Mirzaei et al. (2014) and Nishiyama et al. (2013) demonstrated that the linear FE 
model can also predict the ultimate fracture load accurately for both configurations 
using the yield criteria based on the strain energy density (R2 = 0.86 and 0.81 for the 
stance and fall, respectively) [503,510]. Again, this is likely because the proximal 
femur typically experiences the brittle fracture and behaves linearly elastic up to the 
1st failure. 
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As mentioned earlier, theoretically speaking, the nonlinear FE models are more 
suitable than the linear FE model to predict the ultimate fracture load due to its 
ability to model the post-yield nonlinear plastic behavior. Accordingly, above-
mentioned numerous investigators confirmed that the nonlinear FE models can 
accurately predict the ultimate fracture loads (R2 = 0.80-0.96 and 0.78-0.87 for the 
stance and fall configuration, respectively) [45,65,502,523–525,529]. Despite this, 
Mirzaei et al. (2014) and Nishiyama et al. (2013) demonstrated that the linear FE 
model can also predict the ultimate fracture load accurately for both configurations 
using the yield criteria based on the strain energy density (R2 = 0.86 and 0.81 for the 
stance and fall, respectively) [503,510]. Again, this is likely because the proximal 
femur typically experiences the brittle fracture and behaves linearly elastic up to the 
1st failure. 
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An advantage of the linear FE method compared to the nonlinear method is its 
smaller computation cost [< a few minutes vs. up to 10 hours or more (depending 
on the element size), respectively] [45,50,395,502,503,510,523,541]. Therefore, the 
linear FE method with the yield criteria (e.g., the maximum principal strain criterion) 
may be more suitable in the clinical research where a large number of proximal femur 
FE models need to be created. It is noted that this linear FE method with the 
maximum principal strain criterion has also been used in the hip fracture research 
not only by Schileo et al. but also by a few other researchers such as Haider et al. 
(2013) [151] and Verhulp et al. (2008) [41]. 

It should be noted that the fracture onset load could have been defined as the 
yield load in this section. However, strictly speaking, the fracture onset load is likely 
slightly greater than the yield load based on the definition of each fracture load type 
implemented in the FE modeling studies by different investigators. For example, in 
addition to the ultimate fracture load, Bessho et al. (2007) also estimated the yield 
load as the load at which only one element exceeds the elemental yield limit utilizing 
the linear elastic response within their nonlinear FE model [502]. In contrast, as 
described earlier, the fracture onset load was defined as the load at which 15 
contiguous non-surface elements exceeds the yield point in the linear FE models by 
Keyak et al. (1998) [64]. Due to this definition, the onset load is most likely greater 
than the yield load. Although the onset load was defined as the load when only one 
surface element exceeds the yield limit in the FE model by Schileo et al. (2014), 
smoothing the surface nodal strains with its neighboring values had a similar 
overestimating effect to the one above by Keyak et al. (1998). In fact, although the 
number of FE modeling studies which reported the yield load is very limited, the 
yield load of ~3600N was reported by Bessho et al. (2007) from people aged (mean) 
64.8 years (30-90 years) in the stance configuration [502], which was slightly smaller 
than, for example, the fracture onset load of ~4500N reported by Keyak et al. (1998) 
from similar aged people (mean age: 70.3 years, ranging 52-92 years) [64]. Given this, 
the author of the present doctoral dissertation contemplated that it is more 
appropriate to distinguish the fracture onset load from the yield load. 

Lastly, it is noteworthy that the most advanced, to author’s knowledge, nonlinear 
FE models introduced by Helgason, Ariza, and their colleagues (2014, 2015). In their 
model, the bone tissue was modeled as a piecewise linear plasticity material including 
not only the strain-rate dependent material properties but also post-yield softening 
and densification phenomena in the large strain (Figure 8). [43,526] In their more 
recent model (2018), not only the asymmetric strength of bone was included, but 
also their material model was replaced by a rate-sensitive crushable foam plasticity 
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model [513]. These modifications resulted in an improvement in the correlation 
between the FE-predicted and experimentally measured ultimate fracture loads from 
no correlation (p > 0.05) in their initial model [526] to R2 of 0.56 in the recent model 
(2018) [513]. However, this still calls for the further improvement since R2 of 0.56  
is still the lowest compared to aforementioned R2 values reported by others. Another 
notable feature of these studies was that their FE models were simulated dynamically 
by considering the fall is a dynamic event; however, this aspect will be further 
discussed in an upcoming section 2.6.7. 
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than, for example, the fracture onset load of ~4500N reported by Keyak et al. (1998) 
from similar aged people (mean age: 70.3 years, ranging 52-92 years) [64]. Given this, 
the author of the present doctoral dissertation contemplated that it is more 
appropriate to distinguish the fracture onset load from the yield load. 

Lastly, it is noteworthy that the most advanced, to author’s knowledge, nonlinear 
FE models introduced by Helgason, Ariza, and their colleagues (2014, 2015). In their 
model, the bone tissue was modeled as a piecewise linear plasticity material including 
not only the strain-rate dependent material properties but also post-yield softening 
and densification phenomena in the large strain (Figure 8). [43,526] In their more 
recent model (2018), not only the asymmetric strength of bone was included, but 
also their material model was replaced by a rate-sensitive crushable foam plasticity 
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model [513]. These modifications resulted in an improvement in the correlation 
between the FE-predicted and experimentally measured ultimate fracture loads from 
no correlation (p > 0.05) in their initial model [526] to R2 of 0.56 in the recent model 
(2018) [513]. However, this still calls for the further improvement since R2 of 0.56  
is still the lowest compared to aforementioned R2 values reported by others. Another 
notable feature of these studies was that their FE models were simulated dynamically 
by considering the fall is a dynamic event; however, this aspect will be further 
discussed in an upcoming section 2.6.7. 
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2.6.5 Boundary Conditions 

Boundary conditions (BC) in the FE models are loading and constraining conditions 
applied to certain parts of the geometry to simulate the desired loading 
configurations such as experimental stance and fall (onto the greater trochanter) 
configurations (Figure 31). For the fall configuration, the loading (force) and 
constraining BCs are typically applied at the femoral head and the lateral aspect of 
greater trochanter, respectively, or vice versa directly or indirectly through 
polymethyl methacrylate (PMMA) protecting caps. When the force BC was applied 
to the femoral head directly or via its protecting PMMA cap at a chosen loading 
angle (direction of fall-induced impact), surface nodes of the lateral side of greater 
trochanter or its PMMA cap were constrained in the direction of the loading (force). 
The distal end of the proximal femur is either fully constrained directly or partially 
constrained by a hinge-type BC via a connecting aluminum pot. In the latter case, 
nodes at the distal face of this aluminum pot are allowed to rotate freely in the quasi-
frontal plane while all other degrees of freedom were constrained. The BCs for the 
stance configuration are similar to those in the fall configuration except for the 
different loading direction and no constraining BC at the lateral aspect of the greater 
trochanter. [43,45,46,50,64,65,502–504,511] 

 

Figure 31.  Boundary conditions for simulations of experimental single-leg stance and fall (onto the 
greater trochanter) configurations. (Left) Single leg stance configuration. (Right) Fall 
configuration. (Adapted, with permission, from Schileo et al. (2014) [50] © 2014 Elsevier 
Ltd.) 
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The effects of the following variations in the BCs on FE results have been 
explored previously: 1) locations of loading and constraining BCs, 2) direct or 
indirect application of the BCs, and 3) different constraining BC types (e.g., full or 
partial constraining, and linear or nonlinear contact BCs) [151,505,542]. Haider et al. 
(2013) found that the location of the load application and constraining BC types (full 
constraining or partial constraining allowing translation and/or rotation in one or all 
directions) had little effect on strain distribution pattern and consequent prediction 
of fracture location and pattern. However, compared to applying the load to the 
femoral head, the load application to the greater trochanter decreased peak strain 
magnitude by 22% and accordingly increased predicted fracture load by 18%. [151] 
Although an impact force is applied to around the lateral aspect of greater trochanter 
in a real fall (onto the greater trochanter) situation, it is unclear why it has usually 
been applied to the femoral head in the majority of previous FE modeling studies. 
To author’s knowledge, this may be because the loading was first applied to the 
femoral head in the most referred experimental study for the fall configuration by 
Courtney (1994, 1995) [543,544]. Essentially, the force on the femoral head 
represents the force of the pelvis on it. The location where the impact force is applied, 
whether it is on the femoral head or the greater trochanter, affects the position of 
the greater trochanter relative to the constrained distal shaft. When the impact force 
is applied to the femoral head while constraining the greater trochanter, they mimic 
the situation where the motion of femoral head relative to the greater trochanter and 
ground is likely and primarily responsible for inducing the fracture instead of the 
motion of the greater trochanter relative to the constrained leg. In most real fall 
situations, it is reasonable to assume that the former motion is likely greater than the 
latter, unless the person falls on a slippery, icy, or irregular surface that may lead to 
the greater motion of the greater trochanter. Therefore, the application of the force 
to the femoral head may still provide a more accurate mechanical representation of 
the event. Nonetheless, this calls for further investigation.  

Furthermore, compared to applying a partial constraining BC to the cross-
sectional surface of the mid-to-distal diaphysis, it was found that an application of 
full constraining BC at the cross-sectional surface right below the lesser trochanter 
altered the strain profile and increased the predicted fracture load by up to ~26% in 
the fall (onto the greater trochanter) configuration. Application of the constraining 
BC at the mid-to-distal diaphysis is assumed to represent the movement of knee joint, 
to some extent, at the ground impact due to the fall. Thus, application of full 
constraint right below the lessor trochanter neglects this and seems to over-constrain 
the model. [505] 
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Next, compared to the linear contact BC, the nonlinear contact BC can allow 
larger movements (slide and rotate) and/or friction at contact surfaces (e.g., between 
the lateral aspect of the greater trochanter and ground, and between the PMMA caps 
and proximal femur surfaces) [505,542]. Rossman et al. (2015) reported that the 
linear contact BC can over-constrain the model, potentially leading to overestimation 
of the fracture load [542]. Besides Altai et al. (2019) demonstrated that hip fracture 
discrimination performance is slightly higher with the nonlinear contact BC (AUC 
= 0.82) than with the linear contact BC (AUC = 0.80); however, this slightly higher 
performance may not counterbalance its higher computational cost (a few minutes 
vs. a few hours for solving FE models with linear and nonlinear contact BCs, 
respectively) [505]. These results highlight the importance of applying appropriate 
BCs, reflecting not only experimental setups but also a realistic fall (onto the greater 
trochanter) configuration. However, the consensus using the same BCs across the 
FE studies has not yet been reached in the bone research community, and thus this 
calls for further investigation in this regard. 
  

 

119 

2.6.6 Directions of Fall onto the Greater Trochanter / Fall-Induced Impact 

The effect of fall direction on the impact force was discussed earlier. In this section, 
the effect of direction of fall onto the greater trochanter or fall-induced ground 
impact on the fracture load is discussed based on both experimental and FE 
modeling studies. The direction is defined by two angles: the hip adduction angle (α, 
an angle between the femoral shaft and ground) and internal rotation angle of hip 
(β) (Figure 32). It is noted that each direction is presented by a α-β pair henceforth 
in the present doctoral dissertation (e.g., 10°–15°: α = 10° and β = 15°). As the α and 
β angles increase, the fall-induced impact force is applied to a more superior and a 
more posterolateral aspect of the greater trochanter, respectively. When the β = 0°, 
the impact force is applied to a more lateral aspect. If the β ˂ 0°, the impact is 
imposed to a more anterior aspect. [42,46–48,65–67,503–505,519,528,545–548] 
Table 6 summarizes the directions examined by various experimental and/or FE 
modeling studies where multiple fall configurations were examined to investigate the 
effect of the direction of fall onto the greater trochanter on the fracture load. 

 

Figure 32.  Different fall configurations defined by two angles, α and β. (A) The hip adduction angle (α) 
is defined as the angle between the femoral shaft and ground. (B) The β angle is the 
internal rotation angle of hip. 
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Table 6.  Directions of fall-induced impact on the greater trochanter examined in experimental 
and/or FE modeling studies 

  Hip adduction angle between the femoral shaft and ground, α° 
   -30° 0° 10° 15° 20° 30° 

Int
er

na
l ro

tat
ion

 an
gle

, β
° 

-30°  [505] 
[503,505,546,

547] 
 [505] [505] 

-20°  [505] [505]  [505] [505] 

-15°   [503,546,547]    

-10°  [505] [505]  [505] [505] 

 
0° [46] 

[42,66,67,504
,505,519] 

[42,47,48,65,
503–

505,546,547] 

[66,67,519,52
8] 

[42,504,505] 
[42,46,66,67,
504,505,519] 

5°   [548]  [548] [548] 

10°  [505] [505]  [505] [505] 

 

15°  
[42,66,67,504

,519] 

[42,47,48,65–
67,503,504,5
19,546–548] 

[66,67,519] [42,504,548] 
[42,46,66,67,
504,519,548] 

20°  [505] [505]  [505] [505] 

25°   [548]  [548] [548] 

 
30°  

[42,66,67,504
,505,519] 

[42,47,48,65,
503–

505,546,547] 
[66,67,519] [42,504,505] 

[42,66,67,504
,505,519] 

35°   [548] [528] [548] [548] 

45°   
[47,503,546–

548] 
 [548] [46,548] 

65°    [528]   
Note 1: Only studies, where the multiple fall configurations were examined, are included. 
Note 2: [42] – Zani et al. (2015); [46] – Bessho et al. (2009); [47] - Ford et al. (1996); [48] – Pinilla et al. (1996); 
[65] – Koivumäki et al.(2012); [66] - Falcinelli et al. (2014); [67] – Qasim et al. (2016); 
[503] - Nishiyama et al. (2013); [504] – Grassi et al. (2012); [505] - Altai et al. (2019); [519] – Taddei et al. (2016); 
[528] – Keyak et al. (2013); [546] - Wakao et al. (2009); [547] – Nishiyama et al. (2014); [548] - Keyak et al. (2001). 

Previous studies of the multiple fall configurations revealed the followings: 1) 
fracture loads vary depending on the directions of the fall onto the greater trochanter 
[46,48,66,505,548]; 2) strain distribution pattern depends on the direction [42,504]; 
and 3) the multiple fall simulation is essential to examine the ability of FE-derived 
fracture load (= proximal femur bone strength) to predict the actual hip fracture 
incidents in clinical applications [46,66,67,505,545,547]. A particularly important 
finding was that proximal femur bone strength (fracture load) decreased by 12-38% 
as either or both of fall angles increased from 0° to 30° [46–48,66,505,548]. This 
finding indicates that hip fracture risk increases if the fall impact is applied to a more 
superior aspect (reflected by an increase in the α angle) and/or a more posterolateral 
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aspect (reflected by an increase in the β angle) than the lateral aspect of greater 
trochanter (e.g., 0°–0° direction). This is essentially in line with a recent cohort study 
of video-captured falls of over 600 elderly persons, which demonstrated that 77% 
(23 out of 30 fractures) of the fall-induced hip fractures took place when the impact 
was imposed on the posterolateral aspect of the pelvis whereas the impact on the 
lateral aspect caused only 13% of them [69]. Compared to the impact on the lateral 
aspect, the impact on the posterolateral aspect causes a much greater degree of 
torsion (twisting) about the axis of femoral shaft. This likely increases the 
compressive loading at the superolateral aspect of femoral neck, which explains why 
the proximal femur failed at the lower loads when the loading was applied to the 
posterolateral aspect in the above-mentioned studies. 

Lastly, it is noted that the 10°–15° direction is the most adopted fall (onto the 
greater trochanter) configuration in the experimental and/or FE modeling studies 
not only where multiple fall configurations were examined (Table 6), but also where 
a single fall configuration was investigated [37,41–43,45,50,65,151,501,513,526,542]. 
However, it is still unclear why this fall configuration has been investigated the most. 
This fall configuration was introduced as the typical body position at the impact by 
Courtney et al. (1994) in their experimental study without the evidence [543]. Despite 
this, according to Grassi et al. (2020) [44], this fall configuration may date back to a 
study by Backman in 1957 where no physiological reasons to use this configuration 
were provided, either [549]. To be consistent with this and to author’s knowledge, 
there is no evidence in the literature suggesting this configuration is the most typical 
and/or the most dangerous fall configuration. Recent FE modeling studies of the 
multiple fall configurations gave an important insight into this. It was found that the 
minimum fall strength (the lowest fracture load) among the multiple fall 
configurations (directions) can classify the hip fracture cases slightly more accurately 
than the fracture load in a single fall configuration (e.g., the fracture load in the 10°–
15° fall direction) (AUC, 0.79-0.88 vs. 0.77, respectively) [66,67]. This highlights the 
importance of simulating multiple fall configurations (directions) instead of just a 
single fall configuration such as the 10°–15° direction. 
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2.6.7 Quasi-static vs. Dynamic Simulation 

In the mechanical testing or FE models of the cadaveric proximal femora, a loading 
type can vary either quasi-static or dynamic type depending on the loading rate. In 
quasi-static loading, the load is applied so slowly that the deformation of the 
structure also takes place very slowly (= low strain rate). For example, the strain rate 
of < 0.1 s-1 is considered the quasi-static loading in the bone [137]. Consequently, 
the inertia force is very small and can be neglected. [550] In contrast, the loading rate 
is higher in the dynamic loading so that the inertial force should be considered [551]. 
Experimental studies reported that physiological loading conditions such as walking 
and running induce the strain rate ranging approximately from 0.005 s-1 to 0.08 s-1 in 
human bone [131,552–554]. Thus, this indicates that the quasi-static loading is likely 
still appropriate for such loading conditions. On the other hand, a fall is a truly 
dynamic event and the impact velocity in the fall from the standing height is on 
average 3 m/s or higher [478,479]. Accordingly, Jazinizadeh et al. (2020) reported 
that the fall-induced strain rate can reach up to 38 s-1 at the femoral neck based on 
the dynamic impact experiment of cadaveric proximal femora [555]. Besides, the 
bone is strain rate-dependent viscoelastic and viscoplastic material such that the 
mechanical properties such as the elastic modulus and strength increases as the strain 
rate increases [97,128,131,132]. 

Considering above, it would be more appropriate to apply the dynamic loading 
in the mechanical testing or FE models of the proximal femora in the fall 
configuration. However, most of the FE models in the fall configuration discussed 
so far was simulated quasi-statically. Also, the in vitro mechanical testing of cadaveric 
femora for the validation of these FE models were performed under the quasi-static 
loading with the controlled constant displacement rate of 0.008-50 mm/s or 
controlled strain rate of 0.005 s-1 or 0.05 s-1. [42,46,50,64,65,493,502–504,511] It is 
noted that these strain rates (0.005 s-1 or 0.05 s-1) result in the displacement rate of 
1.7-5.5 mm/s or 17.5-32.5 mm/s, respectively [42,50,504]. This choice of the quasi-
static loading is likely to avoid above-mentioned complexities associated with the 
dynamic event. Nonetheless, in addition to the strain rate-dependent viscoelasticity 
and viscoplasticity and inertial effect, these quasi-static FE modeling and 
corresponding mechanical testing also disregard other dynamic aspects such as, for 
example, shock wave propagation and a potential strain rate-dependent hydraulic 
stiffening effect due to the bone fluid in the pores. [128,141,151,507,513] 

To realize more realistic simulation of the fall event, Helgason and his colleagues 
(2014, 2015, 2018, and 2019) developed the dynamic FE models in the fall (onto the 
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pelvis or greater trochanter) configuration based on the inverted pendulum impact 
testing of cadaveric femora with hip soft tissue surrogate and the biofidelic drop 
tower testing without the soft tissue surrogate [43,480,481,506,513,526,556,557]. 
Their dynamic FE models based on the drop tower testing with the impact velocity 
of 3 m/s also showed the high strain rate over 100 s-1 in the femoral neck and greater 
trochanter [513]. Given the strain rate-dependent mechanical properties of bone, 
this result also indicates the importance of the dynamic simulation of proximal femur 
in the fall event. However, the accuracy of predicting the experimental peak force (= 
ultimate fracture load) by these dynamic FE models was lower (R2 < 0.57) [513,526] 
than those (R2 = 0.78-0.9) from the quasi-static FE models 
[45,50,64,65,503,524,525,529]. A comparable R2 of 0.85 was reported from the other 
dynamic FE models based on the pendulum impact testing with the hip soft tissue 
surrogate; however, in these models, the fall impact forces on the lateral surface of 
hip were estimated instead of the fracture loads of proximal femur bone [482]. 
Moreover, the performance of classifying the actual hip fracture cases by these 
dynamic FE model even with the hip soft tissue surrogate remained slightly lower 
(AUC = 0.72) than by the quasi-static FE models (AUC = 0.77-0.88) [66,67,557]. It 
is noted that it is not clear how much the strain rate-dependent viscoelasticity and 
viscoplasticity, and hydraulic stiffening effect can affect the fracture load. In fact, 
although previous experimental studies indicated that fracture loads tend to increase 
as the loading rate increases, conflicting results has been reported on whether the 
fall-induced fracture loads are statistically different (p < 0.05) between the quasi-
static and dynamic loadings. [393,543,555,558] This may partially explain the results 
above why the R2s and AUCs by the dynamic FE models are lower or comparable 
to those by the quasi-static models. Nonetheless, this calls for the further studies to 
clarify the effect of loading rate on the fall-induced fracture load. Furthermore, the 
quasi-static FE model was also found capable to accurately predict the fracture loads 
that were measured by the dynamic impact drop tower testing (R2 = 0.84) [507]. 
Given these, the quasi-static FE modeling may still be considered adequate in terms 
of predicting the fall-induced fracture loads. Besides, it should be noted that the 
dynamic FE simulation is certainly more computationally demanding compared to 
the quasi-static simulation. For example, simulating 40 milliseconds of the fall-
induced impact event required 17-30 hours in the FE models created by Fleps et al. 
(2018, 2019) [482,506]. 

The strain rate-dependent mechanical properties of bone were incorporated in 
aforementioned dynamic FE models by Helgason and his colleagues 
[43,506,513,526,556,557]. It is noteworthy that, despite its drawback, at least the 
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2.6.7 Quasi-static vs. Dynamic Simulation 
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strain-rate viscoelasticity can be implemented in the quasi-static FE models [50,151] 
by scaling FE results with a following correction factor: 

𝑆𝑆𝑐𝑐𝐶𝐶𝑠𝑠𝑆𝑆𝑆𝑆𝑀𝑀 𝑓𝑓𝐶𝐶𝑐𝑐𝑆𝑆𝑓𝑓𝑆𝑆 =  �̇�𝜀𝑎𝑎𝑎𝑎𝑎𝑎
�̇�𝜀𝑟𝑟𝑟𝑟𝑟𝑟

                                         (27) 

where 𝜀𝜀�̇�𝑟𝑟𝑟𝑟𝑟 is the reference strain rate whereas 𝜀𝜀�̇�𝑎𝑐𝑐𝑢𝑢 is the actual strain rate that was 
used in the (non)destructive testing of the cadaveric femora for the validation of the 
FE model. The reference strain rate can be found in an experimental study from 
which the density-modulus/strength relationship is adopted in each FE study. For 
example, in the FE  modeling study by Schileo et al. (2014), the density-modulus 
relationship was adopted from the experimental study by Morgan et al. (2003) [105] 
where strain rate of 0.005 s-1 (𝜀𝜀�̇�𝑟𝑟𝑟𝑟𝑟) was used in the mechanical testing of bone. [50] 

2.6.8 Isotropic vs. Anisotropic Material Behavior 

In the FE model, the material can be modeled as either an isotropic or anisotropic 
(orthotropic) material. It is modeled as the anisotropic material if its material 
(mechanical) properties depend on the direction of loading. In contrast, it is modeled 
as the isotropic if the properties are independent of the direction. [99,100] As 
described earlier, both cortical and trabecular bones are the anisotropic materials due 
to, in short, their complex multi-level hierarchical porous structures and orientations 
of mineralized collagen fibrils, lamellae, osteons, and trabeculae [89,106,156,158,159]. 

A proximal femur anisotropic FE model can be realized as a more simplified 
orthotropic model where the material (mechanical) properties of bone are 
implemented as a function of the orthotropic loading directions. However, to date, 
the bone tissue has been modeled as the isotropic material in nearly all proximal 
femur FE modeling studies. This is because insufficient data on anisotropic 
(orthotropic) material properties of bone, particularly for cortical bone, are available 
from experimental studies to realize the anisotropic FE model. [108,115] 
Nonetheless, a few investigators attempted to develop the anisotropic FE model of 
proximal femur and some examples are presented here [559–564]. 

Prior to the following explanation, concepts of degree of anisotropy (DA), 
directionality, and fabric tensor are briefly explained first for the sake of readability. 
To realize the anisotropic (orthotropic) material properties of bone, high-resolution 
(HR) 3D medical imaging [e.g., a micro-computed tomography (μCT), (p)QCT, and 
MRI] are typically required to capture the microscale spatial configuration of 
trabeculae (trabecular architecture). On the scanned cross-sectional images, a 
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method such as, for example, the mean intercept length (MIL) analysis is typically 
applied so that the trabecular directionality is considered as an ellipsoid. Its largest 
principal axis describes the directionality (principal or axial direction) of the bone 
and the ratio between the lengths of its major and minor axes characterizes the DA. 
This DA basically describes the ratio of the material stiffnesses between the 
orthogonal planes. These anisotropic information can be quantified in an 
orthotropic stiffness tensor (also known as a fabric tensor) where its eigenvectors 
and the ratio of its eigenvalues define the directionality and DA, respectively. 
[98,106,561,565] Although the fabric tensor with MIL analysis is the most known 
method for this purpose, the DA and directionality can also be defined by other 
methods. However, the details of the MIL and other methods are beyond the scope 
of this dissertation. The readers are referred to a book by Cowin (2001)[98] for the 
further details. 

Based on HR-pQCT (resolution = 80 μm), Enns-Bray et al. (2014) developed 
their anisotropic FE model where the mechanical anisotropy of bone tissue was 
mapped to FE elements by quantifying local anisotropy using a direct mechanics 
method (different from the one with the fabric tensor and MIL analysis) proposed 
by van Rietbergen et al. (1996) [166,560]. This method successfully characterized the 
DA of bone tissue and directionality of all the major stress lines within trabecular 
network and harversian alignment of cortical bone. Such directionality was at last 
interpolated into the orthotropic material properties of FE models. However, the 
performance of this anisotropic FE model to capture the experimental mechanical 
behavior (e.g., stiffness) of proximal femur loaded in the fall (onto the greater 
trochanter) configuration was not improved compared to the isotropic model (R2 of 
0.79 and 0.78, respectively). [560] 

Subsequently, Enns-Bray et al. (2016) modified their model by obtaining 
morphological anisotropy described by a second-order fabric tensor through the 
MIL analysis based on the HR-pQCT (resolution of 82 μm). Using the resulting 
eigenvectors and eigenvalues, the orthotropic stiffness tensor was constructed for 
each FE element. The directionality (of the primary eigenvector) derived by this 
anisotropic FE model had a good agreement with orientation of the trabecular 
microstructure observable in the HR-pQCT (Figure 33). [561] A similar good visual 
agreement was also reported in their earlier model in 2014 [560]. However, again, 
the accuracy of this anisotropic FE model to predict experimentally measured whole 
bone stiffness and surface strain at the femoral neck surface in the fall configuration 
was not different from the isotropic model: for the stiffness, R2 of 0.69-0.72 and 
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0.69-0.72, respectively; for the strain, R2 of 0.87-0.89 and 0.90-0.91, respectively 
[561]. 

Similarly, with the fabric tensor derived from the MIL analysis, Luisier, 
Panyasantisuk and their colleagues (2014 and 2018) developed their anisotropic FE 
models based on both HR-pQCT (resolution = 82 μm) and QCT scans (resolution 
= 0.33 mm). However, the accuracy of predicting the experimental ultimate fracture 
load in the fall configuration by both QCT- and HR-pQCT-based anisotropic FE 
models were not any higher (R2= 0.85-0.86) than those by their isotropic models (R2 
= 0.84-0.87) [562,563]. 

 

Figure 33.  Anisotropic FE model by Enns-Bray et al. (2016). Comparison and a good agreement 
between orientation of trabecular micro-network in the segmented HR-pQCT scan (left) 
and directionality (of the primary eigenvectors) in the anisotropic map (middle), and FE 
elements (right) with DA. Segmented HR-pQCT scan (left) and each yellow line 
representing characteristic stress line within proximal femur: 1) the primary compression, 
2) primary tension, 3) secondary tension, 4) secondary compression, and 5) greater 
trochanteric lines. (Reprinted, with permission, from Enns-Bray et al. (2016) [561] © 2016 
IPEM. Published by Elsevier Ltd.) 

In summary, based on these results, the addition of anisotropic material 
properties of bone did not improve the accuracy of predicting the experimental 
mechanical behavior of proximal femur including the fracture load in the fall (onto 
the greater trochanter) configuration compared to the isotropic model. 
Panyasantisuk et al. (2018) hypothesized that this was because the loading pattern in 
the fall configuration does not match with the orientation of trabecular alignment 
unlike in the standing or walking. Thus, the directionality of bone tissue is less 
sensitive to the loading pattern in the fall. [562] Besides, the anisotropic FE models 
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typically require the high resolution medical imaging (e.g., HR-pQCT) and 
accordingly the high computational cost due to a large number of the FE elements 
(e.g., ~3 hours due to 10 million FE elements) [560]. Therefore, its clinical use is 
likely not practical. Nonetheless, these call for further studies to improve the 
proximal femur anisotropic FE model to capture the mechanical behavior of the 
proximal femur more accurately in the fall configuration. 

2.6.9 Applications 

The developed proximal femur FE models have been used to investigate various 
aspects of the hip fracture, and some of the applications are briefly discussed here. 
First, the age- and sex-dependent declines in the proximal femur bone strengths have 
been confirmed by several FE modeling studies [528,566–569]. For example, by 
investigating the proximal femur bone strengths (= ultimate fracture loads) of an 
age-stratified cohort of 362 males and 317 females (age ranged from 21 to 89 years) 
in the fall configuration, Keaveny et al. (2009) demonstrated that the decline in the 
FE-predicted proximal femur bone strengths from age 30 to 85 years was larger in 
female (55%, from ~4900 N to ~2200 N) than in male (39%, from ~5200 N to 
~3200 N). Likewise, the increase in the annual decline from age 45 to 85 years was 
higher in female (1.3% to 2.8% declines) than in male (1.1% to 1.7%). Furthermore, 
it was observed that the notable decline in the proximal femur bone strength began 
in the mid-40s in female whereas it started a decade later in male. [567] Similarly, 
Keyak et al. (2020) reported that the larger decline in the proximal femur bone 
strength (= fracture onset load) in the fall configuration from age 30 to 90 years in 
female (~65-70%, from ~1900 N to ~600 N) than in male (~45%, from ~2000 N 
to ~1100 N) based on the same cohort [568]. These results confirmed not only the 
age-dependent decline in the proximal femur bone strength, but the rate of its loss 
is higher in females. Together with the approximately twice higher likelihood of fall 
in female than in male [379–382], this also explains why more females experience 
the hip fractures than males. 

Next, the FE models can predict experimental fracture load more accurately than 
DXA- or QCT-derived a/vBMD-based predictions (R2 of 0.77-0.80, 0.55-0.69, and 
0.65-0.72, respectively) [484,485,570,571]. Besides, the classification performance of 
hip fracture cases out of non-cases (AUC) was higher by FE models than by 
proximal femur, femoral neck, or trochanteric aBMDs, especially when multiple fall 
configurations (directions) were simulated (AUC = 0.77-0.88 vs. 0.73-0.79 by FE 
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hip fracture cases out of non-cases (AUC) was higher by FE models than by 
proximal femur, femoral neck, or trochanteric aBMDs, especially when multiple fall 
configurations (directions) were simulated (AUC = 0.77-0.88 vs. 0.73-0.79 by FE 
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models and aBMD, respectively) [66,67]. These suggest the high potential of the FE 
models for its clinical use. Furthermore, the fracture initiation at superolateral cortex 
of femoral neck due to substantially thin cortex and unusually high compressive 
loading in the fall (onto the greater trochanter) configuration was well reproduced 
by numerous FE modeling studies [41,43,45–47,50,64,505,521,548,572].  

Importantly, the beneficial effect of (long-term) specific exercise loading on 
proximal femur bone has also been explored but in a few FE modeling studies [61–
63]. Warden, Fuchs, and their colleagues (2020, 2021) reported that, compared to 
non-dominant leg, the long-term (> 6 years) impact loading induced from baseball 
or softball pitching resulted in 13% and 11% higher FE-predicted proximal femur 
bone strength (the fracture onset load) for the fall (onto the greater trochanter) 
configuration in the dominant leg in young adult males (aged 18-30 years) and 
females (aged 18-25 years), respectively [62,63]. 

Also, the effects of glucocorticoid and anti-osteoporosis drugs [such as 
Denosumab, parathyroid hormone (PTH), and alendronate] on proximal femur 
bone strength in the fall configuration have been studied with the FE models [573–
575]. For example, Lian et al. (2005) reported that a >1 year glucocorticoid treatment 
in postmenopausal females aged over 50 years has a detrimental effect on the FE-
predicted bone strength (= ultimate fracture load, reduced by 16 %) [573]. In 
contrast, a 36-month (once every 6 months) Denosumab treatment in osteoporotic 
individuals (aBMD T-score < -2.5, aged between 60 and 90 years) increased the FE-
predicted bone strength (= ultimate fracture load) by 8-9 % compared to their 
baseline values [574,575]. Furthermore, Keaveny et al. (2008) showed that a 2-year 
treatment of PTH, alendronate, or their combination can slightly improve the FE-
predicted bone strength (= ultimate fracture load) by 4-8 % compared to baseline in 
the postmenopausal osteoporotic females (aged 55-85 years) [576].  

Lastly, the negative effect of micro- or nongravitational environment from the 
long-term spaceflights [e.g., missions in the International Space Station (ISS)] on the 
proximal femur bone strength and the effect of in-flight exercise program on 
prevention of the decline in bone strength have also been explored with the FE 
models by Keyak and her colleagues [577–579]. They investigated pre- and post-
spaceflight proximal femur bone strength (= fracture onset load) of 10 male and 1 
female ISS astronauts (aged 40-55 years, flight durations ranged from 4.3 to 6.5 
months). Regardless of exercises the astronauts performed to maintain their bone 
strength [2h/day, 4 days/week including treadmill running at 0.6G, cycling, squat, 
and some resistance exercises using the interim Resistive Exercise Device (iRED, 
the maximum loading capability up to 1334 N)], the FE-predicted proximal femur 
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bone strength in the fall configuration declined by 2.0% (0.6% to 3.9%) per each 
month during the spaceflight. Such decline was substantially greater than their 
monthly decline in the proximal femur aBMD (1.2% decline on average, ranged 0.4% 
to 1.8%). An average reduction in the proximal femur bone strength after 4.3 to 6.5 
months spaceflight was ~12%. Such reduction is certainly considerable and is even 
equivalent to 27% of the lifetime loss. [577] Thankfully, in-spaceflight exercises were 
found to mitigate such substantial reduction of the proximal femur bone strength 
and apparently the magnitude of loading appeared a key factor. Sibonga et al. (2019) 
found that the ~6-month in-spaceflight exercise using the Advanced Resistive 
Exercise Device (ARED, the maximum loading capability up to 2669 N) resulted in 
significantly less decline in the FE-predicted proximal femur bone strength (= 
ultimate fracture load) in the fall configuration (by ~4% decline compared to the 
pre-flight strength) than using iRED (by ~10% decline) [579]. 
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2.6.10 Sectional Summary – Prediction of Fracture Load by Different Proximal 
Femur FE Models 

The FE modeling studies which reported both experimentally measured and FE-
predicted fracture loads in the fall configuration, and their correlations (R2) as the 
accuracy of the FE models predicting the experimental loads are summarized in 
Table 7. The FE model specifications such as its linearity (linear or nonlinear), 
an/isotropic and in/homogeneous material property assignment, and simulation 
types (quasi-static or dynamic) are also listed. Based on this table, several points are 
noteworthy. 

First, the FE-predicted mean fracture onset loads ranged from ~1700 N to 3100 
N in the fall configuration in people aged 52-92 years old [50,64]. These values 
appeared slightly lower than the FE-predicted ultimate fracture loads (~2000-3900 
N) in the similar aged people (46-100 years old) [45,65,503,513,524–526,529,563]. 
This is in line with the assumption mentioned earlier that the FE-predicted fracture 
onset load is likely smaller than the ultimate fracture load (the peak force). 

Next, theoretically speaking, an anisotropic and/or dynamic FE modeling of the 
proximal femur in the fall configuration is undoubtedly more realistic simulation. 
However, despite its higher computational cost, the accuracy of predicting the 
experimental fracture loads by the anisotropic or dynamic FE models (R2: ≤ 0.86 
and ≤ 0.85, respectively) [482,513,526,562,563] were not different from those by the 
isotropic or quasi-static FE models (Table 7). Besides, the good accuracy (above-
mentioned R2 of 0.85) reported by the dynamic model by Fleps et al. (2019) was for 
predicting the experimentally measured fall-induced impact force (imposed on the 
lateral surface of the hip) instead of the fracture load (the load applied on the 
proximal femur surface) [482]. In contrast, the accuracy of predicting the fracture 
load was reported no greater than R2 of 0.56 by the dynamic FE models by Ariza et 
al. (2015) and Enns-Bray et al. (2018) [513,526]. 

Furthermore, the accuracies (R2) of the nonlinear FE models to predict the 
experimental fracture loads appeared comparable to those by the linear models 
despite, again, its higher computational cost. The R2 of 0.81-0.90 are reported by the 
linear FE models (for predicting both fracture onset and ultimate loads) [50,64,503] 
whereas R2 of 0.78-0.87 were reported by the nonlinear FE models (Table 7) 
(NOTE: R2 from only the isotropic and quasi-static FE models are compared here) 
[45,65,524,525,529]. Importantly, the fracture onset loads were predicted quite 
accurately by the linear FE models (R2 of 0.81-0.90) [50,64].  
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Lastly, the homogeneous material property assignment (two-material model) was 
not used in any of those FE modeling studies which compared the FE-predicted 
fracture loads with the experimental values (Table 7). As mentioned earlier, Taddei 
et al. (2006) reported that the accuracy of predicting the experimentally measured 
stresses by the homogeneous FE model is only slightly lower than the 
inhomogeneous model (R2: 0.89 and 0.91, respectively). However, again, the 
accuracies of predicting the experimentally measured strains and fracture loads were 
not measured in this FE modeling study. Besides, only the physiological loading 
conditions (e.g., single leg stance) were simulated using a single cadaveric femur. 
[112] Therefore, additional studies are necessary to validate the use of homogeneous 
material properties in the proximal femur FE models in predicting the (experimental) 
strain and fracture load based on the stress- and strain-based failure criteria in the 
fall (onto the greater trochanter) configuration with a larger sample size. To 
summarize, the density-based inhomogeneous isotropic, linear, or nonlinear quasi-
static proximal femur FE models appear the adequate choice to predict the fall-
induced hip fracture loads to this day. 
  



 

130 

2.6.10 Sectional Summary – Prediction of Fracture Load by Different Proximal 
Femur FE Models 

The FE modeling studies which reported both experimentally measured and FE-
predicted fracture loads in the fall configuration, and their correlations (R2) as the 
accuracy of the FE models predicting the experimental loads are summarized in 
Table 7. The FE model specifications such as its linearity (linear or nonlinear), 
an/isotropic and in/homogeneous material property assignment, and simulation 
types (quasi-static or dynamic) are also listed. Based on this table, several points are 
noteworthy. 

First, the FE-predicted mean fracture onset loads ranged from ~1700 N to 3100 
N in the fall configuration in people aged 52-92 years old [50,64]. These values 
appeared slightly lower than the FE-predicted ultimate fracture loads (~2000-3900 
N) in the similar aged people (46-100 years old) [45,65,503,513,524–526,529,563]. 
This is in line with the assumption mentioned earlier that the FE-predicted fracture 
onset load is likely smaller than the ultimate fracture load (the peak force). 

Next, theoretically speaking, an anisotropic and/or dynamic FE modeling of the 
proximal femur in the fall configuration is undoubtedly more realistic simulation. 
However, despite its higher computational cost, the accuracy of predicting the 
experimental fracture loads by the anisotropic or dynamic FE models (R2: ≤ 0.86 
and ≤ 0.85, respectively) [482,513,526,562,563] were not different from those by the 
isotropic or quasi-static FE models (Table 7). Besides, the good accuracy (above-
mentioned R2 of 0.85) reported by the dynamic model by Fleps et al. (2019) was for 
predicting the experimentally measured fall-induced impact force (imposed on the 
lateral surface of the hip) instead of the fracture load (the load applied on the 
proximal femur surface) [482]. In contrast, the accuracy of predicting the fracture 
load was reported no greater than R2 of 0.56 by the dynamic FE models by Ariza et 
al. (2015) and Enns-Bray et al. (2018) [513,526]. 

Furthermore, the accuracies (R2) of the nonlinear FE models to predict the 
experimental fracture loads appeared comparable to those by the linear models 
despite, again, its higher computational cost. The R2 of 0.81-0.90 are reported by the 
linear FE models (for predicting both fracture onset and ultimate loads) [50,64,503] 
whereas R2 of 0.78-0.87 were reported by the nonlinear FE models (Table 7) 
(NOTE: R2 from only the isotropic and quasi-static FE models are compared here) 
[45,65,524,525,529]. Importantly, the fracture onset loads were predicted quite 
accurately by the linear FE models (R2 of 0.81-0.90) [50,64].  

 

131 

Lastly, the homogeneous material property assignment (two-material model) was 
not used in any of those FE modeling studies which compared the FE-predicted 
fracture loads with the experimental values (Table 7). As mentioned earlier, Taddei 
et al. (2006) reported that the accuracy of predicting the experimentally measured 
stresses by the homogeneous FE model is only slightly lower than the 
inhomogeneous model (R2: 0.89 and 0.91, respectively). However, again, the 
accuracies of predicting the experimentally measured strains and fracture loads were 
not measured in this FE modeling study. Besides, only the physiological loading 
conditions (e.g., single leg stance) were simulated using a single cadaveric femur. 
[112] Therefore, additional studies are necessary to validate the use of homogeneous 
material properties in the proximal femur FE models in predicting the (experimental) 
strain and fracture load based on the stress- and strain-based failure criteria in the 
fall (onto the greater trochanter) configuration with a larger sample size. To 
summarize, the density-based inhomogeneous isotropic, linear, or nonlinear quasi-
static proximal femur FE models appear the adequate choice to predict the fall-
induced hip fracture loads to this day. 
  



 

132 

Table 7.  Comparisons of different proximal femur FE model types 
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Table 7.  Comparisons of different proximal femur FE model types 
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2.7 Computational Anatomy 

In the previous sections, the age-dependent changes in the femoral neck in relation 
to the fall-induced hip fracture risk (particularly on femoral neck fracture) and the 
effect of various exercises on the proximal femur bone were discussed. For example, 
regarding the former aspect, substantial superolateral cortical thinning with aging 
due to the asymmetric loading from the predominant daily physical activity such as 
walking was found associated with the fall-induced hip fracture [35,37–40,392,396]. 
Such cortical thinning leads to the failure of the superolateral femoral neck due to 
the compressive yielding or buckling in the fall (onto the greater trochanter) 
configuration [37,38,396]. Besides, the supporting trabecular bone structure under 
the superolateral cortex also deteriorates with aging, contributing further to the 
fragility of the proximal femur [104,399]. With respect to the latter aspect, numerous 
observational studies of athletes and nonathletic controls showed that the long-term 
weight-bearing H-I and/or O-I loadings from the childhood/adolescent to young 
adulthood can induce the beneficial osteogenic adaptation within proximal femur 
reflected in aBMD, BMC, and structural variables in the femoral neck (e.g., CSA, Z, 
and buckling ratio) [56–58,60,273,275,312–315,317]. Importantly, young adult 
female athletes with the history of these impact exercise loadings had the thicker 
cortex at the fracture-prone superolateral cortex compared to the controls to some 
extent [60], suggesting the potential of these impact exercise loading types to prevent 
the hip fractures. Moreover, the osteogenic effect of these impact loadings within 
the proximal femur have also been confirmed at least for aBMD and BMC by (R)CTs 
regardless of age [299,305,344,351,352,354–356,364]. However, these observations 
and nearly all studies discussed so far (in Section 2 - Literature Review) were limited 
to either the 2D planar analyses of cross-sectional images or 3D analyses of up to a 
few millimeter-thick image volume (e.g., mid-femoral neck volume) based on DXA, 
QCT, and/or MRI except for a few exceptions [61–63,345]. Therefore, more 
comprehensive 3D analyses on whole structure of proximal femur/femoral neck and 
spatial distribution of bone within its structure were not explored, to author’s 
knowledge, at least until year ~2010. 

To address this issue, for the last two decades, a set of image-analyzing algorithms 
called computational anatomy (originally developed for brain imaging analysis) has 
been adopted into bone research. This method models anatomical structures of bone 
from each individual (acquired from the medical image scans) as 3D curves, feature 
maps, surfaces, and volume to aim to merge them across the study participants in a 
standardized space. This enables to perform 3D spatial statistical analyses on bone’s 
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structure and distribution of bone. Consequently, 3D visual examination of, for 
example, the followings becomes possible: the effect of anti-osteoporotic drug or 
exercise on the bone health; and the effect of structural defect within proximal femur 
on its strength between the hip fracture patients and healthy individuals. [580,581] 
The typical procedures in the computational anatomy are briefly explained first. 

First, anatomic feature variables (e.g., cortical thickness and vBMD) are calculated 
at every location across the selected bone (e.g., proximal femur) of each individual 
based on the medical image scans. Then, the individual bone scans with these 
computed features are registered into a standardized space by spatial normalization 
so that same anatomic locations (e.g., a tip of the greater trochanter) are 
corresponded each other between different individuals’ bones and subsequently 
spatial comparison of these anatomic features becomes possible between the 
individuals/groups. This spatial normalization is typically achieved through 
following three steps: 1) creating or choosing the standardized space, 2) performing 
the affine transformation to correct for size, translation, and rotation of the 
individual scans so that they are rearranged to fit the standardized space, and 3) 
adjusting the remaining anatomical variabilities by nonlinear registration of the 
individual rearranged scans. Typically, the last two steps are performed together. 
Next, 3D statistical feature maps are created for the registered anatomic feature 
variables in the standardized space via a method like statistical parametric mapping 
(SPM) or Student’s t test statistical maps (T-maps). These methods result in the 
spatial presentation of regional statistical differences of the featured variables, 
mapped with either p-values or t-values. This allows the visual detection of the region 
where statistically significant differences in the selected anatomic feature variables 
(e.g., cortical thickness and vBMD) are present, for example, between groups (hip 
fracture patients vs. healthy individuals) in the cross-sectional study or between 
baseline and follow-up in the longitudinal study. To study the proximal femur 
anatomy, several computational anatomy methods have been developed based on 
the (Q)CT scans: for example, cortical bone mapping (CBM), voxel-based 
morphometry (VBM), and tensor-based morphometry (TBM). [580,581] The 
following sections will briefly explain each of these methods and their applications 
in the hip fracture research. To be in line with the topic of the present doctoral 
research, their applications in investigating the effect of exercise on the proximal 
femur will be discussed in the end. 
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2.7.1 Cortical Bone Mapping (CBM) 

Cortical bone mapping (CBM) enables the measurement of the following variables: 
cortical thickness (in mm), cortical mass surface density (in mg/cm2, the cortical 
mass per unit cortical surface area), cortical vBMD (in mg/cm3, the cortical mass per 
unit cortical volume), and endocortical (or endosteal) trabecular vBMD (in mg/cm3, 
the average volumetric trabecular bone density close to the endocortical surface). In 
CBM, the segmentation of the obtained (Q)CT images of each study participant is 
first performed to create a triangulated surface mesh consisting of 5,000-15,000 
vertices, which are distributed uniformly over the surface of proximal femur. Next, 
the measurement of the CBM data (above-mentioned four variables) is performed 
at each of these vertices based on the CT data. The triangulated surface mesh with 
this CBM data of each proximal femur is registered into a canonical femoral surface 
(a standardized space in CBM) prior to the SPM. This canonical femoral surface 
represents an averaged proximal femoral surface constructed based on hundreds of 
femora. [582–585] The further details on the CBM method can be found in the 
studies by Treece et al. (2010, 2012, and 2015) [583–585]. 

Using CBM on clinical CT scans, Poole, Treece, and their colleagues (2012, 2015, 
2017) compared the proximal femur structure and spatial distribution of bone 
between hip fracture cases (femoral neck and trochanteric fractures) and non-cases 
in the old population aged over 65 years [582,586,587]. They reported that the old 
people with femoral neck and trochanteric hip fractures had substantially thinner 
cortical walls (up to 20-30%) at femoral neck and trochanteric regions, respectively, 
compared to their age-matched controls. A particularly important finding was that 
there was a thumbnail-sized patch of focal osteoporosis (significantly up to 20-30% 
less cortical thickness compared to controls, p < 0.05) at the fracture-prone superior 
femoral neck cortex (especially at the head-neck junction) in the femoral neck 
fracture cases (Figure 34, showing only female data). [582,586]. 
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Figure 34.  CBM example 1 – Comparison of 3D cortical thickness distribution between females with 
femoral neck fracture and age-matched controls. (Left) A feature map showing the 
between-group mean % difference in the cortical thickness. (Right) Another map showing 
statistically significant (p < 0.05) between-group difference in the cortical thickness. 
(Adapted under CC BY 4.0 license from Poole et al. (2012) [586] © 2012 Poole et al.) 

Furthermore, the cortical mass surface density was reported to be ~15-20% lower 
in this region in the femoral neck fracture cases of both sexes [582,587]. This patch 
of the lower cortical mass surface density extends around inferior femoral neck, and 
toward the anterior part of trochanter, especially in the female cases (A in Figure 
35). The female trochanteric fracture cases had significantly >15% lower focal 
cortical deficit (cortical mass surface density) similar to femoral neck fracture cases 
but covering wider area of the superior femoral neck, and lateral trochanter (C in 
Figure 35). [587] Also, compared to the age-matched controls, endocortical 
trabecular vBMD was significantly >20-30% lower at the superolateral femoral neck, 
distal inferoposterior femoral neck, and some anterior aspect and inferoposterior 
aspect of the greater trochanter in the femoral neck fracture cases of both sexes [B 
in Figure 35 (showing only female data)] and throughout almost whole proximal 
femur except for the medial aspect of femoral head in trochanteric fracture cases [D 
in Figure 35 (showing only female data)] [582,587]. Importantly, compared to DXA-
based aBMD, the CBM variables (cortical mass surface density and endocortical 
trabecular vBMD) improved hip fracture discriminating ability (AUC in ROC) as 
follows: from 0.76 to 0.82 and 0.71 to 0.77 for the femoral neck and trochanteric 
fractures in the old males (aged > 65 years), respectively [582]; from 0.77 to 0.84 and 
from 0.74 to 0.82 in the old females (aged > ~65-70 years), respectively [587]. This 
suggests the high potential of CBM for its clinical use. 
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at each of these vertices based on the CT data. The triangulated surface mesh with 
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people with femoral neck and trochanteric hip fractures had substantially thinner 
cortical walls (up to 20-30%) at femoral neck and trochanteric regions, respectively, 
compared to their age-matched controls. A particularly important finding was that 
there was a thumbnail-sized patch of focal osteoporosis (significantly up to 20-30% 
less cortical thickness compared to controls, p < 0.05) at the fracture-prone superior 
femoral neck cortex (especially at the head-neck junction) in the femoral neck 
fracture cases (Figure 34, showing only female data). [582,586]. 
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Figure 34.  CBM example 1 – Comparison of 3D cortical thickness distribution between females with 
femoral neck fracture and age-matched controls. (Left) A feature map showing the 
between-group mean % difference in the cortical thickness. (Right) Another map showing 
statistically significant (p < 0.05) between-group difference in the cortical thickness. 
(Adapted under CC BY 4.0 license from Poole et al. (2012) [586] © 2012 Poole et al.) 

Furthermore, the cortical mass surface density was reported to be ~15-20% lower 
in this region in the femoral neck fracture cases of both sexes [582,587]. This patch 
of the lower cortical mass surface density extends around inferior femoral neck, and 
toward the anterior part of trochanter, especially in the female cases (A in Figure 
35). The female trochanteric fracture cases had significantly >15% lower focal 
cortical deficit (cortical mass surface density) similar to femoral neck fracture cases 
but covering wider area of the superior femoral neck, and lateral trochanter (C in 
Figure 35). [587] Also, compared to the age-matched controls, endocortical 
trabecular vBMD was significantly >20-30% lower at the superolateral femoral neck, 
distal inferoposterior femoral neck, and some anterior aspect and inferoposterior 
aspect of the greater trochanter in the femoral neck fracture cases of both sexes [B 
in Figure 35 (showing only female data)] and throughout almost whole proximal 
femur except for the medial aspect of femoral head in trochanteric fracture cases [D 
in Figure 35 (showing only female data)] [582,587]. Importantly, compared to DXA-
based aBMD, the CBM variables (cortical mass surface density and endocortical 
trabecular vBMD) improved hip fracture discriminating ability (AUC in ROC) as 
follows: from 0.76 to 0.82 and 0.71 to 0.77 for the femoral neck and trochanteric 
fractures in the old males (aged > 65 years), respectively [582]; from 0.77 to 0.84 and 
from 0.74 to 0.82 in the old females (aged > ~65-70 years), respectively [587]. This 
suggests the high potential of CBM for its clinical use. 
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Figure 35.  CBM example 2 – Comparisons of 3D distributions of 1) cortical mass surface density and 
2) endocortical trabecular vBMD between female femoral neck/trochanteric fracture cases 
and controls. Cortical mass surface density (abbreviated as CMSD) map (A) and 
endocortical trabecular vBMD (abbreviated as ECTD) map (B) between the femoral neck 
fracture cases and controls. CMSD map (C) and ECTD map (D) between the trochanteric 
fracture cases and controls. The % and statistically significant (p < 0.05) between-group 
differences of these variables are presented. In this figure, statistically nonsignificant (p > 
0.05) differences compared to the controls are displayed gray. (Adapted under CC BY 4.0 
license from Poole et al. (2017) [587] © 2016 The Authors. Published by Elsevier Inc.) 

2.7.2 Voxel-based Morphometry (VBM) 

Voxel-based morphometry (VBM) enables mapping of 3D spatial distribution of 
vBMD. Hounsfield units (HU) of obtained CT scans were first converted to QCT 
density (equivalent 𝐾𝐾2𝑂𝑂𝑃𝑃𝑃𝑃4  density or concentration of calcium hydroxyapatite) 
based on the calibration phantoms. Subsequently, the QCT density values are 
converted into vBMD. Next, 3D representations of proximal femur bone shape are 
obtained by the segmentation of proximal femur contours prior to its registration 
into a minimum deformation template (MDT, a standardized space in VBM) by 
spatial normalization. This MDT characterizes the average size and shape of 
proximal femora from a selected study cohort and is created by multiresolution 
affine and nonlinear transformation. To ensure the continuity of the spatial 
distribution of vBMD across proximal femur, spatially normalized and calibrated 
images were smoothed by a filtering method like an isotropic gaussian kernel. Similar 
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to SPM in CBM, statistical differences in the spatial distribution of vBMD between 
groups were analyzed by creating Student’s t test statistical maps (T-maps) with a 
general linear model approach. [397,588] 

Using VBM, Carballido-Gamio et al. (2013) demonstrated the effect of aging on 
the spatial distribution of bone within the proximal femur. The spatial vBMD 
difference between young (aged < 45 years, mean 34.1 years), middle-age (aged < 59 
years, mean 51.9 years), and older American females (aged ≥ 60 years, mean 72.5 
years) and its T-map are presented in Figure 36. They demonstrate the 3D age-
dependent rapid bone loss in the superior cortex, medial aspect of the femoral head, 
and trabecular bone in the femoral neck and trochanteric regions. In contrast, the 
vBMD in the load-bearing inferior femoral neck was largely preserved with aging. 
This was coincided with regions where FE-derived high vonMises stresses (Figure 
36) were observed in the single-leg stance configuration. This suggests that walking 
as the predominant daily mechanical loading led to the preservation of bone at the 
load-bearing inferior femoral neck. [397] 

Furthermore, they compared the spatial vBMD distribution between older 
Icelandic females with hip fractures and their age-matched controls without hip 
fractures (aged > 67 years, mean 79 years). In proximal femora of the female hip 
fracture patients compared to those of the female controls, there were large areas of 
the significantly lower vBMD in the fracture-prone superior and load-bearing 
inferior femoral neck cortex, and in the trabecular bone in the intertrochanteric 
region (Figure 37). Importantly, their FE simulation demonstrated that these 
superior femoral neck and intertrochanteric regions coincide with where the higher 
von Mises stresses and lower (more compressive) minimum principal (compressive) 
strains were observed in the fall (onto the greater trochanter) configuration (Figure 
37). This suggests that these deficits likely contribute to the hip fracture. [397] 

Lastly, using VBM and surface SPM (which maps cortical features such as the 
cortical thickness, cortical vBMD, and endocortical trabecular vBMD, similar to 
CBM) [589], Yu, Carballido-Gamio, and their colleagues (2017) investigated the 
differences in the spatial vBMD distribution and cortical features between old 
Chinese females with femoral neck fractures (mean age: 71 years) and trochanteric 
fractures (mean age: 76 years). Compared to the femoral neck fracture cases, those 
with trochanteric fractures had the significantly lower vBMD (incl. cortical and 
endocortical vBMD) in the greater trochanter. In contrast, the femoral neck fracture 
cases had significantly thinner superior femoral cortex compared to the trochanteric 
cases. [590] Importantly, these 3D-based results are closely in line with the previous 
2D-based studies which suggested that, in the fall, the femoral neck fractures are 
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Figure 35.  CBM example 2 – Comparisons of 3D distributions of 1) cortical mass surface density and 
2) endocortical trabecular vBMD between female femoral neck/trochanteric fracture cases 
and controls. Cortical mass surface density (abbreviated as CMSD) map (A) and 
endocortical trabecular vBMD (abbreviated as ECTD) map (B) between the femoral neck 
fracture cases and controls. CMSD map (C) and ECTD map (D) between the trochanteric 
fracture cases and controls. The % and statistically significant (p < 0.05) between-group 
differences of these variables are presented. In this figure, statistically nonsignificant (p > 
0.05) differences compared to the controls are displayed gray. (Adapted under CC BY 4.0 
license from Poole et al. (2017) [587] © 2016 The Authors. Published by Elsevier Inc.) 

2.7.2 Voxel-based Morphometry (VBM) 

Voxel-based morphometry (VBM) enables mapping of 3D spatial distribution of 
vBMD. Hounsfield units (HU) of obtained CT scans were first converted to QCT 
density (equivalent 𝐾𝐾2𝑂𝑂𝑃𝑃𝑃𝑃4  density or concentration of calcium hydroxyapatite) 
based on the calibration phantoms. Subsequently, the QCT density values are 
converted into vBMD. Next, 3D representations of proximal femur bone shape are 
obtained by the segmentation of proximal femur contours prior to its registration 
into a minimum deformation template (MDT, a standardized space in VBM) by 
spatial normalization. This MDT characterizes the average size and shape of 
proximal femora from a selected study cohort and is created by multiresolution 
affine and nonlinear transformation. To ensure the continuity of the spatial 
distribution of vBMD across proximal femur, spatially normalized and calibrated 
images were smoothed by a filtering method like an isotropic gaussian kernel. Similar 
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to SPM in CBM, statistical differences in the spatial distribution of vBMD between 
groups were analyzed by creating Student’s t test statistical maps (T-maps) with a 
general linear model approach. [397,588] 

Using VBM, Carballido-Gamio et al. (2013) demonstrated the effect of aging on 
the spatial distribution of bone within the proximal femur. The spatial vBMD 
difference between young (aged < 45 years, mean 34.1 years), middle-age (aged < 59 
years, mean 51.9 years), and older American females (aged ≥ 60 years, mean 72.5 
years) and its T-map are presented in Figure 36. They demonstrate the 3D age-
dependent rapid bone loss in the superior cortex, medial aspect of the femoral head, 
and trabecular bone in the femoral neck and trochanteric regions. In contrast, the 
vBMD in the load-bearing inferior femoral neck was largely preserved with aging. 
This was coincided with regions where FE-derived high vonMises stresses (Figure 
36) were observed in the single-leg stance configuration. This suggests that walking 
as the predominant daily mechanical loading led to the preservation of bone at the 
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Furthermore, they compared the spatial vBMD distribution between older 
Icelandic females with hip fractures and their age-matched controls without hip 
fractures (aged > 67 years, mean 79 years). In proximal femora of the female hip 
fracture patients compared to those of the female controls, there were large areas of 
the significantly lower vBMD in the fracture-prone superior and load-bearing 
inferior femoral neck cortex, and in the trabecular bone in the intertrochanteric 
region (Figure 37). Importantly, their FE simulation demonstrated that these 
superior femoral neck and intertrochanteric regions coincide with where the higher 
von Mises stresses and lower (more compressive) minimum principal (compressive) 
strains were observed in the fall (onto the greater trochanter) configuration (Figure 
37). This suggests that these deficits likely contribute to the hip fracture. [397] 

Lastly, using VBM and surface SPM (which maps cortical features such as the 
cortical thickness, cortical vBMD, and endocortical trabecular vBMD, similar to 
CBM) [589], Yu, Carballido-Gamio, and their colleagues (2017) investigated the 
differences in the spatial vBMD distribution and cortical features between old 
Chinese females with femoral neck fractures (mean age: 71 years) and trochanteric 
fractures (mean age: 76 years). Compared to the femoral neck fracture cases, those 
with trochanteric fractures had the significantly lower vBMD (incl. cortical and 
endocortical vBMD) in the greater trochanter. In contrast, the femoral neck fracture 
cases had significantly thinner superior femoral cortex compared to the trochanteric 
cases. [590] Importantly, these 3D-based results are closely in line with the previous 
2D-based studies which suggested that, in the fall, the femoral neck fractures are 
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likely due to the structural deficits (thin cortical wall) at the superolateral femoral 
neck [37–40] whereas the trochanteric fractures are most likely attributed to the low 
trochanteric aBMD [372,405–409]. 

 

Figure 36.  VBM example 1 – The effect of age on 1) spatial distribution of vBMD and 2) FE-derived 
stress and strain distributions in a single leg stance configuration. 3D feature map 
displaying spatial vBMD difference between young and middle-age American females (A); 
between young and older American females (B); and between young and older Icelandic 
control females without hip fractures (C). VBM-vBMD T-maps at the mid-coronal cross-
section between young and middle-age American females (D); and between young and 
older American females (E). In these maps, the voxels were displayed transparently if no 
vBMD differences were found. Positive difference and T values mean the higher vBMD in 
the younger females compared to the older females. FE-derived von-Mises stress (F) and 
minimum principal (compressive) strain (G) distributions at the mid-coronal cross-section 
in a control female in a single-leg stance configuration, respectively. (Reprinted, with 
permission, from Carballido-Gamio et al. (2013) [397] © 2013 American Society for Bone 
and Mineral Research).  
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Figure 37.  VBM example 2 – Differences in 1) spatial distribution of vBMD and 2) FE-derived stress 
and strain distributions between the old Icelandic females with and without hip fractures. 
3D feature map displaying the spatial vBMD difference between older Icelandic female 
fracture cases and controls (A); and the rotated version of A (B). VBM-derived vBMD T-
map at the mid-coronal cross-section between older Icelandic female fracture cases and 
controls (C); and the rotated version of C (D). In these maps, the voxels were displayed 
transparently if no vBMD differences were found. Positive difference and T values mean 
the higher vBMD in the controls compared to the hip fracture cases. FE-derived von-Mises 
stresses (E) and minimum principal (compressive) strain (F) at the mid-coronal cross-
section in a female with the hip fracture in a fall configuration, respectively. (Reprinted, 
with permission, from Carballido-Gamio et al. (2013) [397] © 2013 American Society for 
Bone and Mineral Research).  

2.7.3 Tensor-based Morphometry (TBM) 

Tensor-based morphometry (TBM) is a deformation-based shape analyzing 
technique using (Q)CT images, which can quantify local shape difference compared 
to the average-sized and -shaped proximal femur. TBM is similar to VBM by 
including the following similar procedures: image segmentation to create the 3D 
representation of the proximal femur, registration of segmented images to a 
standardized space (MDT, the average-sized and -shaped proximal femur 
representing a selected cohort) by spatial normalization, smoothing the normalized 
images by the filter method (e.g., an isotropic gaussian kernel method), and T-maps 



 

140 

likely due to the structural deficits (thin cortical wall) at the superolateral femoral 
neck [37–40] whereas the trochanteric fractures are most likely attributed to the low 
trochanteric aBMD [372,405–409]. 

 

Figure 36.  VBM example 1 – The effect of age on 1) spatial distribution of vBMD and 2) FE-derived 
stress and strain distributions in a single leg stance configuration. 3D feature map 
displaying spatial vBMD difference between young and middle-age American females (A); 
between young and older American females (B); and between young and older Icelandic 
control females without hip fractures (C). VBM-vBMD T-maps at the mid-coronal cross-
section between young and middle-age American females (D); and between young and 
older American females (E). In these maps, the voxels were displayed transparently if no 
vBMD differences were found. Positive difference and T values mean the higher vBMD in 
the younger females compared to the older females. FE-derived von-Mises stress (F) and 
minimum principal (compressive) strain (G) distributions at the mid-coronal cross-section 
in a control female in a single-leg stance configuration, respectively. (Reprinted, with 
permission, from Carballido-Gamio et al. (2013) [397] © 2013 American Society for Bone 
and Mineral Research).  
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Figure 37.  VBM example 2 – Differences in 1) spatial distribution of vBMD and 2) FE-derived stress 
and strain distributions between the old Icelandic females with and without hip fractures. 
3D feature map displaying the spatial vBMD difference between older Icelandic female 
fracture cases and controls (A); and the rotated version of A (B). VBM-derived vBMD T-
map at the mid-coronal cross-section between older Icelandic female fracture cases and 
controls (C); and the rotated version of C (D). In these maps, the voxels were displayed 
transparently if no vBMD differences were found. Positive difference and T values mean 
the higher vBMD in the controls compared to the hip fracture cases. FE-derived von-Mises 
stresses (E) and minimum principal (compressive) strain (F) at the mid-coronal cross-
section in a female with the hip fracture in a fall configuration, respectively. (Reprinted, 
with permission, from Carballido-Gamio et al. (2013) [397] © 2013 American Society for 
Bone and Mineral Research).  

2.7.3 Tensor-based Morphometry (TBM) 

Tensor-based morphometry (TBM) is a deformation-based shape analyzing 
technique using (Q)CT images, which can quantify local shape difference compared 
to the average-sized and -shaped proximal femur. TBM is similar to VBM by 
including the following similar procedures: image segmentation to create the 3D 
representation of the proximal femur, registration of segmented images to a 
standardized space (MDT, the average-sized and -shaped proximal femur 
representing a selected cohort) by spatial normalization, smoothing the normalized 
images by the filter method (e.g., an isotropic gaussian kernel method), and T-maps 
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using a general linear model. Unlike VBM, a displacement vector for each voxel 
during the nonlinear transformation in the spatial normalization is computed, 
describing the local anatomic variability. This results in dense maps of the 
displacement vectors known as deformation fields. TBM analyzes these deformation 
fields to construct 3D feature maps depicting the shape in the form of local volume 
changes. The Jacobian matrix (J) of the deformation is calculated for each voxel by 
taking spatial derivatives of the nonlinear deformation. Based on the determinant of 
the Jacobian matrix [det(J)], the local volume change around each voxel is evaluated 
[if det(J) = 1, no local volume change; if det(J) < 1, local volume contraction; if det(J) 
> 1, local volume expansion]. [398,591] 

Using TBM, Carballido-Gamio et al. (2013) investigated whether internal 
structural changes of the proximal femur are associated with aging and hip fractures, 
similar to their aforementioned study with VBM [397]. Compared to the young 
American females (aged < 45 years, mean 34.1 years), a particularly important 
observation was that proximal femora of the older American females (aged ≥ 60 
years, mean 72.5 years) had statistically significant 1) expansion of the central aspect 
of the trabecular bone compartment in the femoral neck and 2) contraction of the 
superior femoral neck cortical bone (Figure 38). These local changes were also 
observed in the old Icelandic females with hip fractures (aged > 67 years, mean 79 
years) compared to their age-matched controls, confirming their association with the 
hip fracture (Figure 38). The combination of these local volume changes results in 
the superior cortical thinning. [398] This cortical thinning and its association with 
hip fracture are consistent with previous findings of not only 2D analyses of femoral 
neck cross-section by Mayhew et al. (2005) and Poole et al. (2010), but also CBM-
based 3D analyses by Poole et al. (2012) and Treece et al. (2015) [38,40,582,586]. 
Furthermore, distinct from the age-related structural changes, Carballido-Gamio et 
al. (2013) observed that there was a focal contraction of superior femoral neck cortex 
and focal expansion of the trabecular bone compartment in the superior femoral 
neck in hip fracture cases, compared to the controls [398]. The location of these 
focal changes was closely in line with that of aforementioned thumbnail-sized patch 
of focal osteoporosis (20-30% thinner cortical wall, Figure 34) observed at the 
superior femoral neck cortex, particularly at the head-neck junction, identified by 
Poole, Treece, and their colleagues in their CBM studies [582,586] 
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Figure 38.  TBM example – 3D morphometric changes within proximal femur associated with aging 
and hip fracture. Internal views of the anterior half of the proximal femur are presented. (A) 
Local volume changes (expressed in T-value) associated with ~30-40 years of aging. (B) 
Local volume changes associated with hip fractures. Colors corresponding to the positive 
T-values mean the local volume expansion while those corresponding to the negative T-
values indicate the local volume contraction. (Reprinted, with permission, from Carballido-
Gamio et al. (2013) [398] © 2013 Elsevier Inc.)  

With VBM, TBM, and surface SPM, Marques, Carballido-Gamio, and their 
colleagues (2018) reported the effect of sex on the spatial vBMD distribution, and 
cortical structure in the old Icelandic people (aged 66-92 years). Particularly 
important observation was, compared to the male hip fracture cases, the female 
fracture cases had the following statistically significant lower values: 1) vBMD in the 
superior femoral neck, and intertrochanteric region; 2) cortical vBMD in anterior 
and posterior femoral neck and almost whole trochanteric region, 3) endocortical 
trabecular vBMD in the superior femoral neck and almost whole trochanteric region. 
This study showed the sex-difference in 3D bone structure and spatial distribution 
of bone in hip fracture cases and confirmed the importance of analyzing male and 
female fracture cases separately in the evaluation of hip fracture risk. [592] In 
addition to the approximately twice higher likelihood of fall [379–382] and the larger 
age-dependent decline in the FE-predicted proximal femur bone strength in the fall 
configuration in female [567,568], the above-mentioned results further explains why 
the hip fracture is more common in female than in male 

2.7.4 Application – Effect of Exercise on Proximal Femur 

With the computational anatomy methods described so far, the effects of exercise 
on proximal femur have been investigated. Using CBM, Allison et al. (2015) 
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using a general linear model. Unlike VBM, a displacement vector for each voxel 
during the nonlinear transformation in the spatial normalization is computed, 
describing the local anatomic variability. This results in dense maps of the 
displacement vectors known as deformation fields. TBM analyzes these deformation 
fields to construct 3D feature maps depicting the shape in the form of local volume 
changes. The Jacobian matrix (J) of the deformation is calculated for each voxel by 
taking spatial derivatives of the nonlinear deformation. Based on the determinant of 
the Jacobian matrix [det(J)], the local volume change around each voxel is evaluated 
[if det(J) = 1, no local volume change; if det(J) < 1, local volume contraction; if det(J) 
> 1, local volume expansion]. [398,591] 

Using TBM, Carballido-Gamio et al. (2013) investigated whether internal 
structural changes of the proximal femur are associated with aging and hip fractures, 
similar to their aforementioned study with VBM [397]. Compared to the young 
American females (aged < 45 years, mean 34.1 years), a particularly important 
observation was that proximal femora of the older American females (aged ≥ 60 
years, mean 72.5 years) had statistically significant 1) expansion of the central aspect 
of the trabecular bone compartment in the femoral neck and 2) contraction of the 
superior femoral neck cortical bone (Figure 38). These local changes were also 
observed in the old Icelandic females with hip fractures (aged > 67 years, mean 79 
years) compared to their age-matched controls, confirming their association with the 
hip fracture (Figure 38). The combination of these local volume changes results in 
the superior cortical thinning. [398] This cortical thinning and its association with 
hip fracture are consistent with previous findings of not only 2D analyses of femoral 
neck cross-section by Mayhew et al. (2005) and Poole et al. (2010), but also CBM-
based 3D analyses by Poole et al. (2012) and Treece et al. (2015) [38,40,582,586]. 
Furthermore, distinct from the age-related structural changes, Carballido-Gamio et 
al. (2013) observed that there was a focal contraction of superior femoral neck cortex 
and focal expansion of the trabecular bone compartment in the superior femoral 
neck in hip fracture cases, compared to the controls [398]. The location of these 
focal changes was closely in line with that of aforementioned thumbnail-sized patch 
of focal osteoporosis (20-30% thinner cortical wall, Figure 34) observed at the 
superior femoral neck cortex, particularly at the head-neck junction, identified by 
Poole, Treece, and their colleagues in their CBM studies [582,586] 
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Figure 38.  TBM example – 3D morphometric changes within proximal femur associated with aging 
and hip fracture. Internal views of the anterior half of the proximal femur are presented. (A) 
Local volume changes (expressed in T-value) associated with ~30-40 years of aging. (B) 
Local volume changes associated with hip fractures. Colors corresponding to the positive 
T-values mean the local volume expansion while those corresponding to the negative T-
values indicate the local volume contraction. (Reprinted, with permission, from Carballido-
Gamio et al. (2013) [398] © 2013 Elsevier Inc.)  
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female fracture cases separately in the evaluation of hip fracture risk. [592] In 
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configuration in female [567,568], the above-mentioned results further explains why 
the hip fracture is more common in female than in male 
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With the computational anatomy methods described so far, the effects of exercise 
on proximal femur have been investigated. Using CBM, Allison et al. (2015) 
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observed in a 12-month RCT that daily unilateral multidirectional hopping exercises 
significantly (p < 0.05) increased cortical mass surface density and endocortical 
trabecular vBMD in the proximal femur including the fracture-prone superolateral 
femoral neck (Figure 39): 6% increase in the cortical mass surface density at the 
superoposterior femoral neck and 10% increase in endocortical trabecular vBMD in 
the superior femoral neck in old males (aged 65-80 years) compared to their baseline 
values [346].  

 

Figure 39.  Application of CBM - The effect of 12-month daily unilateral multidirectional hopping 
exercise on the cortical mass surface density and endocortical trabecular vBMD within 
proximal femur. This figure shows the % differences in the cortical mass surface density 
(A) and endocortical trabecular vBMD (B) between at the baseline and follow-ups, 
respectively. (Reprinted, with permission, from Allison et al. (2015) [346] © 2015 American 
Society for Bone and Mineral Research).  

Similarly, using VBM, Lang et al. (2014) reported that a 16-week squats and 
deadlifts exercises intervention (4 sets per session, three times a week) significantly 
(p < 0.05) increased cortical vBMD on average by 12% in the anterior and posterior 
regions of femoral head and neck in male and female subjects (mean age: 36.1 years, 
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ranging 25-55 years), compared to their baseline values. However, based on their FE 
simulation of these proximal femur, it was demonstrated that that these beneficial 
adaptations did not translate into the higher proximal femur bone strength in the fall 
(onto the greater trochanter) configuration. Nonetheless, the effect of these exercise 
on the fall-induced hip fracture risk should remain inconclusive because of the short 
study duration (14 weeks). [61] 

Using VBM and CBM, Warden et al. (2020) and Fuchs et al. (2021) investigated 
the dominant-to-nondominant leg difference in 3D spatial distribution of vBMD 
and cortical structure in proximal femora of young male baseball pitchers (mean age: 
26.8 years, mean 18.1 years of playing), male long/high jumpers (mean age: 21.1 
years, mean 6.3 years of playing), and female softball pitchers (mean age: 20.4 years, 
mean 13.6 years of playing) to explore the effect of asymmetric exercise loading on 
the proximal femur [Figure 40 (only female pitchers’ cases shown)]. In the 
asymmetric exercise loadings, the dominant leg (e.g., the take-off leg in the jumping 
or the contralateral side of a throwing arm of the baseball or softball pitchers) 
experiences more impact-generating loading than the non-dominant leg. Although 
beneficial spatial adaptations in terms of vBMD and CBM-variables (cortical 
thickness, cortical vBMD, and endocortical trabecular vBMD) were observed in 
some parts of femoral head, inferior femoral neck, intertrochanteric, and/or greater 
trochanteric regions, there were no such apparent benefits at the fracture-prone 
superior femoral neck except for a few small patches of some higher values. 
Interestingly, the female pitchers even had a small area of the lower cortical vBMD, 
cortical thickness, and endocortical trabecular vBMD at the proximal-to-middle 
superoposterior femoral neck in the dominant side compared to the nondominant 
side (Figure 40). Nonetheless, these beneficial adaptations likely explain, at least 
partially, why both male and female pitchers had the higher proximal femur bone 
strengths in the fall (onto the greater trochanter) configuration in their dominant 
proximal femora compared to the non-dominant side. While the male pitchers had 
the 13% higher (p < 0.05) FE-predicted fracture onset load, the female pitchers had 
~11% and 5% higher fracture onset and ultimate fracture loads, respectively. In 
contrast, there was no such dominant-to-nondominant difference in the proximal 
femur bone strength in the male jumpers. The jumpers might have been exposed to 
more symmetric loading (e.g., during training). Besides, their duration of the 
asymmetric exercise loading (mean: 6 years) was at least twice shorter than those in 
the pitchers (~14-18 years). Therefore, it can be speculated that these may explain 
why the male jumper did not have the dominant-to-nondominant difference in their 
proximal femur bone strength. [62,63] 
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Figure 40.  Application of VBM and CBM – The dominant-to-nondominant leg differences in the spatial 
distribution of VBM-derived vBMD, CBM-derived cortical thickness, and cortical and 
endocortical trabecular vBMDs within proximal femur in the female softball pitchers. (A) 
VBM-derived vBMD T-map. (B) Cortical vBMD T-map. (C) Cortical thickness T-map. (D) 
Endosteal vBMD T-map. The statistically significant side differences are shown as T-maps 
where positive and negative t-values correspond to significantly higher and lower values in 
the dominant side than the nondominant side, respectively. (Adapted, with permission, 
from Fuchs et al. (2021) [63] © 2021 Elsevier Inc.) 

To summarize, with the computational anatomy methods, the RCT and 
observational studies confirmed 1) the beneficial 3D adaptations induced by some 
weight-bearing impact loading exercises within the proximal femur including the 
fracture-prone superolateral femoral neck, and 2) the higher proximal femur bone 
strengths in athletes with the impact loading histories. Thus, the exercise-induced 
beneficial spatial adaptations can likely translate into the reduction of hip fracture. 
Nonetheless, more research is certainly needed to investigate whether 1) other types 
of exercise can induce the beneficial spatial adaptation and 2) they can contribute to 
the higher proximal femur bone strength in the fracture-causing fall situation. 
  

 

147 

2.8 Summary of Literature Review 

Bone provides the structural framework for the body and enables the movements 
by acting as the lever arms for the muscle while resisting the mechanical loads 
[73,76,77]. Its mechanical properties depend on not only its heterogeneous density 
distribution [97,105–107,109,113,132] but also strain rate [97,98,128,131,132,141]. 
The bone is also an anisotropic material so that its mechanical properties vary 
depending on the direction of loading [89,106,108,158,159]. Furthermore, it is a 
mechanosensitive tissue adapting its mass, structure, and material properties to 
habitual mechanical loading environment [2,3]. Not all mechanical loading types are 
equally osteogenic, and the effectiveness may differ from one anatomical site to 
another [10–13]. In general, based on the animal experimental studies, the effective 
osteogenic mechanical loadings are the dynamic types [14,15] consisting of 
sufficiently high strain (loading) magnitude [16–18] generated at high strain rate [19–
21] or frequencies [22–24]. 

Effects of the various exercise-induced mechanical loading on human proximal 
femur bone properties such as bone mineral mass and density, and structural 
variables have been investigated in the numerous observational and (R)CT studies 
using non-invasive medical imaging such as DXA, QCT, and MRI. The weight-
bearing moderate-to-high vertical (H-I) and/or multidirectional (O-I) ground 
impact-generating exercise loadings (common in e.g., jumping/hopping, plyometrics, 
ball games, gymnastics, dancing) during childhood to young adulthood were found 
particularly effective to induce beneficial adaptations in the proximal femur reflected 
in aBMD, BMC, and femoral neck structure. [12,59,329–333,337,341,342] In 
contrast, the repetitive ground impact (R-I, e.g., endurance running) and high-
magnitude exercise loadings (H-M, e.g., weight- and powerlifting or high-intensity 
resistance trainings) were found less effective whereas the non-ground-impact, 
repetitive exercise loading (R-NI, e.g., swimming) was found ineffective during these 
periods [12,334–337]. Although the beneficial effect of these impact exercise 
loadings is smaller, these impact exercise loadings alone or the combined impact 
exercises with the H-M exercises were found effective to maintain the bone mass or 
induce the small cumulative gains after young adulthood [348,352,354–356]. In 
addition, the moderate R-I exercise loading (jogging combined with walking and stair 
climbing) was found likely effective [351] while the H-M exercise alone was found 
ineffective in the adulthood [349,350,353,356]. A particularly important finding in 
regard to the effect of specific exercise was that young adult female athletes with the 
history of these H-I and O-I exercise loading had the regionally thicker cortical bone 
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where positive and negative t-values correspond to significantly higher and lower values in 
the dominant side than the nondominant side, respectively. (Adapted, with permission, 
from Fuchs et al. (2021) [63] © 2021 Elsevier Inc.) 
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at the superolateral femoral neck to some extent [60], which is prone to fracture in 
the fall [37,44]. This suggests the potential of these impact exercise types to reduce 
the hip fracture incidents. However, there have been very few studies [61–63] which 
investigated whether these beneficial adaptations in proximal femur bone to specific 
exercise loading histories translate into reduced hip fracture risk. 

Hip fracture is the major public health problem [25] and common in people aged 
> 65 years [377], especially in female [27,28]. Importantly, over 90% of the hip 
fractures are caused by the fall [51–53] where the high impact force is applied to the 
posterolateral or lateral aspect of hip (greater trochanter). A mean fall-induced 
impact force of ~4200-5200 N has been estimated for an average individual based 
on the impact velocity, and pelvic stiffness and mass [462,474]. This high hip fracture 
incidence is due to the fall-induced unusual loading mechanism [37,44] and thinning 
of fracture-prone superolateral femoral neck cortex with aging, particularly at its 
posterior aspect [38,40]. Various factors are associated with the hip fracture risk 
[379,411]. The risk had been previously evaluated mainly by femoral neck aBMD 
alone or the assessment tools like FRAX which considers clinical risk factors 
with/without femoral neck aBMD [450–452]. However, it has been found that (FE-
derived) fracture load (proximal femur bone strength) can predict fall-induced hip 
fracture risk more accurately than these aBMD-based assessment or FRAX [66,67]. 
Therefore, the risk should also be evaluated by estimating the fracture load (= 
proximal femur bone strength that is equal to the minimum applied load to cause 
the fracture) since it enables the more comprehensive assessment by considering not 
only factors affecting the bone strength but also fall loading conditions [446]. 

The estimation of in vivo fall-induced hip fracture load can be realized by the FE 
modeling. Importantly, it was found that the FE-derived fracture load can predict 
the hip fracture risk more accurately than aBMD- and FRAX-based risk assessment 
[66,67]. Due to this, over the past last few decades, numerous research has been 
conducted to develop the accurate proximal femur FE models. The model linearity 
can vary either linear or nonlinear model depending on the desired fracture load 
types: fracture onset/yield load or ultimate fracture load, respectively. It was found 
that density-based inhomogeneous isotropic, linear, or nonlinear quasi-static FE 
models can predict the fracture load similarly or more accurately compared to the 
more realistic anisotropic or dynamic FE models, respectively. 
[45,50,64,65,482,503,513,524–526,529,562,563] 

The fall-induced fracture load and impact force vary depending on the direction 
of fall onto the greater trochanter or hip [46,48,66,467,505,548]. A fall is an 
unpredictable event. Thus, it is difficult to predict its direction and the weakest fall 
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direction is likely specific to each femur. Accordingly, several proximal femur FE 
modeling studies demonstrated the importance of simulating the multiple fall 
configurations (directions) with respect to assessing the hip fracture risk with the 
fracture load [66,67]. 

Lastly, nearly all hip fracture studies and those investigated the effect of various 
exercise loading on the proximal femur bone at least until year ~2010 were limited 
to either the 2D planar analyses of cross-sectional images or 3D analyses of up to a 
few millimeter-thick image volume (e.g., mid-femoral neck volume) based on DXA, 
QCT, and/or MRI. This issue was recently overcome by utilizing the computational 
anatomy methods such as CBM, VBM, and TBM in the bone research [580,581] 
which enables 3D analyses of bone. However, there has been very few studies [61–
63,346] which performed 3D analyses of proximal femur bone adaptation to specific 
exercise loading histories using the computational anatomy methods. 
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3 PURPOSE OF STUDY 

The purpose of the present doctoral research was to investigate whether the 
beneficial structural adaptations in proximal femur cortical bone in response to long-
term specific exercise loading from childhood to young adulthood translate into 
higher proximal femur bone strength to reduce hip fracture risk in a fall. The results 
were anticipated to help identify effective exercise types to prevent the fall-induced 
hip fractures. Utilizing proximal femur medical image data from young athletic 
females with distinct long-term exercise loading histories and their nonathletic 
control counterparts, this was first addressed by creating individual 3D proximal 
femur FE models in a single fall configuration (direction) and performing following 
subsequent analyses: 

• Publication I. Regional cortical stress analysis in the femoral neck was 
performed where octant-wise cortical stress on the femoral neck cross-
section in proximal, middle, and distal femoral neck regions were 
compared between each of the exercise loading groups and the control 
group. 

• Publication II. Hip fracture load was estimated for each proximal femur 
and subsequently its between-group comparison was performed. 
Additionally, the location and mode of fracture were analyzed. 

The athletic bones are adapted to the long-term specific exercise loadings 
characterized by not only the loading magnitude, rate, and frequency but also 
direction. Moreover, because a fall is an unpredictable event, it is difficult to forecast 
its direction and the weakest fall direction is likely specific to each femur. To address 
these aspects, the study was extended by performing: 

• Publication III. Individual proximal femur FE models were simulated 
in the multiple fall configurations (a total of 12 directions per each 
proximal femur) to examine whether the specific exercise-induced higher 
proximal femur bone strength (fracture load) depends on the direction 
of fall onto the greater trochanter. Concerning the latter aspect above, a 
minimum fall strength among the multiple fall directions was also 
obtained for each proximal femur. Consequently, their between-group 
comparisons were performed. 
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Long-term specific exercise-induced beneficial structural adaptation in the 
femoral neck cortical bone was observed in the same study participants in the 
previous research. However, the analyses were limited to 2D planar analyses of 
femoral neck cross-section. Therefore, it was of great interest to obtain information 
on 3D morphological adaptation of proximal femur cortical bone to the specific 
exercise loading.  Such information may help understand the high proximal femur 
bone strength due to the specific exercise loading histories (the potential findings 
from the Publications I-III above). This was addressed by performing: 

• Publication IV. A new computational anatomy method, Ricci-flow 
conformal mapping (RCM), was implemented to obtain 3D distribution 
of the cortical thickness and fall-induced principal strains within each 
proximal femur. Their spatial between-group comparisons were 
subsequently performed. 
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4 MATERIALS AND METHODS 

To achieve the objectives of the present doctoral research, the proximal femur MRI 
data of young adult female competitive athletes with five distinct exercise loading 
histories and their nonathletic (non-competitive) female controls were obtained 
from a previous study by Nikander et al. (2009) [60]. Based on this data set, the 
followings were performed: the FE modeling of individual proximal femur in the fall 
(onto the greater trochanter) configuration(s) (for Publications I-III) and RCM-
based 3D spatial analyses of proximal femur (for Publication IV). Subsequently, the 
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4.1 Study Participants 

Ninety-one young adult female athletes (aged 24.7 ± 6.1 years), competing different 
sports actively at national or international level, were recruited from national sports 
associations and local athletic clubs whereas 20 nonathletic female control 
participants (23.7 ± 3.8 years) were recruited mostly from local medical and nursing 
schools. It is noted that these control participants were habitually active by engaging 
in recreational exercise 2-3 times a week but had never participated in any sports at 
the competitive level. In accordance with exercise categorization scheme by 
Nikander et al. (2005, 2006) [11,57], the athletes were classified into five distinct 
exercise loading groups based on the characteristic loading patterns of their sports: 
high-impact (H-I) (nine triple- and ten high-jumpers); odd-impact (O-I) (nine soccer 
and ten squash players); high-magnitude (H-M) (17 powerlifters); repetitive impact 
(R-I) (18 endurance runners); and the repetitive, non-impact group (R-NI) (18 
swimmers). The study protocol was approved by the Ethics Committee of the 
Pirkanmaa Hospital District, and written informed consent was acquired from each 
participant prior to data collection. [60] 

Body height and weight (BW) of the participants were obtained in light indoor 
clothing without shoes with standard methods while the body fat-% and lean body 
mass (LM) were measured with DXA (GE Lunar Prodigy Advance, Madison, WI, 
USA). Also, their training history (competing years, and weekly sport-specific 
training hours and training sessions) during at least the five preceding years were 
collected through the questionnaires. [60] 

4.2 MRI Scanning Procedure 

A 1.5-T MRI system (Avanto Syngo MR B15, Siemens, Erlangen, Germany) was 
used to scan a hip region of each participant’s dominant side, covering the proximal 
femur from the top of the femoral head to the subtrochanteric levels of the femoral 
diaphysis. The imaging sequence was a standardized axial T1-weighted gradient echo 
volumetric interpolated breath-hold (VIBE)-examination with the following settings: 
FOV 35 × 26 cm, TR 15.3 ms, TE 3.32 ms, in-plane resolution (pixel size) 0.9 mm 
× 0.9 mm, slice thickness 1 mm without gaps, echo train length = 1, flip angle = 10°, 
matrix 384 × 288. The sagittal, axial, and coronal images of the hip region were 
scanned with two half-Fourier acquisition single-shot turbo spin-echo localization 
series. The reconstructed imaging plane was adjusted so that the cross-sectional 
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plane of the femoral neck was perpendicular to the femoral neck axis. [60] Most 
previous studies of proximal femur FE models have been created based on QCT 
scans [43,45,50,64,65,151,482,501–503,510,511,513,525,562,563]. However, the 
MRI scan was used in the present research because exposing fertile young adult 
females to ionizing radiation from QCT for non-diagnostic purposes would have 
been ethically unacceptable. 

4.3 FE Model Construction 

4.3.1 Segmentation of Proximal Femur MRI Data 

Based on the scanned MRI data, the 3D proximal femur geometry was extracted and 
converted into a FE software-compatible file format. First, the proximal femur MRI 
scans of all participants were manually segmented. This was performed by 
delineating the periosteal and endocortical boundaries of the cortical bone using a 
touch panel (Wacom Tablet Cintiq 12WX, Wacom Technology Corp., Vancouver, 
WA, USA) with a medical image processing software called ITK-SNAP 
(www.itksnap.org) [593]. The in vivo precision of delineating these boundaries in the 
femoral neck has been reported ~1% [284]. In addition, in the Publication III, it 
was demonstrated that the effect of segmentation error on the estimated fracture 
load (RMS-CV, 2.3%; mean CV, 0.9%) was marginal in terms of examining the 
expectedly much higher between-group differences in the fracture load. The 
magnitude of these errors were also comparable to those reported in the literature 
[589,594,595]. (The estimation of fracture load will be explained shortly). Next, the 
segmented bone geometries were converted into a volume mesh with its surface 
smoothed by a Taubin method [596], followed by the generation of 3D solid bodies 
in SolidWorks (SolidWorks Corp., Waltham, MA, USA). This smoothing method 
was adopted due to its known performance in minimizing the shrinkage of the 
geometry during the smoothing. Finally, the created 3D proximal femur solid bodies 
were imported into ANSYS (ANSYS Inc., Houston, PA, USA) for FE meshing and 
analysis. Further details on the processes above can be found in the Publication I. 
The resulting proximal femur geometry consisted of an individually segmented outer 
cortical bone layer, enfolding the inner trabecular bone volume within the 
endocortical bone boundary.  
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4.3.2 Simulated Directions of Fall onto the Greater Trochanter 

To simulate the fall configuration(s), the direction of fall onto the greater trochanter 
(direction of fall-induced impact) was defined by two angles: a hip adduction angle 
(α, an angle between the femoral shaft and the ground) and an internal rotation angle 
(β, a rotation about the femoral shaft) (Figure 42). It is noted, again, that each 
direction is denoted by a α-β pair throughout this doctoral dissertation (e.g., 10°–15°: 
α = 10° and β = 15°). As the α and β angles increase, the fall-induced impact force is 
applied to a more superior and a more posterolateral aspect of the greater trochanter, 
respectively. When the β = 0°, the impact force is applied to a more lateral aspect. 
In the Publications I and II, the most frequently examined direction (10°-15°) 
[37,41–43,45,50,65,151,501,513,526,542,543] was used. In the Publication III, a 
total of 12 different fall configurations were simulated by increasing the α and β 
angles in steps of 10° and 15°, respectively (Figure 42). These 12 fall configurations 
covered the wide ranges of directions of fall onto the greater trochanter examined 
by the most of multiple fall experimental and FE modeling studies [42,46–48,65–
67,503–505,519,528,545–548] (Table 6). 

 

Figure 42.  Fall configurations in the present proximal femur FE model. Each direction of fall onto the 
greater trochanter was defined by (A) the hip adduction angle (α) and (B) the internal 
rotation angle (β) of femoral neck. A total of 12 different directions of the fall (C) were 
simulated for each proximal femur in the Publication III whereas a single direction (10°-
15°) was used in the Publications I and II. (Reprinted under CC BY 4.0 license from 
Publication III © 2022 The Authors). 
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4.3.3 FE Model Specifications and Boundary Conditions 

The cortical and trabecular bone tissues of the proximal femur were modeled as 
homogeneous isotropic, linear elastic materials. Young’s moduli of 17 GPa 
[497,498,500] and 1500 MPa [497,498] were assigned to entire cortical and trabecular 
bone compartments, respectively. Poisson’s ratio was assumed to be 0.33 
[497,498,500]. Since comparable cortical moduli of ~15-20 GPa have been found 
for the adult femora (aged 22-61 years) [120], the present choice of 17 GPa was 
deemed adequate. Concerning the trabecular modulus, Sylvester and Kramer (2018) 
[597] reported that the organ-level modulus for the whole trabecular compartment 
within the proximal femur likely lies between 500 MPa and 1500 MPa based on a 
comparison of their recent homogeneous proximal femur FE models with the 
experimental data by Cristofolini et al. (2010) [598]. Given that the present study 
participants were young female athletes and physically active controls, the adoption 
of 1500 MPa was considered reasonable in the present research. To simulate the fall 
configuration(s), similar BCs from the previously validated FE studies [43,50] were 
adopted in the present research (Publications I-III) (Figure 43).  

 

Figure 43.  Boundary conditions to simulate the fall. The BCs were applied through the protecting 
PMMA caps and a 200 mm long aluminum pot with Young’s moduli of 2 GPa and 70 GPa, 
respectively. The loading force was applied to the entire upper face of the femoral head 
PMMA cap at the desired fall angle whereas the restraining BC was applied to the 
trochanteric PMMA cap such that the movement in the direction of the force was 
prohibited. The distal end of the aluminum pot was restrained with the hinge-type BC. This 
restraining BC allows the free rotation in the quasi-frontal plane while all other degrees of 
freedom were restrained. [50] Further details on the BCs are found in the Publication I. 
(Reprinted under CC BY 4.0 license from Publication III © 2022 The Authors). 
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It is noted that, as a consequence of adopting the homogeneous material property 
assignment, the present doctoral research exclusively assesses the influence of the 
cortical structure/geometry on the hip fracture behavior while the potential 
influence of inhomogeneous trabecular bone distribution was not examined. The 
structural deficit and deterioration of superolateral femoral cortex are associated with 
femoral neck fracture [37–40,44] whereas the low bone mineral density (particularly 
trochanteric aBMD) was found as the stronger predictor for trochanteric fracture 
[372,405–409]. Given this, the use of the homogeneous assignment may have 
resulted in focusing more on the femoral neck fracture than the trochanteric 
fractures. 

All materials were meshed with a 10-noded tetrahedral finite element. In the 
Publications I and II, a 1 mm element size was used to mesh the whole proximal 
femur geometry, the boundaries between the distal aluminum pot, two PMMA caps, 
and the proximal femur. This element size was considered to produce satisfactorily 
accurate FE-derived (von Mises) stress results based on the mesh convergence 
analysis: the error estimating the stress was 2.4% with the 1 mm mesh. However, to 
realize total of 1332 FE models (111 individual proximal femur bones × 12 fall 
configurations) in the Publication III, it was necessary to decrease the 
computational cost. Thus, it was explored whether a larger element size could be 
used to evaluate the hip fracture load and its between-group difference. Based on 
another mesh convergence analysis, the error estimating the fracture load and the 
relative between-group difference were consistently below 3% (2.9% and 1.5 %, 
respectively) for the 2 mm element-sized FE models. Therefore, the 2 mm element 
size deemed satisfactory and adopted in the Publication III. The element size for 
the aluminum distal pot was kept 4 mm for the Publications I-III. The details on 
each of above-mentioned convergence analyses are found in the Publications I and 
III, respectively. 
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4.3.4 Magnitude of Applied Load 

In Publication I, the subject (participant)-specific peak impact force was applied to 
the proximal femur to examine the stress distribution within the proximal femur in 
the fall configuration. This subject-specific peak impact force (𝐹𝐹𝑎𝑎𝑟𝑟𝑎𝑎𝑖𝑖  in N) was 
estimated using the equation (21): 

𝐹𝐹𝑎𝑎𝑟𝑟𝑎𝑎𝑖𝑖 =  √2𝑀𝑀ℎ𝑐𝑐𝑔𝑔𝐾𝐾𝑀𝑀                                           (21) 

where 𝑀𝑀 is the gravitational constant (9.81 m/s2), ℎ𝑐𝑐𝑔𝑔  is the height of center of 
gravity (assumed to be 0.51 × body height in m), K is the stiffness constant (71 
kN/m), and M is the effective mass [7 20⁄  × total body mass (kg)] [471,472,474,475]. 
In contrast, in the Publications II and III, the arbitrary magnitude of the impact 
force (100N) was applied. This was because the fracture loads could be estimated by 
taking an advantage of the linearity of FE models. 
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4.4 Post-FE Analyses 

4.4.1 Octant-Wise Cortical Stress Analysis (Publication I) 

Based on the impact force applied, the nodal von Mises stresses in the femoral neck’s 
cortical bone were computed from each FE model. Subsequently, these stress results 
were utilized to perform octant-wise cortical stress analyses (Figure 44) in MATLAB 
(MathWorks, Inc., Natick, MA, USA). First, the whole femoral neck cortical volume 
was split into three longitudinal sub-volume sites (regions) along the femoral neck 
axis: proximal, middle, and distal sites. These three sites were then divided into equal 
45° octant regions, each of which represents a distinct anatomic orientation of the 
respective cross-section of the femoral neck: inferior (I), inferoanterior (IA), anterior 
(A) superoanterior (SA), superior (S), superoposterior (SP), posterior (P), and 
inferoposterior (IP) octants. Femoral neck axis was utilized as a center for the octant-
division instead of the geometric centroid, but otherwise this octant-division was 
carried out similar to previous studies [38,60,104,599]. Finally, for each participant, 
the mean nodal von Mises stress was calculated for each octant (referred to as octant 
cortical stress henceforth) in all three sites [a total of 24 octant cortical stress values 
per participant (8 octant cortical stresses × 3 sub-volume sites)]. 

 

Figure 44.  Octant-division of femoral neck cross-section in three longitudinal sub-volume sites. 
Details of these procedures can be found in the Publication I. (Reprinted from Publication I 
© 2016 Elsevier Inc.) 
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4.4.2 Fracture Load and Mode (Publications II and III) 

Contrary to the use of von Mises stress in the Publication I, a method using a simple 
maximum principal strain yield criterion, proposed by Schileo et al. (2008, 2014) 
[50,395], was adopted in the Publications II and III to compute the fracture load 
for each proximal femur. This choice was made by considering the followings: the 
bone fracture is strain-driven [531–533]; and the asymmetric yield strength of bone 
[178].  

First, nodal strains together with their coordinates were obtained from the outer 
surface of each proximal femur FE model. Subsequently, each nodal strain was 
averaged with its neighboring nodal strains within a 3 mm radius to minimize local 
effects and to ensure the hypothesis of continuum media. Based on this averaged 
nodal strain tensor, the principal strains were then calculated for each node. It is 
noted that the maximum and minimum principal strains describe the tensile and 
compressive strains, respectively. The fracture load was defined as a load when a 
maximum or minimum principal strain of one surface node exceeds the tensile yield 
limit (0.73%) or the compressive yield limit (-1.04%), respectively [178]. By taking 
advantage of the present linear FE model, this was performed by increasing the 
magnitude of the applied load until this condition was met. [50,395] It is noted that 
the present method estimates the load at the onset of fracture (fracture onset load) 
similar to the previous studies [41,50,64]. The use of the linear FE model was 
considered appropriate for the estimation of the fracture onset load since the strains 
of human proximal femur increases highly linearly up to failure (for the 1st failure at 
the superolateral femoral neck cortex in the two-steps failure as mentioned earlier) 
[42,394,504] and the proximal femur typically experiences the brittle fracture at least 
for the 1st failure characterized by little or no plastic deformation [37,42,44,394,395]. 
Furthermore, the fracture mode (compression or tension) was determined for each 
femur in the Publication II. Estimations of the fracture load, location (described 
shortly), and mode were carried out in MATLAB 

In the Publication II, the fracture load was estimated only in a single fall 
configuration (10°-15° direction) for each femur. In contrast, in the Publication III, 
the fracture loads in the 12 different directions (Figure 42) were computed for each 
femur to evaluate the effect of the direction of fall onto the greater trochanter on 
the fracture load and whether the specific exercise-induced higher proximal femur 
bone strength (higher fracture load) depended on the direction. Furthermore, a 
minimum fall strength (MFS) [66,67,505], the lowest fracture load among the 12 
directions, was computed for each proximal femur in the Publication III.  
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division instead of the geometric centroid, but otherwise this octant-division was 
carried out similar to previous studies [38,60,104,599]. Finally, for each participant, 
the mean nodal von Mises stress was calculated for each octant (referred to as octant 
cortical stress henceforth) in all three sites [a total of 24 octant cortical stress values 
per participant (8 octant cortical stresses × 3 sub-volume sites)]. 

 

Figure 44.  Octant-division of femoral neck cross-section in three longitudinal sub-volume sites. 
Details of these procedures can be found in the Publication I. (Reprinted from Publication I 
© 2016 Elsevier Inc.) 
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4.4.2 Fracture Load and Mode (Publications II and III) 

Contrary to the use of von Mises stress in the Publication I, a method using a simple 
maximum principal strain yield criterion, proposed by Schileo et al. (2008, 2014) 
[50,395], was adopted in the Publications II and III to compute the fracture load 
for each proximal femur. This choice was made by considering the followings: the 
bone fracture is strain-driven [531–533]; and the asymmetric yield strength of bone 
[178].  

First, nodal strains together with their coordinates were obtained from the outer 
surface of each proximal femur FE model. Subsequently, each nodal strain was 
averaged with its neighboring nodal strains within a 3 mm radius to minimize local 
effects and to ensure the hypothesis of continuum media. Based on this averaged 
nodal strain tensor, the principal strains were then calculated for each node. It is 
noted that the maximum and minimum principal strains describe the tensile and 
compressive strains, respectively. The fracture load was defined as a load when a 
maximum or minimum principal strain of one surface node exceeds the tensile yield 
limit (0.73%) or the compressive yield limit (-1.04%), respectively [178]. By taking 
advantage of the present linear FE model, this was performed by increasing the 
magnitude of the applied load until this condition was met. [50,395] It is noted that 
the present method estimates the load at the onset of fracture (fracture onset load) 
similar to the previous studies [41,50,64]. The use of the linear FE model was 
considered appropriate for the estimation of the fracture onset load since the strains 
of human proximal femur increases highly linearly up to failure (for the 1st failure at 
the superolateral femoral neck cortex in the two-steps failure as mentioned earlier) 
[42,394,504] and the proximal femur typically experiences the brittle fracture at least 
for the 1st failure characterized by little or no plastic deformation [37,42,44,394,395]. 
Furthermore, the fracture mode (compression or tension) was determined for each 
femur in the Publication II. Estimations of the fracture load, location (described 
shortly), and mode were carried out in MATLAB 

In the Publication II, the fracture load was estimated only in a single fall 
configuration (10°-15° direction) for each femur. In contrast, in the Publication III, 
the fracture loads in the 12 different directions (Figure 42) were computed for each 
femur to evaluate the effect of the direction of fall onto the greater trochanter on 
the fracture load and whether the specific exercise-induced higher proximal femur 
bone strength (higher fracture load) depended on the direction. Furthermore, a 
minimum fall strength (MFS) [66,67,505], the lowest fracture load among the 12 
directions, was computed for each proximal femur in the Publication III.  
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4.4.3 Fracture Location (Publication II) 

It is of interest to determine if the fracture location varies depending on the exercise 
loading history. Thus, based on the surface nodal coordinates used for the fracture 
load estimation, the location was estimated for each proximal femur in the 
Publication II. Cross-sectional and axial fracture locations were estimated as a polar 
angle (in °) and a relative axial location (in %), respectively (Figure 45). Moreover, 
they were categorized into 1) specific anatomic octant and 2) cervical or trochanteric 
fracture, respectively. The cervical fracture was further classified into subcapital, 
transcervical, or basicervical region, similar to Schileo et al. (2014) [50]. 

 

Figure 45.  Estimation of hip fracture location. (A) An example of fracture node (*) on the surface. (B) 
The fracture location in the femoral neck cross-section was described as the polar angle 
(in °) in the clockwise direction. (C) The categorization of the measured polar angle into 
the specific equal 45° octant region. For example, the polar angle of 40° (* in B) belongs 
to the SP octant in C. (D) The relative axial fracture location (%) and its categorization into 
cervical (subcapital, transcervical, or basicervical) or trochanteric fracture. For example, 
the relative axial location of 80% (* in D) belongs to the basicervical region of cervical 
fracture. The detailed procedure determining the fracture location and its categorization 
can be found in the Publication II. (Reprinted from Publication II © 2018 Elsevier Ltd.)  
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4.5 Ricci-flow Conformal Mapping (RCM) (Publication IV) 

To realize the 3D visual and spatial comparisons of the cortical thickness and fall-
induced strain distribution within proximal femur between each exercise loading 
group and the control group, the Ricci-flow conformal mapping (RCM) 
(parametrization) and the subsequent template registration were implemented by one 
of the coauthors, Dr. Nathaniel Narra, PhD as a part of his doctoral research. The 
details of this method are found in his doctoral dissertation [600] and in the 
Publication IV. For the sake of clarity, the procedure is described briefly here. 

4.5.1 Preparation 

Nodal information (node ID and coordinates) of periosteal (outer) and endocortical 
(inner) surfaces was first extracted from each proximal femur FE model together 
with the corresponding periosteal nodal maximum and minimum principal strains. 
Based on the obtained nodal information, the outer and inner triangular surface 
meshes were subsequently reconstructed for each proximal femur cortical bone 
through down-sampling the nodes (from >80,000 to ~25,000 nodes) and cleaning 
errors in the surface topology using the medical image processing software MeshLab 
(Visual Computing Lab – ISTI – CNR, http:// meshlab.sourceforge.net/) and Avizo 
(FEI, Hillsboro, USA). Next, the cortical thickness was calculated as the shortest 
distance from each of the outer surface nodes to the inner surface. At last, the 
following information was attributed to each of the outer surface nodes: the cortical 
thickness, and the maximum and minimum principal strains. 

4.5.2 RCM-based 3D-to-2D transformation – Parametrization 

The reconstructed 3D outer surface mesh was transformed into a 2D planar domain 
(a disk-shaped mesh called 𝑀𝑀𝐷𝐷𝑖𝑖𝑎𝑎𝑖𝑖 ) by an angle preserving conformal Ricci-flow 
method, where locally preserved angles were stored as conformal factors [601]. Since 
this method enables to describe surface topological features on the 2D domain by 
parameters, such transformation is referred to as parametrization. This parametrized 
2D 𝑀𝑀𝐷𝐷𝑖𝑖𝑎𝑎𝑖𝑖  represents the conformal distribution map, where the distal end of 
proximal femur was considered as a single boundary (𝜕𝜕1𝑀𝑀) (Figure 46). 
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4.4.3 Fracture Location (Publication II) 

It is of interest to determine if the fracture location varies depending on the exercise 
loading history. Thus, based on the surface nodal coordinates used for the fracture 
load estimation, the location was estimated for each proximal femur in the 
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they were categorized into 1) specific anatomic octant and 2) cervical or trochanteric 
fracture, respectively. The cervical fracture was further classified into subcapital, 
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Figure 45.  Estimation of hip fracture location. (A) An example of fracture node (*) on the surface. (B) 
The fracture location in the femoral neck cross-section was described as the polar angle 
(in °) in the clockwise direction. (C) The categorization of the measured polar angle into 
the specific equal 45° octant region. For example, the polar angle of 40° (* in B) belongs 
to the SP octant in C. (D) The relative axial fracture location (%) and its categorization into 
cervical (subcapital, transcervical, or basicervical) or trochanteric fracture. For example, 
the relative axial location of 80% (* in D) belongs to the basicervical region of cervical 
fracture. The detailed procedure determining the fracture location and its categorization 
can be found in the Publication II. (Reprinted from Publication II © 2018 Elsevier Ltd.)  
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4.5 Ricci-flow Conformal Mapping (RCM) (Publication IV) 
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group and the control group, the Ricci-flow conformal mapping (RCM) 
(parametrization) and the subsequent template registration were implemented by one 
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Publication IV. For the sake of clarity, the procedure is described briefly here. 
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(inner) surfaces was first extracted from each proximal femur FE model together 
with the corresponding periosteal nodal maximum and minimum principal strains. 
Based on the obtained nodal information, the outer and inner triangular surface 
meshes were subsequently reconstructed for each proximal femur cortical bone 
through down-sampling the nodes (from >80,000 to ~25,000 nodes) and cleaning 
errors in the surface topology using the medical image processing software MeshLab 
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(FEI, Hillsboro, USA). Next, the cortical thickness was calculated as the shortest 
distance from each of the outer surface nodes to the inner surface. At last, the 
following information was attributed to each of the outer surface nodes: the cortical 
thickness, and the maximum and minimum principal strains. 
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The reconstructed 3D outer surface mesh was transformed into a 2D planar domain 
(a disk-shaped mesh called 𝑀𝑀𝐷𝐷𝑖𝑖𝑎𝑎𝑖𝑖 ) by an angle preserving conformal Ricci-flow 
method, where locally preserved angles were stored as conformal factors [601]. Since 
this method enables to describe surface topological features on the 2D domain by 
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2D 𝑀𝑀𝐷𝐷𝑖𝑖𝑎𝑎𝑖𝑖  represents the conformal distribution map, where the distal end of 
proximal femur was considered as a single boundary (𝜕𝜕1𝑀𝑀) (Figure 46). 
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Figure 46.  Ricci-flow conformal mapping (RCM) and the parametrization. Note: A process of femoral 
head and a tip of greater trochanter are abbreviated as FH and GT. Detail can be found in 
Publication IV. (Reprinted under CC BY 4.0 license from Publication IV © 2018 Authors).  
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This distal end lacks characteristic anatomical features (e.g., protrusion) and its 
location varied among the participants due to different image field of views. These 
would result in not only an unreliable reference for the subsequent template 
registration (described shortly) but also the difficulty to detect one of the key 
anatomical features such as the lessor trochanter that was necessary for the 
registration. Therefore, two additional parametrization steps were performed. First, 
by utilizing the preserved angles (conformal factors), two protruding anatomical 
features such as a process of femoral head and tip of the greater trochanter were 
identified on the 𝑀𝑀𝐷𝐷𝑖𝑖𝑎𝑎𝑖𝑖 . A straight line connecting these two features was introduced 
as a new artificial boundary (𝜕𝜕2𝑀𝑀) (Figure 46). Two features were consistently 
found across all participants’ proximal femora. Second, based on two boundaries 
(𝜕𝜕1𝑀𝑀 and 𝜕𝜕2𝑀𝑀), the 𝑀𝑀𝐷𝐷𝑖𝑖𝑎𝑎𝑖𝑖 was reshaped into an annulus (𝑀𝑀𝐴𝐴𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑢𝑢𝑎𝑎

∗ ) mapped on the 
complex plane. This annulus (𝑀𝑀𝐴𝐴𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑢𝑢𝑎𝑎

∗ ) was generated utilizing an exponential map 
of the complex coordinates and was subsequently reformed into another shaped 
mesh, called 𝑀𝑀𝐴𝐴𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑢𝑢𝑎𝑎, mapped on the tailored coordinate system. In this coordinate 
system, the new boundary (𝜕𝜕2𝑀𝑀) is placed on the imaginary axis while the distal end 
boundary (𝜕𝜕1𝑀𝑀 ) lays on the negative real axis, parallel to the 𝜕𝜕2𝑀𝑀 . The mesh 
(𝑀𝑀𝐴𝐴𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑢𝑢𝑎𝑎) was also resized so that the 𝜕𝜕2𝑀𝑀 on the imaginary axis was scaled from 
0 to 2π. Now, on the imaginary axis, the process of femoral head is placed on the 
midpoint (π) whereas the tip of greater trochanter is placed on the lower and upper 
ends (0 and 2π, respectively). Due to this symmetric arrangement, this 𝜕𝜕2𝑀𝑀 
boundary was considered a reliable reference for the subsequent registration. These 
multiple parametrization steps were performed to transform the 3D outer surface 
mesh of each proximal femur into the 2D common frame (𝑀𝑀𝐴𝐴𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑢𝑢𝑎𝑎) (Figure 46). 

4.5.3 Standardized Template Registration 

Despite the reliable reference established above, the parametrized annuluses 
(𝑀𝑀𝐴𝐴𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑢𝑢𝑎𝑎) cannot still be compared each other between different proximal femora. 
This was because each of anatomical positions/features (e.g., lessor trochanter) is 
not yet correctly corresponded each other between the femora. As described earlier, 
in computational anatomy, such correspondences are established by registering the 
bone geometry (or the medical image scans of individual bone) into a standardized 
space (a canonical template) by spatial normalization. This registration process is 
essential to realize the proper subsequent between-subject/group statistical analysis. 
A similar registration procedure was carried out in the present research (Figure 47). 
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Figure 46.  Ricci-flow conformal mapping (RCM) and the parametrization. Note: A process of femoral 
head and a tip of greater trochanter are abbreviated as FH and GT. Detail can be found in 
Publication IV. (Reprinted under CC BY 4.0 license from Publication IV © 2018 Authors).  
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Figure 47.  Standardized template registration. (a) Examples of outer surface mesh from three 
proximal femora. (b) The RCM-based parametrized 2D annulus meshes (𝑀𝑀𝐴𝐴𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑢𝑢𝑎𝑎) of 
each example femur. The locations of femoral head (FH, black-circle) and a tip of lessor 
trochanter (LT, red-circle) are shown. (c) Registration of the parametrized meshes into the 
template mesh (𝑀𝑀𝑇𝑇) by the elastic registration technique. The deviations of the FH and LT 
locations on the template mesh (registration error) are clearly presented in color (red, 
green, and blue for each of three samples). (d) Nodal features such as the cortical 
thickness and principal strain (attributed to the specific node on the template mesh now) 
can be mapped back to the 3D surface of any proximal femur. The cortical thickness 
distribution is shown as the example. (Reprinted under CC BY 4.0 license from Publication 
IV © 2018 The Authors).  

Each of 111 parametrized 2D meshes (𝑀𝑀𝐴𝐴𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑢𝑢𝑎𝑎) (for 111 study participants, 1 
mesh per participant) was registered into the canonical template mesh (𝑀𝑀𝑇𝑇) based 
on two established boundaries and three key anatomical features such as the process 
of femoral head, and tips of greater and lesser trochanters. In addition to the femoral 
head and greater trochanter which were already identified on the initial parametrized 
disk (𝑀𝑀𝐷𝐷𝑖𝑖𝑎𝑎𝑖𝑖 ), the lesser trochanter was detected on the parametrized annulus 
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(𝑀𝑀𝐴𝐴𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑢𝑢𝑎𝑎) (Figure 47). It should be noted that the earlier multiple parametrization 
steps did not only enable to establish the reliable reference, but also made the 
detection of the lesser trochanter easier on the parametrized annulus (𝑀𝑀𝐴𝐴𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑢𝑢𝑎𝑎) than 
on the initial disk (𝑀𝑀𝐷𝐷𝑖𝑖𝑎𝑎𝑖𝑖). Using the boundaries and these three anatomical features 
identified, the registration was performed by elastic registration where the shape of 
every proximal femur surface mapped on the parametrized surface mesh was 
conformed to the template mesh. Once registered, some of anatomical features (e.g., 
lesser trochanter) do not necessarily coincide yet between other femora on the 
template mesh due to the anisotropic shape differences among sampled proximal 
femora (leading to the registration error). Correction of such deviation was 
performed based on two anatomical features such as the femoral head and lesser 
trochanter by radial basis functions [602], which deformed these features locally to 
match them on the template mesh. At last, each of anatomical positions and/or 
features are properly corresponded each other between different proximal femora 
through the canonical template mesh (standardized space) (Figure 47). 

4.5.4 3D Feature Maps 

One last step prior to the between-group statistical analyses was mapping the 
features of interest (cortical thickness and principal strains) on the common 3D 
surface shape. Once the parametrized mesh of each proximal femur was registered 
into the template mesh, the representative shape averaging all 111 proximal femoral 
shapes was created through generalized Procrustes analysis based on the 3D 
coordinates of the outer surface nodes of all femora stored in the template meshes. 
The features of interest registered in template nodes were mapped onto the surface 
of this representative shape, resulting in three 3D feature maps per participant: 1) 
the cortical thickness, 2) maximum principal strain, and 3) minimum principal strain 
distribution 3D feature maps. 
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Figure 47.  Standardized template registration. (a) Examples of outer surface mesh from three 
proximal femora. (b) The RCM-based parametrized 2D annulus meshes (𝑀𝑀𝐴𝐴𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑢𝑢𝑎𝑎) of 
each example femur. The locations of femoral head (FH, black-circle) and a tip of lessor 
trochanter (LT, red-circle) are shown. (c) Registration of the parametrized meshes into the 
template mesh (𝑀𝑀𝑇𝑇) by the elastic registration technique. The deviations of the FH and LT 
locations on the template mesh (registration error) are clearly presented in color (red, 
green, and blue for each of three samples). (d) Nodal features such as the cortical 
thickness and principal strain (attributed to the specific node on the template mesh now) 
can be mapped back to the 3D surface of any proximal femur. The cortical thickness 
distribution is shown as the example. (Reprinted under CC BY 4.0 license from Publication 
IV © 2018 The Authors).  
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on two established boundaries and three key anatomical features such as the process 
of femoral head, and tips of greater and lesser trochanters. In addition to the femoral 
head and greater trochanter which were already identified on the initial parametrized 
disk (𝑀𝑀𝐷𝐷𝑖𝑖𝑎𝑎𝑖𝑖 ), the lesser trochanter was detected on the parametrized annulus 
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(𝑀𝑀𝐴𝐴𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑢𝑢𝑎𝑎) (Figure 47). It should be noted that the earlier multiple parametrization 
steps did not only enable to establish the reliable reference, but also made the 
detection of the lesser trochanter easier on the parametrized annulus (𝑀𝑀𝐴𝐴𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑢𝑢𝑎𝑎) than 
on the initial disk (𝑀𝑀𝐷𝐷𝑖𝑖𝑎𝑎𝑖𝑖). Using the boundaries and these three anatomical features 
identified, the registration was performed by elastic registration where the shape of 
every proximal femur surface mapped on the parametrized surface mesh was 
conformed to the template mesh. Once registered, some of anatomical features (e.g., 
lesser trochanter) do not necessarily coincide yet between other femora on the 
template mesh due to the anisotropic shape differences among sampled proximal 
femora (leading to the registration error). Correction of such deviation was 
performed based on two anatomical features such as the femoral head and lesser 
trochanter by radial basis functions [602], which deformed these features locally to 
match them on the template mesh. At last, each of anatomical positions and/or 
features are properly corresponded each other between different proximal femora 
through the canonical template mesh (standardized space) (Figure 47). 

4.5.4 3D Feature Maps 

One last step prior to the between-group statistical analyses was mapping the 
features of interest (cortical thickness and principal strains) on the common 3D 
surface shape. Once the parametrized mesh of each proximal femur was registered 
into the template mesh, the representative shape averaging all 111 proximal femoral 
shapes was created through generalized Procrustes analysis based on the 3D 
coordinates of the outer surface nodes of all femora stored in the template meshes. 
The features of interest registered in template nodes were mapped onto the surface 
of this representative shape, resulting in three 3D feature maps per participant: 1) 
the cortical thickness, 2) maximum principal strain, and 3) minimum principal strain 
distribution 3D feature maps. 
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4.6 Statistical Analyses 

4.6.1 FE-derived Outcomes 

For the Publications I-III, statistical analyses were performed with SPSS 22.0-25.0 
(IBM Corp., Armonk NY, USA). Mean and SD were given as descriptive statistics. 
Prior to the following analyses, logarithmic transformation of the octant cortical 
stress, fall direction-wise fracture load, and MFS were performed to control the 
skewness of these data, followed by confirmation of the normality of the 
transformed data by the Shapiro-Wilk test. In the Publication I, the differences of 
the log-transformed octant cortical stresses in the three sites between each exercise 
loading group and the control group were estimated by a multivariable analysis of 
covariance (MANCOVA) with the individual impact force as a covariate where a 
Sidak correction was applied to control for the multiple comparisons. In the 
Publications II and III, a one-way analysis of variance (ANOVA) and analysis of 
covariance (ANCOVA) were performed to estimate the differences of the following 
log-transformed dependent variables between each exercise loading group and the 
control group: in the Publication II, the fracture loads in a single fall configuration 
(10°-15° direction) (BW as the covariate in ANCOVA); and, in the Publication III, 
the fracture loads in each of 12 fall directions and MFS (using BW or LM, separately, 
as a covariate in ANCOVA for both variables). Percentage differences in each 
variable above between each exercise loading group and the control group were 
computed by taking anti-log of the respective unadjusted and adjusted variables. Also, 
the between-group differences in the fracture locations (the polar angular and 
relative axial locations) were assessed by a non-parametric Mann-Whitney U test due 
to non-normal distributions of these sampled data (Publication II). Exercise 
loading groups were not compared each other in the above analyses. 

In the Publication III, prior to the ANOVA and ANCOVA analyses, the effect 
of direction of fall (onto the greater trochanter) on the fracture load within and 
between groups were also investigated as follows. First, the association of fall angles 
α and β with fracture loads within each group was evaluated by a two-way repeated 
measures ANOVA where a Sidak correction was applied to control for the multiple 
comparisons. Next, it was determined whether the potential associations and 
interactions of α and β with the fracture loads varied between the groups by a split-
plot ANOVA. 
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A p < 0.05 was considered statistically significant for all analyses above. It is noted 
that the BW and LM were chosen as the covariates (applied separately) over age and 
body height in the Publication III based on 1) the Pearson correlation analyses 
between these variables and the fracture loads and 2) checking a prerequisite for the 
independent variable(s) to be used as the covariate (the homogeneity of regression 
slope) (the details can be found in the Publication III). 

4.6.2 RCM-derived Outcomes 

The featured maps presenting the distributions of 1) the cortical thickness, 2) 
maximum principal strain, and 3) minimum principal strain were compared between 
each exercise loading group and the control group using the SPM (linear model) in 
the SurfStat package (http://www.math.mcgill.ca/keith/surfstat/) [603]. Based on 
the t-statistics, patches representing the significant difference in each feature was 
identified and displayed on the surface of the representative proximal femur shape. 
Compared to the Publications I-III, a stricter threshold p < 0.005 was considered 
statistically significant here. Since each individual map contained ~25,000 nodes, 
performing the between-group statistical analysis at every single node would lead to 
errors due to the enormous multiple comparisons. To correct this, a random field 
theory-based correction was applied. 

The template registration was performed based on a few anatomical features as 
described earlier. Despite the correction attempted to decrease the registration error, 
this method still likely introduces such error to some extent systematically due to the 
anisotropic variations of the shapes between different femora. To mitigate this, the 
femoral shape and/or scale (size) were used as the additional confounding factors, 
as recommended by Gee and Treece [604], in the SPM linear model [582,587]. For 
the between-group analysis on the cortical thickness, BW, femoral shape, and scale 
were included as the confounding factors whereas the shape and subject-specific fall-
induced peak impact force was used for the maximum and minimum principal strains. 
The femoral shape and scale for each participant were obtained through the SPM 
linear model and Procrustes analysis. Further details on the statistical analysis 
including the femoral shape and scale are found in the Publication IV. 
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5 RESULTS 

This section presents key results from the Publications I-IV. The complete results 
can be found in these publications. Due to the similarity between unadjusted and 
BW-adjusted results, the % differences only in the BW-adjusted fracture load and 
MFS (Publications II and III) are presented here. 

5.1 Descriptive Data of Participants 

The descriptive data of age, height, body weight (BW), fat-%, lean body mass (LM), 
and the training histories characterized by the number of weekly training sessions, 
weekly sport-specific training hours, and the duration competing career (year) in each 
group are summarized in Table 8. In general, the athletes were leaner than the 
controls as expected. In addition to a ˃ 8-year history of specific exercise loading, 
the weekly training volume (sessions and hours) were at least 2–3 times higher in the 
athletic groups than in the controls. 

Table 8.  Descriptive group characteristics 
Group N Age 

(years) 
Height 
(cm) 

BW 
(kg) 

Fat-% LM 
(kg) 

Weekly 
training 

sessions 

Weekly 
sport-

specific 
training 
hours 

Competing 
career 
(years) 

H-I 19 22.3 (4.1) 174 (6) 60.2 (5.4) 20.0 (3.9) 45.9 (3.1) 6.7 (1.4) 11.5 (2.3) 10.1 (3.4) 
O-I 19 25.3 (6.7) 165 (8) 60.8 (8.3) 25.1 (5.9) 43.3 (4.2) 5.7 (1.4) 9.3 (2.7) 9.6 (4.8) 
H-M 17 27.5 (6.3) 158 (3) 63.3 (13.2) 27.9 (7.4) 43.2 (5.9) 5.8 (2.0) 9.1 (2.7) 8.0 (4.7) 
R-I 18 28.9 (5.6) 168 (5) 53.7 (3.4) 14.2 (3.6) 44.1 (3.1) 8.7 (2.1) 10.9 (3.4) 12.4 (6.7) 
R-NI 18 19.7 (2.4) 173 (5) 65.1 (5.6) 25.1 (5.5) 46.7 (3.5) 11.4 (2.0) 19.9 (4.5) 9.1 (2.6) 
Control 20 23.7 (3.8) 164 (5) 60.0 (7.4) 31.7 (5.8) 39.0 (4.2) 2.8 (1.0) 2.8 (0.9) - 

Mean (SD) is shown. 
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5.2 Octant Cortical Stresses (Publication I) 

The group-wise mean octant cortical stresses at all three longitudinal sites are 
presented in Figure 48. In general, the relatively higher stresses are observed in the 
inferior and inferoposterior regions compared to other octants at the proximal site. 
These relatively higher stresses were shifted toward the superior, superoposterior, 
posterior and inferoanterior octants at the middle site whereas they were more 
concentrated in the superoposterior and posterior octants at the distal site. 

 

Figure 48.  Result (Publication I) - Group-wise unadjusted mean (SD) octant cortical stress at the 
proximal, middle, and distal sites in the femoral neck. Based on the ANCOVA (the impact 
force as a covariate), * and § represent the statistical differences (vs. control) for 0.01 ≤ p 
˂ 0.05 and p ≤ 0.01, respectively. (Reprinted from Publication I © 2016 Elsevier Inc.) 
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The highest mean octant cortical stresses of all groups across three sites were 
observed particularly in the superoposterior octant at the distal site. In addition, the 
typical stress distribution within the proximal femur in each group is presented in 
Figure 49 where aforementioned high stresses in the superior, superoposterior, and 
posterior octants at the middle and distal sites can be clearly seen. The area of the 
very high stress (> 185 MPa) was notably larger in the R-NI and control groups than 
others (Figure 49). 

 

Figure 49.  Result (Publication I) - Typical von Mises stress distribution within the proximal femur in 
each group. A, B, C, D, E, and F represent an example stress distribution in the respective 
exercise and control groups. (Reprinted from Publication I © 2016 Elsevier Inc.) 

The impact exercise loading groups such as the H-I, O-I, and R-I groups had the 
significantly lower (impact force-adjusted) octant cortical stresses (p < 0.05) in the 
majority of octants compared to the control group. The H-I group had significantly 
(p < 0.05) ~10-32% lower stresses in 5 to 6 octants at every site whereas the R-I had 
significantly 12-23% lower stresses in nearly all (7 to 8) octants at each site. On the 
other hand, the O-I group had significantly 12-17% lower stresses in less octants (2, 
7, and 3 octants at the proximal, middle, and distal sites, respectively). The H-M 
group had significantly 12-16% lower stresses in a few octants compared to the 
controls only at the proximal and middle sites (2 octants at each site). On the other 



 

172 

5.2 Octant Cortical Stresses (Publication I) 

The group-wise mean octant cortical stresses at all three longitudinal sites are 
presented in Figure 48. In general, the relatively higher stresses are observed in the 
inferior and inferoposterior regions compared to other octants at the proximal site. 
These relatively higher stresses were shifted toward the superior, superoposterior, 
posterior and inferoanterior octants at the middle site whereas they were more 
concentrated in the superoposterior and posterior octants at the distal site. 

 

Figure 48.  Result (Publication I) - Group-wise unadjusted mean (SD) octant cortical stress at the 
proximal, middle, and distal sites in the femoral neck. Based on the ANCOVA (the impact 
force as a covariate), * and § represent the statistical differences (vs. control) for 0.01 ≤ p 
˂ 0.05 and p ≤ 0.01, respectively. (Reprinted from Publication I © 2016 Elsevier Inc.) 

 

173 

The highest mean octant cortical stresses of all groups across three sites were 
observed particularly in the superoposterior octant at the distal site. In addition, the 
typical stress distribution within the proximal femur in each group is presented in 
Figure 49 where aforementioned high stresses in the superior, superoposterior, and 
posterior octants at the middle and distal sites can be clearly seen. The area of the 
very high stress (> 185 MPa) was notably larger in the R-NI and control groups than 
others (Figure 49). 

 

Figure 49.  Result (Publication I) - Typical von Mises stress distribution within the proximal femur in 
each group. A, B, C, D, E, and F represent an example stress distribution in the respective 
exercise and control groups. (Reprinted from Publication I © 2016 Elsevier Inc.) 

The impact exercise loading groups such as the H-I, O-I, and R-I groups had the 
significantly lower (impact force-adjusted) octant cortical stresses (p < 0.05) in the 
majority of octants compared to the control group. The H-I group had significantly 
(p < 0.05) ~10-32% lower stresses in 5 to 6 octants at every site whereas the R-I had 
significantly 12-23% lower stresses in nearly all (7 to 8) octants at each site. On the 
other hand, the O-I group had significantly 12-17% lower stresses in less octants (2, 
7, and 3 octants at the proximal, middle, and distal sites, respectively). The H-M 
group had significantly 12-16% lower stresses in a few octants compared to the 
controls only at the proximal and middle sites (2 octants at each site). On the other 



 

174 

hand, the R-NI group did not have any lower octant stresses compared to the 
controls. 

The superior, superoposterior, and posterior octants in the middle and distal sites 
where the relatively high stresses were observed (Figure 48) belong to the ROI such 
as the fracture-prone superolateral cortex of femoral neck, spanning the (upper half 
of) anterior, superoanterior, superior, superoposterior, and (upper half of) posterior 
octants. Table 9 summarizes the statistically significant (p < 0.05) % differences in 
the (impact force-adjusted) mean octant cortical stress observed in this region. The 
impact exercise loading groups such as the H-I, O-I, and R-I groups had the 
significantly 10-22%, 12-16%, and 14-23% lower stresses compared to the controls 
in this region, respectively. Importantly, in the superoposterior octant at the distal 
site where the highest octant stresses were observed in all groups (Figure 48), they 
had 13%, 14%, and 19% lower stresses than the control, respectively. On the other 
hand, the H-M group had such lower stresses (13-15%, p < 0.05) only at the middle 
site although trends (0.05 < p ˂ 0.1) for the lower stress (-9%) were seen at the distal 
site. 

Table 9.  Percentage differences in the impact force-adjusted mean octant cortical stresses 
between each exercise loading group and the control group in the fracture-prone superolateral femoral 
neck cortex  

Group Middle Distal 
S SP P S SP P 

H-I  -10% -19%  -13% -22% 
O-I -16% -16% -12%  -14% -9%* 
H-M -13% -15%   -9%*  
R-I -14% -23% -22% -17%* -19% -20% 

The results of R-NI are not presented here since there was no difference compared to the control. 
Statistically significant (p < 0.05) % differences based on ANCOVA (with the impact force as a covariate) are shown 
in bold.  
* denotes trends for the lower stress compared to the control (0.05 < p ˂ 0.1) 
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5.3 Fracture Load, Location, and Mode in a Single 10°-15° Fall 
Direction (Publication II) 

Group-wise fracture loads and locations in the single fall configuration (10°-15° 
direction) are summarized in Table 10, including 1) the unadjusted mean fracture 
loads, 2) the % differences in the BW-adjusted mean fracture loads between each 
exercise loading group and the control group, and 3) the fracture locations (polar 
angular and relative axial locations). The fracture mode was due to the compression 
in all 111 proximal femora and the estimated individual fracture loads ranged from 
2.1 kN to 4.4 kN. All three impact groups (H-I, O-I, and R-I) had significantly (p < 
0.05) 14%, 11%, and 26% higher (BW-adjusted) mean fracture loads compared to 
the controls, respectively (Table 10). Neither of the H-M and R-NI groups had such 
higher fracture loads compared to the controls. 

Table 10.  Unadjusted mean fracture loads, the percentage differences in the BW-adjusted mean 
fracture load between each exercise loading group and the control group, and mean fracture locations 
(polar angle and relative axial locations) in a single 10°-15° fall direction 

Group Fracture load  Fracture location 
Unadjusted 

load (N) 
BW-adjusted 
% difference 

 Polar angle (°) Relative axial 
location (%) 

H-I 3228 (408)* 14.3%§  30.1 (14.0) 90.1 (16.9)* 
O-I 3164 (447)* 11.4%*  30.7 (15.3) 86.8 (9.9)§  
H-M 2960 (584) 0.2%  41.0 (24.0) 97.0 (5.5) 
R-I 3231 (538)* 26.2%§  36.5 (19.8) 98.0 (10.8) 
R-NI 3068 (500) 2.1%  35.4 (13.0) 92.7 (14.2) 
Control 2849 (551) -  35.6 (13.7) 97.0 (8.3) 

Mean (SD) are shown for unadjusted fracture load, polar angle, and relative axial location whereas only mean is 
shown for the BW-adjusted % difference for the fracture load. 
Statistically significant results (p < 0.05) based on ANOVA and ANCOVA (for the fracture load comparisons), and 
Mann-Whitney U test (for the fracture location comparisons) are displayed in bold. 
* and § represent the statistical significance of 0.01 ≤ p ˂ 0.05 and p ≤ 0.01, respectively. 

In general, the mean polar angular and relative axial locations ranged from 30° to 
41° and 87% to 98% (Table 10), corresponding to the superoposterior octant and 
basicervical femoral neck region (distal femoral neck site), respectively (Figure 45 
and Figure 50). The majority of simulated fractures were observed in these locations 
[68% (75 out of 111) in the SP octant and 81% (90 out of 111) in the basicervical 
region]. Over 50% of the fractures were located at the SP octant in the basicervical 
region (distal femoral neck site) (Figure 50). While the polar angular locations were 
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not statistically different between any of the exercise loading groups and the control 
group, the relative axial locations in the H-I and O-I groups were located significantly 
more proximal (p < 0.05; 7% and 10%, respectively) compared to the control group. 
The distribution of the fracture locations in each group is presented in Figure 50. It 
is noted that, although a total of 8 trochanteric fractures were observed, their 
locations were around the trochanteric fossa, very close to the basicervical region. 

 

Figure 50.  Result (Publication II) - Distribution of the fracture locations. (A) Regional categories – 
three octants (superior, superoposterior, and posterior), and femoral neck (subcapital, 
transcervical, and basicervical regions) or trochanteric regions. Note: only three octants 
are shown since all fractures were observed in these octants. Femoral neck (incl. three 
sub-regions) and trochanteric regions correspond to same respective regions described in 
Section 4.4.3 and Figure 45. Details can be found in Publication II. Proximal femora in this 
figure are also slightly rotated internally so that the posterior part of greater trochanter 
does not hide the defined trochanteric region (the rightmost region in A). (B) The 
distribution of the fracture locations (*) in all 111 proximal femora. (C-H) The distribution in 
each group. (Reprinted from Publication II © 2018 Elsevier Ltd.) 
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5.4 Effect of Fall Direction on Fracture Load (Publication III) 

5.4.1 General Trend and Effect of Fall Direction 

In general, the highest mean fracture loads were detected in the 0°-0° fall direction 
in all groups whereas the lowest means were observed in the 30°-30° except for the 
H-I and control groups (30°-15°). The group-wise mean fracture loads were 
decreased by up to 32-35% or 22-27% when the α or β angle increased from 0° to 
30°, respectively. When both angles were changed from the 0°-0° to 30°-30° 
direction, the reduction reached up to 34-36%. Accordingly, the two-way repeated 
measures ANOVA showed significant interactions (p < 0.001) of the fall angles (α 
and β) with the fracture loads within each group. However, the effect(s) of α and/or 
β on the fracture loads were not significantly different between groups (p > 0.05 for 
terms α*group, β*group, and α*β*group) based on the split-plot ANOVA. 

5.4.2 Fall Direction-wise Analysis of Fracture Load 

 

Figure 51.  Result (Publication III) - The % differences in the BW-adjusted fracture loads between 
each exercise loading group and the control group in different directions of fall onto the 
greater trochanter. (Adapted under CC BY 4.0 license from Publication III © 2022 The 
Authors).  

The % differences in the BW-adjusted fracture load between each exercise loading 
group and the control group in the 12 fall directions are displayed in Figure 51 above. 
The fall direction-wise analyses of the fracture loads revealed that the H-I and R-I 
groups had the significantly (p < 0.05) 11-17% and 22-28% higher BW-adjusted 
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not statistically different between any of the exercise loading groups and the control 
group, the relative axial locations in the H-I and O-I groups were located significantly 
more proximal (p < 0.05; 7% and 10%, respectively) compared to the control group. 
The distribution of the fracture locations in each group is presented in Figure 50. It 
is noted that, although a total of 8 trochanteric fractures were observed, their 
locations were around the trochanteric fossa, very close to the basicervical region. 

 

Figure 50.  Result (Publication II) - Distribution of the fracture locations. (A) Regional categories – 
three octants (superior, superoposterior, and posterior), and femoral neck (subcapital, 
transcervical, and basicervical regions) or trochanteric regions. Note: only three octants 
are shown since all fractures were observed in these octants. Femoral neck (incl. three 
sub-regions) and trochanteric regions correspond to same respective regions described in 
Section 4.4.3 and Figure 45. Details can be found in Publication II. Proximal femora in this 
figure are also slightly rotated internally so that the posterior part of greater trochanter 
does not hide the defined trochanteric region (the rightmost region in A). (B) The 
distribution of the fracture locations (*) in all 111 proximal femora. (C-H) The distribution in 
each group. (Reprinted from Publication II © 2018 Elsevier Ltd.) 
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5.4 Effect of Fall Direction on Fracture Load (Publication III) 

5.4.1 General Trend and Effect of Fall Direction 
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30°, respectively. When both angles were changed from the 0°-0° to 30°-30° 
direction, the reduction reached up to 34-36%. Accordingly, the two-way repeated 
measures ANOVA showed significant interactions (p < 0.001) of the fall angles (α 
and β) with the fracture loads within each group. However, the effect(s) of α and/or 
β on the fracture loads were not significantly different between groups (p > 0.05 for 
terms α*group, β*group, and α*β*group) based on the split-plot ANOVA. 
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fracture loads compared to the controls in all 12 fall directions whereas the O-I 
group had the significantly 10-11% higher fracture loads in less, five fall directions 
[10°–0°, 10°–15°(near-significant, p = 0.051), 10°–30°, 20°–15°, and 30°–15°]. The 
O-I group also had trends (0.05 ≤ p < 0.1) for the 9-11% higher fracture loads in the 
rest of the fall directions. 

On the other hand, the fracture loads in the H-M and R-NI groups were not 
different (p > 0.05) from those in the control group in any directions of fall onto the 
greater trochanter. Furthermore, the LM-adjusted fracture loads were not different 
between any of the exercise loading groups and the control group in any directions.  

5.4.3 Minimum Fall Strength (MFS) 

Table 11 shows the unadjusted mean (SD) MFSs and the % differences in the BW- 
and LM-adjusted mean MFSs between each exercise loading group and the control 
group. The H-I, O-I, and R-I groups had the significantly higher BW-adjusted MFSs 
(p < 0.05; 15%, 11%, and 26%, respectively) compared to the control. The MFSs in 
the H-M and R-NI were not different compared to the controls. Once adjusted for 
LM, none of the exercise loading groups had the significantly different MFSs 
compared to the controls. Moreover, the occurrences of MFS were concentrated in 
the fall direction(s) where either or both fall angles α and β were the greatest: 1 in the 
10°–30°, 13 in the 20°–30°, 23 in the 30°–0°, 34 in the 30°–15°, and 40 cases in the 
30°–30°. Similar to the lowest fall direction-wise fracture loads, the 30°–30° fall 
direction had the most MFSs compared to any other directions. 

Table 11.  Unadjusted mean MFSs and the percentage differences in the BW- and LM-adjusted 
MFSs between each exercise loading group and the control group 

Statistically significant results (p < 0.05, compared to the control group) based on ANOVA and ANCOVA are 
presented in bold. 
* and § denote the statistical significance of 0.01 ≤ p < 0.05 and p ≤ 0.01, respectively 

Group Unadjusted MFS 
Mean (SD) (N) 

BW-adjusted 
% difference 

LM-adjusted 
% difference 

H-I 2761 (366)* 14.5%§ 3.1% 
O-I 2674 (346)* 10.6%* 4.3% 
H-M 2527 (465) 0.6% -3.9% 
R-I 2752 (371)* 25.9%§ 1.4% 
R-NI 2576 (381) 0.7% -7.3% 
Control 2425 (452) - - 
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5.5 RCM-based 3D Analyses of Cortical Thickness and Principal 
Strain Distributions (Publication IV) 

5.5.1 Cortical Thickness Distribution 

Statistically significant (p < 0.005) differences in the cortical thickness between each 
exercise loading group and the control group are displayed visually on the 
representative average femur shape in Figure 52. The H-I group had the largest area 
of the colored patches, representing the significantly higher cortical thickness 
compared to the control, among all exercise loading groups. Except for the 
inferoanterior and superoposterior regions of femoral neck, the cortical thickness of 
femoral neck in the H-I group was >20% thicker than the control. Particularly, 40-
70% and >110% thicker cortexes at the posterior and inferior femoral neck 
compared to the controls, respectively, are outstanding structural adaptations in the 
H-I exercise loading group. The mean difference ranged mostly from 20 to 50% 
(median: 40%) in the H-I group compared to the controls. Although the area and 
the degree are smaller than the H-I group, the O-I group also had the significantly 
thicker cortex at some regions of the femoral neck compared to the control group. 
Particularly, 10-50% and 40-60% thicker cortexes at the superior-to-superoanterior 
and inferior regions, respectively, were another noteworthy adaptation in the O-I 
group. The mean difference ranged mostly from 15-40% (median: 26%). Such widely 
distributed thicker cortical areas around the femoral neck were not present in the H-
M and R-I groups. Despite this, the H-M group had a small thicker cortical area at 
the superior and superoanterior femoral neck with the mean difference ranging 
mostly from 25-40% (median: 32%). The R-I group had a small thicker cortical area 
at the lateral side of the greater trochanter with its difference ranging from 25-35% 
(median: 28%). The result of the R-NI group compared to the control is not shown 
in Figure 52 since no difference in the cortical thickness was observed. It is noted, 
although the size of the patch is small,  the O-I group had a trend (p < 0.025) for the 
thicker cortical bone in the superoposterior (octant) region of the distal femoral neck, 
where the highest octant cortical stress (Publication I) and the most of fracture 
locations (Publication II) were observed. 
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5.5 RCM-based 3D Analyses of Cortical Thickness and Principal 
Strain Distributions (Publication IV) 

5.5.1 Cortical Thickness Distribution 

Statistically significant (p < 0.005) differences in the cortical thickness between each 
exercise loading group and the control group are displayed visually on the 
representative average femur shape in Figure 52. The H-I group had the largest area 
of the colored patches, representing the significantly higher cortical thickness 
compared to the control, among all exercise loading groups. Except for the 
inferoanterior and superoposterior regions of femoral neck, the cortical thickness of 
femoral neck in the H-I group was >20% thicker than the control. Particularly, 40-
70% and >110% thicker cortexes at the posterior and inferior femoral neck 
compared to the controls, respectively, are outstanding structural adaptations in the 
H-I exercise loading group. The mean difference ranged mostly from 20 to 50% 
(median: 40%) in the H-I group compared to the controls. Although the area and 
the degree are smaller than the H-I group, the O-I group also had the significantly 
thicker cortex at some regions of the femoral neck compared to the control group. 
Particularly, 10-50% and 40-60% thicker cortexes at the superior-to-superoanterior 
and inferior regions, respectively, were another noteworthy adaptation in the O-I 
group. The mean difference ranged mostly from 15-40% (median: 26%). Such widely 
distributed thicker cortical areas around the femoral neck were not present in the H-
M and R-I groups. Despite this, the H-M group had a small thicker cortical area at 
the superior and superoanterior femoral neck with the mean difference ranging 
mostly from 25-40% (median: 32%). The R-I group had a small thicker cortical area 
at the lateral side of the greater trochanter with its difference ranging from 25-35% 
(median: 28%). The result of the R-NI group compared to the control is not shown 
in Figure 52 since no difference in the cortical thickness was observed. It is noted, 
although the size of the patch is small,  the O-I group had a trend (p < 0.025) for the 
thicker cortical bone in the superoposterior (octant) region of the distal femoral neck, 
where the highest octant cortical stress (Publication I) and the most of fracture 
locations (Publication II) were observed. 
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Figure 52.  Result (Publication IV) – 3D distribution of the cortical thickness differences between each 
exercise loading group and the control group. The regions of the significantly (p < 0.005) 
higher cortical thickness in the exercise loading groups are presented as colored surface 
patches. Different colors correspond to the degree of the mean % difference in the 
thickness (% higher compared to the controls), which is depicted in the horizontal-colored 
bar. Vertical bars represent the distribution of the nodes, where the cortical thickness was 
significantly different. Trends for the higher cortical thickness (p < 0.025) were displayed 
as white patches whereas regions without the difference (p ≥ 0.025) are shown in gray. 
(Reprinted under CC BY 4.0 license from Publication IV © 2018 The Authors).  

5.5.2 Principal Strain Distribution 

Statistically significant (p < 0.005) differences in the maximum and minimum 
principal strain distribution (with respect to their absolute magnitudes) at the 
proximal femur surface in a single fall configuration (10°-15°) between each exercise 
loading group and the control group are presented in Figure 53. It is noted again 
that the maximum and minimum principal strains describe the tensile and 
compressive strains, respectively.  
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Figure 53.  Result (Publication IV) – 3D distribution of the principal strain differences between each 
exercise loading group and the control group. The maximum and minimum principal 
strains are presented on left and right columns, respectively. The regions of the 
significantly (p < 0.005) lower magnitude of the strains (with respect to the absolute value) 
in the exercise loading groups are presented as colored surface patches. Different colors 
on the patches correspond to the degree of mean % difference (presented in the 
horizontal-colored bar). Vertical bars represent the distribution of the nodes, where the 
strains were significantly different. Trends for the lower principal strains (p < 0.025) were 
also displayed as white patches whereas regions without the differences (p ≥ 0.025) are 
shown in gray. (Reprinted under CC BY 4.0 license from Publication IV © 2018 Authors).  
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Figure 52.  Result (Publication IV) – 3D distribution of the cortical thickness differences between each 
exercise loading group and the control group. The regions of the significantly (p < 0.005) 
higher cortical thickness in the exercise loading groups are presented as colored surface 
patches. Different colors correspond to the degree of the mean % difference in the 
thickness (% higher compared to the controls), which is depicted in the horizontal-colored 
bar. Vertical bars represent the distribution of the nodes, where the cortical thickness was 
significantly different. Trends for the higher cortical thickness (p < 0.025) were displayed 
as white patches whereas regions without the difference (p ≥ 0.025) are shown in gray. 
(Reprinted under CC BY 4.0 license from Publication IV © 2018 The Authors).  

5.5.2 Principal Strain Distribution 

Statistically significant (p < 0.005) differences in the maximum and minimum 
principal strain distribution (with respect to their absolute magnitudes) at the 
proximal femur surface in a single fall configuration (10°-15°) between each exercise 
loading group and the control group are presented in Figure 53. It is noted again 
that the maximum and minimum principal strains describe the tensile and 
compressive strains, respectively.  
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Figure 53.  Result (Publication IV) – 3D distribution of the principal strain differences between each 
exercise loading group and the control group. The maximum and minimum principal 
strains are presented on left and right columns, respectively. The regions of the 
significantly (p < 0.005) lower magnitude of the strains (with respect to the absolute value) 
in the exercise loading groups are presented as colored surface patches. Different colors 
on the patches correspond to the degree of mean % difference (presented in the 
horizontal-colored bar). Vertical bars represent the distribution of the nodes, where the 
strains were significantly different. Trends for the lower principal strains (p < 0.025) were 
also displayed as white patches whereas regions without the differences (p ≥ 0.025) are 
shown in gray. (Reprinted under CC BY 4.0 license from Publication IV © 2018 Authors).  
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Compared to the controls, the H-I had the large area of the significantly >20% 
lower magnitude of the maximum and minimum principal strains at the posterior 
and inferior femoral neck. Although there was no statistical significance and the size 
of patch is small, the distal superior and superoposterior femoral neck regions in the 
H-I group had trends (p < 0.025) for the lower magnitude of the minimum principal 
strains compared to the control group. In addition, the H-I group had the large areas 
of the significantly lower magnitudes of the maximum and minimum principal 
strains in the anterior and lateral trochanteric region. On the other hand, there were 
no such noteworthy differences in the femoral neck in either of the principal strains 
in the O-I and H-M groups compared to the controls. Another notable result was 
that the R-I group had the significantly 15-35% lower magnitude of the minimum 
principal strains at the superior, superoposterior, and posterior femoral neck 
compared to the controls. The R-I group also had some areas of the 10-30% lower 
maximum principal strains around the femoral neck. Similar to the cortical thickness, 
since the principal strains in the R-NI group were not different from the controls, 
its results are not included in Figure 53. 
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6 DISCUSSION 

The primary objective of the present doctoral research was to scrutinize the effect 
of long-term specific exercise loading on the proximal femur bone strength in the 
fracture-causing fall situations. This was achieved by creating the proximal femur FE 
models of 91 young adult female competitive athletes with histories of five distinct 
exercise loadings and 20 nonathletic female controls in a single and multiple fall 
configuration(s). Based on the FE models, the fall-induced regional cortical stresses 
within the femoral neck, and fracture loads and locations were estimated, followed 
by their between-group statistical comparisons (Publications I-III). The secondary 
objective was to seek for the potential supporting evidence which could further 
explain the specific exercise-induced higher proximal femur bone strength based on 
the 3D morphological analyses of the proximal femur cortical bone adaptation to 
the specific exercise loadings. This was achieved by implementing a new 
computational anatomy method called Ricci-flow conformal mapping (RCM) which 
enabled to analyze the 3D distributions of the cortical thickness and fall-induced 
strain within the proximal femur and to perform the subsequent spatial between-
group statistical comparisons (Publication IV). The results from this second 
objective were anticipated to help understand the findings of the primary objective. 

6.1 Effect of Specific Exercise Loading History on Proximal Femur 
Bone Strength in Fall Situations 

The H-I, O-I, and R-I groups had the significantly 10-22%, 12-16%, and 14-23% 
lower fall-induced octant cortical stresses at the fracture-prone superolateral femoral 
neck compared to the control group, respectively. Also, in the distal superoposterior 
octant where all the group-wise highest octant cortical stresses were observed, they 
had the significantly 13%, 14%, and 19% lower octant cortical stresses compared to 
the control group, respectively (Publication I). Since the stress alone is insufficient 
to infer the proximal femur bone strength in the fall situation, the fracture loads were 
estimated. Based on the proximal FE models simulated in the most examined single 
fall configuration (10°-15° direction), the fracture loads in aforementioned impact 
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octant where all the group-wise highest octant cortical stresses were observed, they 
had the significantly 13%, 14%, and 19% lower octant cortical stresses compared to 
the control group, respectively (Publication I). Since the stress alone is insufficient 
to infer the proximal femur bone strength in the fall situation, the fracture loads were 
estimated. Based on the proximal FE models simulated in the most examined single 
fall configuration (10°-15° direction), the fracture loads in aforementioned impact 
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exercise loading groups were significantly 14%, 11%, and 26% higher than the 
control group, respectively (Publication II). Athletes’ bones are adapted to the 
long-term specific exercise loadings characterized by not only specific loading 
magnitude, rate, and frequency, but also direction. Thus, it stayed unclear whether 
these specific impact exercise-induced benefits in the fracture loads (proximal femur 
bone strength) were specific to only certain direction(s). Therefore, the study was 
extended to simulate each FE model in 12 different directions of fall onto the greater 
trochanter (Publication III). It was found that the H-I and R-I groups had the 
significantly 11-17% and 22-28% higher fracture loads compared to the control 
group, respectively, regardless of the directions. On the other hand, the benefits in 
the O-I group was more modest (10-11% higher than the controls) and specific to 
the fall direction. Furthermore, additional analyses of the MFSs also confirmed the 
higher proximal femur bone strengths in these impact exercise loading groups. The 
H-I, O-I, and R-I groups had the significantly 15%, 11%, and 26% higher MFSs 
compared to the control group, respectively (Publication III). Although the H-M 
group had the significantly 13-15% lower octant cortical stresses in the middle 
superior and superoposterior octants and a trend for the lower stress (-9%) in the 
distal superoposterior octant compared to the controls (Publication I), the fracture 
loads and MFSs in both H-M and R-NI groups were not different from those in the 
controls in any of fall directions (Publications II and III). 

Despite a limited number of similar (FE) studies, the effects of other long-term 
impact and non-impact exercise loadings on the proximal femur bone strength 
(fracture load) in the fall situation have also been investigated by others [62,63]. 
Warden, Fuchs, and their colleagues (2020, 2021) reported that, compared to non-
dominant leg, the long-term (> 6 years) impact exercise loading generated by the 
landing in the baseball or softball pitching led to the significantly 13% and 11% 
higher fall-induced fracture (onset) loads in the dominant leg of young adult male 
(aged 26.8 ± 2.1 years) and female pitchers (aged 20.4 ± 1.4 years), respectively. The 
baseball or softball pitching generates an asymmetric loading where the dominant 
leg (the contralateral side to the throwing arm) experiences more impact landings 
than the nondominant side. [62,63] The major difference between the present and 
their studies was that the within-subject dominant-to-nondominant leg difference in 
the proximal femur bone strength was evaluated in their study to account for 
selection bias whereas the between-group difference was examined in the present 
research. Despite this drawback, the present results are essentially in line with theirs, 
suggesting the association of the long-term impact exercise loading with the higher 
proximal femur bone strength to reduce fall-induced hip fracture risk. Altogether, 
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these findings suggest that the impact exercise loading is a key to improve or 
maintain the proximal femur bone strength in the fracture-causing fall situation. 

The bone mass and size is influenced by the body size [605–608]. Therefore, to 
evaluate the anabolic effect of exercise training on the bone, these confounding 
effects need to be removed. In Publication I, the individual peak impact force was 
used as a covariate (confounder) since it takes into account both individual height 
and BW. For the later publications, the procedure to choose the covariate was 
refined by performing the additional analyses (checking for the homogeneity of 
regression slope and/or performing Pearson correlation analyses). In Publication 
II, only BW was used whereas BW and LM were applied separately in Publication 
III. Interestingly, the significant differences in the unadjusted and BW-adjusted 
fracture loads observed between the specific exercise loading groups and  the control 
group disappeared once controlled for LM (Publication III). Based on bone’s 
functional adaptation [2,3], the bone adapts to the prevalent mechanical 
environment which comprises mainly the gravitational (ground reaction) and internal 
muscle contraction forces. For the weight-bearing skeletons, the magnitude of the 
mechanical loading is primarily determined by the BW, which does not exclude the 
fat mass [606]. The LM can be used as a proxy for the muscle mass and force, and 
the physical activity level [609]. Importantly, the LM was found associated with 
femoral neck aBMD and size (CSA) [609,610]. The present exercise loading groups 
apparently had the higher physical activity level than the control group based on their 
larger training volume (Table 8). Therefore, controlling the fracture load (proximal 
femur bone strength) for the muscle mass and force, and the physical activity level 
(or their proxy, LM) likely remove the anabolic effect of exercise training on bone. 
The present research demonstrated this while highlighting the importance of 
choosing the appropriate confounder (covariate) to address the research question. 
In this regard, BW was deemed a more suitable choice since it considers both 
individual body size and the magnitude of loading in the daily mechanical 
environment [606]. 

6.2 Effect of Fall Direction onto the Greater Trochanter on the 
Fracture Load and the Weakest Fall Direction 

The present results showed that the (group-wise) fracture loads decreased by up to 
32-35% as the angle (α) between the ground and the femoral shaft increased from 0° 
to 30°, 22-27% as the hip internal rotation (β) angle increased from 0° to 30°, and 
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exercise loading groups were significantly 14%, 11%, and 26% higher than the 
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these findings suggest that the impact exercise loading is a key to improve or 
maintain the proximal femur bone strength in the fracture-causing fall situation. 

The bone mass and size is influenced by the body size [605–608]. Therefore, to 
evaluate the anabolic effect of exercise training on the bone, these confounding 
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refined by performing the additional analyses (checking for the homogeneity of 
regression slope and/or performing Pearson correlation analyses). In Publication 
II, only BW was used whereas BW and LM were applied separately in Publication 
III. Interestingly, the significant differences in the unadjusted and BW-adjusted 
fracture loads observed between the specific exercise loading groups and  the control 
group disappeared once controlled for LM (Publication III). Based on bone’s 
functional adaptation [2,3], the bone adapts to the prevalent mechanical 
environment which comprises mainly the gravitational (ground reaction) and internal 
muscle contraction forces. For the weight-bearing skeletons, the magnitude of the 
mechanical loading is primarily determined by the BW, which does not exclude the 
fat mass [606]. The LM can be used as a proxy for the muscle mass and force, and 
the physical activity level [609]. Importantly, the LM was found associated with 
femoral neck aBMD and size (CSA) [609,610]. The present exercise loading groups 
apparently had the higher physical activity level than the control group based on their 
larger training volume (Table 8). Therefore, controlling the fracture load (proximal 
femur bone strength) for the muscle mass and force, and the physical activity level 
(or their proxy, LM) likely remove the anabolic effect of exercise training on bone. 
The present research demonstrated this while highlighting the importance of 
choosing the appropriate confounder (covariate) to address the research question. 
In this regard, BW was deemed a more suitable choice since it considers both 
individual body size and the magnitude of loading in the daily mechanical 
environment [606]. 

6.2 Effect of Fall Direction onto the Greater Trochanter on the 
Fracture Load and the Weakest Fall Direction 

The present results showed that the (group-wise) fracture loads decreased by up to 
32-35% as the angle (α) between the ground and the femoral shaft increased from 0° 
to 30°, 22-27% as the hip internal rotation (β) angle increased from 0° to 30°, and 
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34-36% as both angles shifted from 0° to 30° (from 0°-0° to 30°-30° direction, 
Publication III). These are closely in concordance with previous experimental [48] 
and FE modeling studies of proximal femur in the multiple fall configurations 
[46,66,505,548]. Overall, these decreasing trends of the fracture loads suggest that 
proximal femur bone strength (to reduce fall-induced hip fracture risk) decreases if 
the fall-induced impact is applied to a more superior aspect (indicated by a greater α 
angle) and/or a more posterolateral aspect (indicated by a greater β angle) than the 
lateral aspect of the greater trochanter (e.g., 0°-0° direction). As a matter of fact, a 
recent cohort study of video-captured falls (> 2300 falls) of over 600 elderly persons 
(mean age: 83 years) reported that the most of hip fractures occurred when the 
impact was imposed on the posterolateral aspect of the pelvis (77%, 23 out of 30 
cases) whereas only 13% (4 cases) of the fractures happened when the impact was 
imposed on the lateral aspect [69]. 

The fall is an unpredictable event, and thus predicting the fall direction or 
direction of fall onto the greater trochanter is unrealistic. Besides, the weakest fall 
direction is likely specific to each individual femur. Given these, Falcinelli, Qasim, 
and their colleagues (2014, 2016) proposed that the minimum fall strength (MFS) 
among the multiple fall directions is more appropriate to estimate the individual hip 
fracture risk instead of based on the direction-wise fracture load. In fact, they 
demonstrated that the MFS can discriminate the hip fracture cases from the non-
cases slightly more accurately than a single direction-load (e.g., 10°-15°), aBMD 
(femoral neck, trochanteric, and total femur), and FRAX: respective AUCs were 
0.79-0.88, 0.77, 0.73-0.79, and 0.69, respectively. [66,67] This highlights the 
importance of both the simulation of multiple fall directions and the estimation of 
MFS. To be in line with the above-mentioned decreasing trends, all MFS in the 
present study were also located where either or both angles were the greatest, 
confirming the decrease in the proximal femur bone strength as the fall impact is 
imposed to the more superior and/or posterolateral aspect of the greater trochanter.  

6.3 Initiation of Compression-Induced Fracture at Superolateral 
Femoral Neck 

In the fall configuration (10°-15° direction), the high octant cortical stresses were 
observed mainly in the superior and posterior aspects of superolateral femoral neck 
(the superior, superoposterior, and posterior octants at the middle and distal femoral 
neck). Besides, all groups had their highest stress values in the superoposterior octant 
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at the distal femoral neck site (Publication I). Similarly, the fracture location 
analyses from the Publication II showed that the majority of simulated fractures 
were observed in these regions, particularly in the superoposterior octant in the 
basicervical (=distal) femoral neck region (> 50% of 111 fractures, Figure 50). 
Besides, since the locations of all observed trochanteric fractures (8 out 111) were 
around the trochanteric fossa, all very close to the basicervical region, they could 
have been classified as the basicervical femoral neck fracture with a slightly more 
lenient definition of the fracture location. These results are, again, closely in line with 
both previous experimental [37,42,44,49] and FE modeling studies of proximal 
femora [36,41,43,45,47,50]. These studies consistently showed that the fractures 
initiated from this superolateral cortex, particularly in its posterior aspect (around 
the superoposterior octant), in the basicervical/distal femoral neck region due to the 
unusually high compressive loading caused by the fall onto the greater trochanter. In 
fact, all 111 proximal femora in the present study failed due to the compression 
(Publication II). This compression-induced fracture initiation in the superolateral 
cortex has also been confirmed in a recent clinical study where femoral neck cortical 
bone samples were extracted from the intracapsular hip fracture patients. 
Microscopic analyses of these samples demonstrated the higher density of the 
compressive microcracks in the superior than the inferior femoral neck cortex. [404]. 
Therefore, it was of great interest to find out, based on the 3D morphological rather 
than 2D planar analyses, if the present impact exercise loading groups had the thicker 
cortex at this fracture-prone superolateral femoral neck (particularly at its posterior 
aspect – superoposterior octant) or these higher fracture loads were attributed to the 
thicker cortical bone in other regions. 

6.4 Supporting Evidence – Exercise-Induced Cortical Adaptation 

6.4.1 For H-I and O-I Exercise Loading 

The present higher proximal femur bone strengths in the fall observed in the H-I, 
O-I, and R-I groups can be mostly explained by the specific exercise-induced 
structural adaptation in femoral neck’s cortical bone. According to the previous 
quadrant-based analyses on the same proximal femur data, Nikander et al. (2009) 
presented the H-I group had the ~20% thicker anterior and posterior cortices, and 
notably 60% thicker weight-bearing inferior cortex in the femoral neck compared to 
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at the distal femoral neck site (Publication I). Similarly, the fracture location 
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bone samples were extracted from the intracapsular hip fracture patients. 
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the controls whereas the O-I group had consistently 15-20% thicker cortical bone 
around the femoral neck. It is noted, although the difference compared to the 
control did not reach the statistical significance (p < 0.05), the H-I and O-I groups 
had ~10% and ~15% thicker cortex at the vulnerable superior quadrant of femoral 
neck, respectively. Nevertheless, these observations were limited to the 2D analyses 
of femoral neck’s cross-section. [60] Therefore, as the secondary objective of the 
present doctoral research, the RCM-based analyses were performed to evaluate the 
3D morphological cortical bone adaptation to the specific exercise loadings within 
the proximal femur. These analyses may possibly elucidate further why 
aforementioned three impact groups had the higher proximal femur bone strengths 
(Publication IV). Compared to the controls, the H-I group had a large area of at 
least a 20%  higher cortical thickness around the femoral neck except for the 
inferoanterior and superoposterior regions across the proximal, middle, and distal 
femoral neck. Especially, its posterior and inferior regions had substantially 40-70% 
and > 110% thicker cortical bone, respectively (Figure 52). Although the area and 
magnitude were smaller than the H-I group, the O-I group also had the significantly 
thicker cortex at some regions of the femoral neck compared to the controls. 
Notably, the O-I group had 10-50% and 40-60% thicker cortical walls at the 
superior-to-superoanterior and inferior femoral neck regions compared to the 
controls, respectively (Figure 52). Answering to the earlier question (raised in the 
end of the last paragraph), importantly, neither of these impact exercise groups had 
the apparently thicker cortical layer at the fracture-prone superoposterior aspect 
(octant) of the femoral neck (Figure 52). Therefore, their higher fracture loads 
compared to the controls are likely attributed to the thicker cortical bones at inferior, 
posterior, and/or superior-to-superoanterior femoral neck regions. 

The presently observed medium-to-large areas of the beneficial cortical 
adaptation at the inferior femoral neck were also reported in the studies of the 
baseball and softball pitchers mentioned earlier based on the CBM method by 
Warden, Fuchs and their colleagues (2020, 2021). However, in contrast to the present 
study, such beneficial cortical adaptations were not observed in other femoral neck 
regions in their studies. [62,63] This discrepancy is likely attributed to the differences 
in the study design (between-group vs. within-subject) and in characteristics of the 
study participants between the present and their studies. Nonetheless, these three-
dimensionally observed substantial regional cortical thickening are outstanding 
structural adaptations to these impact exercise loadings and likely led to the increase 
in the proximal femur bone strength. Altogether, both 2D and 3D analyses of the 
proximal femur cortical morphology strongly suggest the potential contribution of 
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these impact exercise-induced cortical structural adaptation to the higher proximal 
femur bone strength to reduce fall-induced hip fracture risk. 

6.4.2 For R-I Exercise Loading 

Another important observation from the present and previous research on the same 
proximal femur data was that, in opposition to the H-I and O-I groups, such 
potentially beneficial cortical thickening in the femoral neck was not observed in the 
R-I group through either of 2D [60] or present 3D analyses of proximal femur 
cortical bone (Figure 52) (Publication IV). This suggests that the observed 
apparent higher proximal femur bone strength in the fall configuration in the R-I 
group (Publications I-III) is attributed to other factors rather than the cortical 
thickness. Bryan et al. (2009) identified the femoral neck roundness (femoral neck 
diameter ratio), femoral neck-shaft angle, and anteversion angle as the important 
geometric factors among others, determining the proximal femur bone strength in 
the fall configuration [611]. In another previous analysis on the same proximal femur 
data as the present study, Narra et al. (2013) found the geometric shape of the 
femoral neck cross-section in the R-I group is more circular [612]. In principle, a 
more circular bone is mechanically more robust regardless of loading direction than 
an oval-shaped bone. Accordingly, it was demonstrated that the more circular 
femoral neck cross-section, typically observed in physically more active medieval 
people, experiences 1.3-1.5 times less fall-induced stress compared to the more oval-
shaped cross-section common in present-day, habitually more sedentary people 
[613]. The present up to 30% benefits in the octant cortical stress (Publication I) 
and fracture loads regardless of the fall direction (Publications II and III) observed 
in the R-I group are closely in line with this estimation. Nevertheless, these 
considerations do not go beyond the speculation and call for further studies to 
investigate if the R-I proximal femora have any other characteristic 
geometric/structural features and their potential associations with the higher fracture 
loads to elucidate the sources of their higher proximal femur bone strength. 

Next, it is noteworthy that the presence of regionally thicker cortical bones in the 
femoral neck in the H-I and O-I groups and its absence in the R-I group 
(Publication IV) may explain why the relative axial fracture locations only in the H-
I and O-I groups were located significantly more (7-10%) proximal along the femoral 
neck axis compared to the controls. It can be speculated that the regionally thicker 
cortical bone in the femoral neck region induced by these H-I and O-I exercise 
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these impact exercise-induced cortical structural adaptation to the higher proximal 
femur bone strength to reduce fall-induced hip fracture risk. 
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proximal femur data was that, in opposition to the H-I and O-I groups, such 
potentially beneficial cortical thickening in the femoral neck was not observed in the 
R-I group through either of 2D [60] or present 3D analyses of proximal femur 
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loadings (Figure 52) may have shifted the high bending loading towards more 
proximal side of femoral neck. 

Moreover, the degree of the present benefits reflected in the fracture loads were 
slightly smaller in the O-I group compared to those observed in the H-I and R-I 
groups (Publications I-III). For example, the fracture loads in a single fall 
configuration (10°-15° direction) were 11%, 14%, and 26% higher in the O-I, H-I, 
and R-I groups than the controls, respectively (Publication II). The RCM-based 3D 
analyses of surface principal strain distribution in the same fall configuration largely 
explain this. The areas of the significantly smaller absolute minimum principal strains 
around the femoral neck compared to controls (which led to the higher fracture 
loads) were much larger in the H-I and R-I groups than in the O-I group (Figure 
53). 

Lastly, the apparently beneficial structural adaptation of the cortical bone around 
the femoral neck were either small in the H-M group or not observed in the R-NI 
group based on the previous 2D [60] and present 3D morphological analyses of the 
proximal femur cortical bone (Figure 52). This largely explains why no benefit in 
the proximal femur bone strength in the fall configuration was observed in these 
exercise loading groups. 

6.5 Exploration of Characteristic Loading Properties in Specific 
Sports 

Elaborating the loading characteristics of the five distinct exercise loading types 
examined in the present research may help understand essential loading properties 
that underlie specific exercise-induced beneficial adaptations in the proximal femur. 
Such information can be analyzed in terms of the ground impact or loads affecting 
the hip joint. 

6.5.1 Loading Characteristics at Ground 

The loading characteristics at the ground impact (except for R-NI – swimming) such 
as peak ground reaction forces (GRF, expressed in BW, measured by force 
platforms) and estimated maximum loading rates (BW/s) were obtained from the 
literature and summarized in Table 12 for each exercise loading type. Based on this 
table, the common loading properties among the beneficial H-I, O-I, and R-I 
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exercise loading types are the moderate-to-high peak GRFs (12-20 BW, 2.5-3.5 BW, 
and 2-3 BW, respectively) and high loading rates (400-480 BW/s, 20-180 BW/s, and 
60-150 BW/s, respectively). Although the O-I and R-I exercise loadings have the 
lower loading magnitudes (peak GRF) and rates compared to those in the H-I 
exercise loading, their loading frequencies are inherently higher. 

Table 12.  Loading characteristics of five distinct exercise loading types examined in the present 
research including the peak ground reaction force and loading rate. 

Note: [273] – Heinonen et al. (2001); [344] -  Bailey & Brooke-Wavell (2010); [614] – Ramey & Williams (1985); 
[615] – Smith et al. (2004); [616] – Dayakidis & Boudolos (2006); [617] – Ball (2013); [618] – Swinton et al. (2012); 
[619] – Cavanagh & Lafortune (1980); [620] – Kluitenberg et al. (2012); [621] – Logan et al. (2010); [622] – Munro 
et al. (1987); [623] – Tominaga et al. (2016); [624] – Yu et al. (2021); [625] – Lyttle et al. (1999); and [626] – 
Blanksby et al. (1996).  

In swimming, a high muscle activity and a large number of repetitive movements 
are involved. However, the magnitude of the mechanical loads is essentially smaller 
due to an aquatic hypo-gravitational environment generated by the buoyancy in 
water. Some impact loading still takes place at the push-off phase of turning in the 
swimming; however, its reaction force (< 1.5 BW) and loading rate (< 10 BW/s) are 
considerably smaller (Table 12). Next, although the extremely heavy weights are 
lifted in the H-M exercises such as squat and deadlift, their loading magnitudes (peak 
GRFs, 2-3 BW) are similar to those in the O-I and R-I exercise loadings (Table 12). 
Besides, the loading rate (5-6 BW/s) and frequency in the H-M exercise are 
essentially smaller compared to those in the impact exercise loadings because of the 
nature of the H-M exercises (inherently slow movement and the low number of 
repetition). Altogether, the moderate-to-high loading magnitude (GRF) alone 
appeared insufficient but needs to be generated at the high loading rate and/or 
frequency to induce the beneficial adaptations within the proximal femur cortical 
bone. These contemplations are essentially in concordance with the observations 
from the previous animal experimental studies [3,14–24,627]. It can be speculated 
that not only exercise types examined in the present doctoral research but also other 
exercise types which satisfy this condition likely induce the beneficial adaptation, 

Group GRF 
(BW) 

Loading rate 
(BW/s) 

Study 

H-I 12-20 400-480 [273,614] 
O-I 2.5-3.5 20-180 [344,615–617] 
H-M 2-3 5-6 [618] 
R-I 2-3 60-150 [619–624] 
R-NI < 1.5 < 10 [625,626] 
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exercise loading types are the moderate-to-high peak GRFs (12-20 BW, 2.5-3.5 BW, 
and 2-3 BW, respectively) and high loading rates (400-480 BW/s, 20-180 BW/s, and 
60-150 BW/s, respectively). Although the O-I and R-I exercise loadings have the 
lower loading magnitudes (peak GRF) and rates compared to those in the H-I 
exercise loading, their loading frequencies are inherently higher. 

Table 12.  Loading characteristics of five distinct exercise loading types examined in the present 
research including the peak ground reaction force and loading rate. 

Note: [273] – Heinonen et al. (2001); [344] -  Bailey & Brooke-Wavell (2010); [614] – Ramey & Williams (1985); 
[615] – Smith et al. (2004); [616] – Dayakidis & Boudolos (2006); [617] – Ball (2013); [618] – Swinton et al. (2012); 
[619] – Cavanagh & Lafortune (1980); [620] – Kluitenberg et al. (2012); [621] – Logan et al. (2010); [622] – Munro 
et al. (1987); [623] – Tominaga et al. (2016); [624] – Yu et al. (2021); [625] – Lyttle et al. (1999); and [626] – 
Blanksby et al. (1996).  
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Group GRF 
(BW) 

Loading rate 
(BW/s) 

Study 

H-I 12-20 400-480 [273,614] 
O-I 2.5-3.5 20-180 [344,615–617] 
H-M 2-3 5-6 [618] 
R-I 2-3 60-150 [619–624] 
R-NI < 1.5 < 10 [625,626] 
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resulting in the increase or maintenance of the proximal femur bone strength in the 
fall situations. 

Furthermore, it is worth mentioning that the loading characteristics of the 
weightlifting (snatch, clean, and jerk). Due to the similarities in the movements 
between powerlifting (such as squat and deadlift, H-M exercise in the present 
research) and weightlifting, they are often mistaken for each other. In contrast to the 
powerlifting, the weightlifting movements are typically more explosive and involve 
the higher impact: peak vertical GRFs and estimated loading rates are 2.5-4 times 
BW and 10-50 BW/s, respectively [628–631]. Thus, this warrants for the further 
investigation to examine the proximal femur strength of the weightlifters, in 
comparison with the controls and especially with the powerlifters. 

6.5.2 Loading Characteristics at Hip Joint 

The information on the loading properties at the ground discussed above may not 
be sufficient to characterize the effective exercise inducing the beneficial adaptation 
in the proximal femur. They do not necessarily convey how much loading is 
transmitted to the hip joint and proximal femur bone. Such information can be 
found in recent musculoskeletal FE modeling studies where the hip contact forces 
(in BW) and femoral neck strains were analyzed during numerous movements [632–
635]. It was found that an unilateral vertical hopping and running at 6-12 km/h 
generate the considerably higher hip contact forces (7.5 BW and 6-10 BW, 
respectively) compared to the one (4-5 BW) in walking at 4 km/h [633,634]. On the 
other hand, the moderate H-M exercises such as hip resistance trainings (flexion, 
extension, adduction, and abduction exercises) at 40-80% of 1 repetition maximum 
(RM) produced comparable or even smaller hip contact forces compared to the 
walking [633]. 

On the basis of classic Frost’s mechanostat theory [2] and bone remodeling 
theory by Huiskes et al. [636,637], the osteogenic adaptive bone response is induced 
when the loading-generated strain magnitude and/or strain energy exceeds the 
homeostatic thresholds around 1500 με or by 75%, respectively. Pellikaan et al. 
(2018) [633] demonstrated that the unilateral vertical hopping and running at 7-9 
km/h generate the significantly higher compressive and tensile strains at both the 
inferior and superior femoral neck than the walking at 4km/h, exceeding the 
homeostatic threshold. Besides, the inferior femoral neck experiences up to 7 times 
higher strain in the unilateral vertical hopping than in the walking, which likely 
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account for the aforementioned > 60% thicker inferior femoral neck cortex 
observed in the H-I group based on the previous 2D [60] and the present 3D 
analyses (Figure 52 and Publication IV). Furthermore, Martelli et al. (2014) [635] 
showed that the strain energies generated by the unilateral long and bilateral vertical 
jumps are also substantially high, exceeding the homeostatic threshold by ~500% 
and 200%, respectively. Overall, these observations on the high hip contact forces, 
and femoral neck strain magnitudes and energies during the jumping, hopping, and 
running exercises further underline the high potentials of these impact exercises in 
inducing the beneficial osteogenic adaptation within proximal femur. Regrettably, 
the analyses on the loading (strain) rate at the hip joint were not included in these 
musculoskeletal FE modeling studies [632–635]. Given its importance as identified 
through the present doctoral and previous animal experimental studies [19–21,218], 
comparisons of the strain rate at the hip joint or proximal femur among different 
exercises may elucidate the mechanism of exercise-induced osteogenic adaptation to 
a further extent. 

Above-mentioned vertical hopping and jumping can be regarded as a moderate 
H-I exercise and/or a part of the O-I exercise excluding the multidirectional element. 
However, none of the musculoskeletal FE modeling studies discussed so far [632–
635] have investigated the multidirectional O-I jumping/hopping exercises. The 
author of the present doctoral dissertation and his colleagues postulated that the 
strain could be more uniformly distributed over the femoral neck in such O-I 
exercises due to repeated impacts from varying unusual directions within a short 
period of time. Moreover, it was hypothesized that such uniform loading distribution 
may consequently facilitate a more symmetric osteogenic adaptation around the 
femoral neck’s cortical bone including its vulnerable superolateral region. 
Nevertheless, the hip contact forces and femoral neck strains could be unexpectedly 
smaller in the O-I exercise than in H-I and R-I exercises. In order to maintain the 
kinematic posture, the loads generated by the ground impact from the unusual 
directions could be dispersed and absorbed by the muscular activities before 
reaching the hip joint. However, these do not go beyond the speculation and call for 
the future musculoskeletal FE modeling studies to evaluate the loading 
characteristics of the multidirectional impact exercises at the hip joint. Nonetheless, 
it should be noted that the beneficial effects of the daily multidirectional hopping 
exercise (a moderate H-I and O-I exercise) on the proximal femur have been 
reported for both males and females regardless of age through two 6–12-month 
RCTs by Allison et al. (2013, 2015) [345,346] and Bailey and Brooke-Wavell (2010) 
[344]. Compared to the control leg, such exercise intervention resulted in 
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considerable increases in femoral neck aBMD by 1.6-3.1%, BMC by 1.2-1.3%, CSA 
by 2.4%, and Z by 1.6% in the exercised leg. Particularly important findings were 
that these exercises led to the substantial regional bone gain at the vulnerable 
superolateral femoral neck: superior femoral neck aBMD and CBM-derived 
superoposterior cortical mass surface density were 3.1% and > 6% greater in the 
exercised leg than in the control leg, respectively. [344–346] Despite the lack of 
information on the loading properties of the multidirectional O-I exercises through 
the musculoskeletal FE modeling studies, these evidence from the RCTs support the 
effect of the multidirectional O-I exercise on inducing the beneficial osteogenic 
adaptation within the proximal femur. 

6.6 Clinical Relevance 

As to the clinical relevance, the present findings need to be interpreted with caution. 
Considering the present data were acquired from the young adult females, the 
findings cannot be extrapolated directly into the general or old populations. Since 
the exercise-induced beneficial adaption in bone is more evident in growth phase 
than later in life [343], the results from the young population help finding and 
designing the effective osteogenic exercise programs. However, their efficacy, safety, 
and feasibility need to be evaluated for the older generations prior to their 
implementation. Numerous RCTs and their meta-analyses confirmed the efficacy of 
the H-I, O-I, and R-I exercises in inducing the beneficial adaptations in the femoral 
neck (e.g., increases in aBMD, BMC, CSA, and Z) in both male and female regardless 
of age [298,299,305,344–346,348,351,352,356,363,364]. However, it should be noted 
that the efficacy of these exercises in male should remain inconclusive due to 
insufficient data available according to the meta-analyses [358,360,365]. Importantly, 
as mentioned above, two 6-12 month RCTs demonstrated that the daily 
multidirectional hopping exercise (a moderate H-I and O-I exercise) can induce the 
beneficial adaptations in the femoral neck including the fracture-prone superolateral 
regions [344,346]. In contrast, the H-M exercise alone were found ineffective at least 
in females in any ages [349,350,353,356]. 

Next, the safety and feasibility of the impact exercises should be carefully 
examined, especially for the frail old population. Despite the apparent benefits to the 
proximal femur bone strength, the H-I exercises accompanied with the extreme 
GRF (12-20 times BW, Table 12) is obviously too risky for the musculoskeletal 
injuries not only for the old population but also for sedentary people regardless of 

 

195 

age. On the other hand, due to more moderate impact magnitudes (2-3.5 times BW, 
Table 12), such risk is likely smaller in the O-I and R-I exercises. Therefore, these 
two impact exercises can provide a safer and more feasible alternative to the young 
sedentary and frail old population to minimize their fall-induced hip fracture risk. In 
fact, only a few injuries were reported in previous RCTs of exercise intervention 
including the multidirectional hopping in the old males and females as long as 
participants’ exercises were supervised, and its intensity and volume were gradually 
increased [345,357]. 

Based on the musculoskeletal FE modeling studies [632,633,638], moderate R-I 
exercises such as fast walking (6km/h) and stair ambulation appeared also effective 
to induce potentially osteogenic higher strain at the fracture prone superior femoral 
neck than the normal walking (4km/h). These exercises can be easily incorporated 
into the habitual daily activities even in the elderly populations due to its higher safety 
and feasibility compared to running. Besides, a few meta-analyses of the RCTs in 
postmenopausal females confirmed that moderate R-I exercises (walking or jogging 
combined with walking and stair climbing) can increase femoral neck aBMD. 
However, the observed gains are likely too marginal to be of clinical significance 
regarding the hip fracture prevention. [351,639] The potency of these moderate R-I 
exercises likely remains preserving bone mass and alleviating age-dependent bone 
fragility and may not be extended to decrease the hip fracture risk. Nonetheless, this 
uncertainty calls for further studies to examine the minimum intensity (e.g., speed) 
and volume of such moderate R-I exercises to induce the beneficial bone adaptation 
and to reduce the hip fracture risk. 

It is noted the above-mentioned studies reported the osteogenic effect of exercise 
on the bone trait (e.g., femoral neck aBMD) to infer the beneficial effect of some 
exercise types on the reduction of hip fracture risk. However, such causal 
relationship needs to be confirmed by RCTs of exercise-intervention, preferably with 
hip fracture as the end-point outcome. Despite its necessity, it has appeared difficult 
to conduct such RCT due to the following methodological reasons: compliance, 
drop-out, blinding, and long-term follow-up, and, in particular, the required large 
sample size [640,641]. According to Gregg et al. (2000), it was estimated that the 
sample size ranging from ~3500 to 7000 participants per group would be required 
to achieve sufficient statistical power with the following reasonable assumptions: a 
RCT has 5 years follow-up with type-I error of 5%, type-II error of 20%; hip fracture 
incidence of 3-6% in control group in 5 years; and a reduction in the hip fracture 
risk of 25% by exercise [642]. This makes it clear that conducting such study is costly 
and perhaps impractical [642–644]. Nevertheless, there has been a few exercise-
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RCTs conducted, which reported the hip fractures as the outcome. However, they 
seem to face aforementioned sample size issues. Korpelainen et al. (2006, 2010) 
conducted a RCT of 3-years exercise-intervention including balance, leg strength, 
and multidirectional jumping (impact) training with 160 postmenopausal females 
(aged 70-73 years). Their results appeared to suggest that the exercise decreases the 
hip fracture risk: no hip fracture was observed in the exercise group while 5 
participants had the hip fractures in the control group. However, the statistical 
analysis was not performed due to small sample size. [645,646] Accordingly, two 
recent meta-analyses of (R)CTs by Hoffmann et al. (2023) and de Souto Barreto et 
al. (2019) reported that the exercise intervention can result in a 16-23% reduction of 
fractures (including hip fractures) in people aged 54-87 years old. Although the hip 
fractures were reported in a few trials included in these meta-analyses, the statistical 
analyses solely on the hip fracture risk were not included because sufficient statistical 
power was not achieved due to a very small number of hip fractures per group and 
the small sample size. Besides, their analyses were not designed to identify the 
specific exercise types which are effective to reduce the (hip) fractures. [647,648] 
Therefore, it is reasonable to say that a higher level of evidence for the causal 
relationship between the (specific) exercise and reduced hip fracture risk has not yet 
been confirmed based on the RCTs and warrants further studies with the sufficiently 
large sample size. 

Exercise helps preventing hip fracture not only by improving or maintaining the 
proximal femur bone strength but also by preventing people from falling. The fall 
can be prevented by improving mobility, physical functioning, muscle strength, 
balance, and coordination. [643,644] Based on the meta-analyses of numerous RCTs, 
the exercise intervention was found to significantly reduce the risks of fall and 
injurious fall resulting in fractures (at various anatomical sites including hip) by 10-
15% [647,649,650] and ~65% [649,651], respectively, in the old people aged over 60 
years. Although balance exercise was found particularly effective, other exercises 
types were also found effective: gait, strength, functional, endurance, and flexibility 
training [649–651]. However, again, the evidence for the effect of exercise 
intervention solely on the hip fracture is very limited, and thus further studies with 
the hip fracture as the end-point outcome are still needed in this respect as well. 
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6.7 Sustainability of Exercise-Induced Higher Proximal Femur 
Bone Strength to Reduce Fall-Induced Hip Fracture Risk 

In the present doctoral research, the higher proximal femur bone strength to reduce 
fall-induced hip fracture risk were observed in the young adult females who had 
engaged in sport-specific (H-I, O-I, and/or R-I loading) training from 
childhood/adolescence to early adulthood. Therefore, an important question 
remains: can the exercise-induced higher proximal femur bone strength obtained 
during these early stages of life persist into the later stages, especially after age of 65 
years when the hip fracture is more common? The mechanical loading through the 
exercise facilitates the new bone formation mainly on periosteal (outer) surface of 
bone during skeletal growth, resulting in the outer circumferential (periosteal) 
expansion. On the other hand, it triggers primarily the remodeling process on the 
endosteal (inner) surface after the growth to maintain bone mass or mitigating rate 
of bone resorption, leading to the maintenance of the endocortical width or slowing 
down the age-related endocortical expansion. [3] That being the case, theoretically 
speaking, the exercise-induced benefits in bone and consequent higher bone strength 
obtained during these early phases should be sustained into the older age. However, 
the cortical bone around the femoral neck also experience the age-related thinning 
(Figure 20) due to a gradual expansion of the femoral neck diameter caused by the 
combination of subperiosteal bone apposition and endosteal resorption [39,401,402]. 
This is a normal age-dependent physiological remodeling process and bone’s smart 
regulatory system to maintain the bending resistance by gradually increasing the 
diameter to compensate for the age-related bone loss [38,39,401,403]. Whether the 
exercise-induced structural benefits and consequent higher proximal femur bone 
strength acquired from the early phases remains through this age-related femoral 
neck expansion is also unclear. Therefore, these aspects should be investigated by a 
retrospective and/or prospective observational studies. 

According to the observational studies [652–656], exercise-induced benefits such 
as the higher proximal femur, femoral neck, and greater trochanter aBMD or BMC 
compared to nonathletic controls start diminishing rapidly during the twenties due 
to the cessation of sport-specific training or retirement from competing. However, 
such high rates of bone loss is lessened by the mid-50s and the rate of bone loss 
becomes similar to those in the nonathletic controls thereafter [655]. It is of interest 
to know if such exercise-induced higher aBMD sustained into the older ages despite 
its rapid loss. However, inconsistent results have been reported on whether such 
exercise-induced higher aBMD from pre-puberty, adolescence, and/or early 
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compared to nonathletic controls start diminishing rapidly during the twenties due 
to the cessation of sport-specific training or retirement from competing. However, 
such high rates of bone loss is lessened by the mid-50s and the rate of bone loss 
becomes similar to those in the nonathletic controls thereafter [655]. It is of interest 
to know if such exercise-induced higher aBMD sustained into the older ages despite 
its rapid loss. However, inconsistent results have been reported on whether such 
exercise-induced higher aBMD from pre-puberty, adolescence, and/or early 
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adulthood persist into the 40s, 50s, and over 60s, and it may depend on the exercise 
type and sex [654,655,657–665]. For example, based on the prospective studies, the 
significantly higher femoral neck and trochanteric aBMDs in the former male 
football players compared to their age-matched controls (2-11% and 13% higher, 
respectively) were maintained until the late 50s (retired for 19-29 years, started 
competing at age of ~14-17 years) but not in the late 60s [660,664]. However, such 
benefits were not observed already in their 40s [retired for a mean of ~10 years (5-
20 years), starting age not reported] in the former female football players [654]. In 
contrast, the significantly higher proximal femur and femoral neck aBMDs 
compared to the age-matched controls (up to 9% and 13%, respectively) were 
maintained in the former female artistic gymnasts in their 40s (retired for a mean of 
~24 years, started their gymnastics training at an average age of ~11 years) and the 
former female ballet dancers in their 50s (retirement period - unknown, started their 
ballet training at an average age of ~8 years) [658,665]. 

In contrast to aforementioned inconsistent results on the aBMD, importantly, 
the exercise-induced structural benefits appeared to persist into the older ages to 
some extent. Valdimarsson et al. (2005) reported that the significantly greater bone 
size (8% greater in femoral neck compared to the age-matched controls) observed 
in the former female football players (same as above) persisted into their 40s and 50s 
in opposition to their higher femoral neck aBMD not maintained into even their 40s 
[654]. This implies the loss of exercise-induced higher aBMD in the former football 
players is likely due to the loss of bone mass since the aBMD is calculated by dividing 
the bone mass (BMC) by area (= size). Similarly, Tveit et al. (2015) reported that the 
former male football players (same as above) had the significantly 4% and 2% greater 
femoral neck area in their late 50s and 60s compared to their age-matched controls, 
respectively [660]. 

This potential sustainability of aforementioned exercise-induced benefits from 
the early to later stages of life does not necessarily mean that these retired old athletes 
have the lower hip fracture risk compared to the nonathletic controls who did not 
participate in the sports during their early ages. Such risk still needs to be evaluated 
based on the actual hip fracture incidents between them in their older ages (e.g., > 
50 years). Although the number of such studies are limited, to author’s knowledge, 
a few studies approached this issue by comparing the hip and other fracture incidents 
between various former athletes and the controls [656,660,662,666]. Based on 
several large cohorts consisting of 400-2000 former old male athletes [aged > 50 
years; incl. gymnastics, track and field (jumping, sprinting, and throwing), basketball, 
football, handball, boxing, ice hockey, wrestling, weightlifting, long-distance running, 
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canoeing, swimming, biathlon, race cycling, and more] and their nonathletic controls, 
any fractures (incl. proximal humerus, distal radius, vertebra, pelvis, hip, and tibial 
condyle fractures) over 50 years old are significantly (p < 0.05) 50-60% lower in the 
former athletes than controls [660,666]. Importantly, the hip fracture risk over 50 
years old appears to be 20-40% lower in the former male athletes than the controls. 
However, its difference did not reach statistical significance (p < 0.05). 
[656,660,662,666] Besides, it should also be noted that these findings were 
unfortunately limited to only males and the analyses were performed by pooling 
different sport types except for one study by Tveit et al. (2015). Therefore, whether 
specific exercise-induced lower hip fracture risk can persist into the older age is still 
inconclusive, particularly in females calling for the further investigation. 

Furthermore, the results from the previous studies discussed so far in this section 
were also based on the DXA-based 2D analyses. Therefore, the future studies should 
also be expanded to examine whether three-dimensionally detected exercise-induced 
benefits (e.g., regions with exercise-induced thicker cortical layer, Figure 40 and 
Figure 52) can persist into the older ages using, for example, the computational 
anatomy methods. Whether the three-dimensionally observed regionally thicker 
femoral neck cortical layers in the present H-I and O-I athletes (Figure 52) can 
persist into their older ages is of great interest with respect to the prevention of hip 
fractures. Altogether, as to the implication for future studies, further prospective 
and/or retrospective observational studies should be conducted to investigate the 
sustainability of the exercise-induced benefits in proximal femur and lower hip 
fracture risk into the later stage of life including the 3D morphological analyses, 
particularly in females and specifically to each sport type. 

Lastly, it is important to mention that long-term or lifelong continuation of 
exercise is likely a key to maintain the exercise-induced benefits in proximal femur 
and consequent lower hip fracture risk from the early to later stages of life [657,667–
669]. Hagman et al. (2018, 2021) reported that lifelong trained 35 old female handball 
players (mean age: 64 years, ranging 60-80 years) and 35 male football players (mean 
age: 72 years, ranging 65-80 years) who continued playing for means of 43 and 61 
years, respectively, had significantly 7-13% higher aBMD at femoral Ward’s triangle 
and trochanteric sites compared to their age-matched nonathletic controls. Also, 
these old male football players had the significantly 8-9% higher proximal femur and 
femoral neck aBMD than the controls although such higher values were not 
observed in the female handball players. [668,669] Importantly, based on a large 
cohort of 1844 former male athletes and 1216 controls, Korhonen et al. (2022) 
reported that the former athletes who maintained vigorous exercise intensity of ≥ 6 
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METs for ≥ 75 mins/week also had the significantly (p < 0.05) up to 77% lower hip 
fracture risk than controls until age of ~75 years whereas such lower risk was not 
observed in these former athletes whose exercise intensity was lower. After age of 
~85 years, the risk in these former athletes started increasing and became similar to 
that in the controls by age of ~90 years. [667] However, to author’s knowledge, 
information on whether the continuation of exercise can lead to maintenance of the 
lower hip fracture risk in female is again missing in general, calling for the further 
investigation. 

6.8 Potential Application – Space Travel – Can we or our bones 
come back to Earth? 

An enactment of a bill, the Commercial Space Launch Competitiveness Act [also 
known as the Spurring Private Aerospace Competitiveness and Entrepreneurship 
(SPACE)], on 21.5.2015 (effective since 25.11.2015) opened the door for 
commercial space exploration and exploitation of space resources by private sector 
[670]. This has facilitated the rapid growth of aerospace industries for the last decade. 
For example, several milestone developments have been achieved by an American 
space transport company SpaceX. On 21.12.2015, SpaceX succeeded the first 
controlled landing of their orbital class reusable (reflightable) rocket (lift launch 
vehicle) called Falcon 9 [671,672]. According to SpaceX’s website 
(https://www.spacex.com/vehicles/falcon-9/), the number of the reflights reached 
a total of 200 as of 3 November 2023. This reusable Falcon 9 has succeeded to reduce 
the launching costs substantially (~30%), realizing the more sustainable aerospace 
business model [673]. Subsequently, SpaceX realized the first private space missions 
by sending nonprofessional (non-NASA) astronauts to space on 15.9.2021 [674] and 
to the ISS on 9.4.2022 [675] by their spacecraft (space capsule) Crew Dragon lifted 
by Falcon 9. Given these, the day may come earlier than expected when human 
beings are able to go to the space travel.  However, the author of the present doctoral 
research who investigated the effect of exercise on proximal femur bone strength 
would humbly like to raise the following concern on the potential risk of the space 
travel: Can we or our bones really come back to Earth and live normally after the 
long-term space travel? 

The detrimental effect of micro- or nongravitational environment from the long-
term spaceflights on the proximal femur bone strength and the effect of in-flight 
exercise program aiming to prevent the loss of the strength have been investigated 
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with the FE method as discussed earlier [577–579]. Importantly, Keyak et al. (2009) 
reported that 4.3-6.5 months spaceflight can result in up to ~12% reduction of the 
proximal femur bone strength in the fall configuration [a mean of 2% (0.6 % to 
3.9%) reduction per month], equivalent to 27% of the lifetime loss. Some of the 
astronauts examined in this study even had their post-flight proximal femur bone 
strength similar to the strength in the elderly females who are typically at the greatest 
risk for the fracture. Thus, this indicates that these astronauts have the high hip 
fracture risk after their spaceflight unless their bone strengths are recovered quickly. 
[577] However, the reversibility of the bone loss after the spaceflight has not yet 
been confirmed. Although the analyses were limited to tibia and radius, Vico et al. 
(2017) reported that astronauts’ tibiae failed to recover even after 1-year 
reambulation period since the return to Earth from the 4-6 months spaceflight. Their 
microstructural analyses showed that the tibial cortical porosity and trabecular bone 
(vBMD and volume fraction) did not recover unlike tibial cortical thickness and 
density. [676] This suggests either the full recovery takes longer, or the preflight bone 
strength may never be restored. Yet, further follow-ups (> 12 months) are needed 
to investigate this. Nonetheless, these findings turn the spotlight on the importance 
of the in-flight exercises aiming to maintain the proximal femur bone strength during 
the spaceflight. 

Above-mentioned monthly 2% reduction of the proximal femur bone strength 
was observed despite the in-flight exercises the astronauts performed [2h/day, 4 
days/week including treadmill running at 0.6G, cycling, squat, and some resistance 
exercises using the interim resistive exercise device (iRED with the maximum 
loading capability up to 1334 N)]. The exercises using the updated device called the 
Advanced Resistive Exercise device (ARED with the higher loading capacity up to 
2669 N) resulted in the significantly less decline in the FE-predicted proximal femur 
bone strength in the fall (by ~4% decline after ~6 month flights compared to the 
pre-flight strength) than using the iRED (by ~10 % decline) [579]. Assuming 
astronaut’s BW ranging from 60 kg to 80 kg, these iRED and ARED devices can 
generate the loading magnitude of 2-4 BW similar to those generated by the present 
H-M and three impact exercise loading groups (Table 12). However, importantly, 
both of iRED and ARED devices are designed mainly for the H-M exercises (e.g., 
squats, deadlifts, and bench press) [579,677,678]. In light of the present beneficial 
findings of the impact exercise loadings and the previous RCTs (hopping 
intervention) [344–346], it is of great interest to find out if the impact exercise 
loadings can 1) provide further preventive effects on the bone loss and the decline 
in the strength during the spaceflight, and 2) accelerate the recovery of the bone 
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strength in the postflight phase so that the space travelling would not be a one way 
ticket for our bones. For example, simple hopping exercises can be implemented 
using the ARED. Also, considering the present beneficial results of R-I exercise 
loading, the intensity of the treadmill running (0.6G) can also be increased somehow 
using e.g., an elastic band. The author of the present doctoral research 
wholeheartedly hopes that the present results will be found inspiring to the 
researchers in this field to help design the inflight exercises and spacecraft/station 
structure which withstands the impact exercise loadings. 

6.9 Strengths and Contributions of the Present Research 

The main strength of the present doctoral research is the large total sample size of 
111, comprising 91 young adult female athletes and 20 nonathletic controls. Based 
on their proximal femur MRI data, the FE modeling and 3D RCM-based 
morphological analyses were performed. To author’s knowledge, this large total 
sample size makes the present research one of the largest studies of proximal femur 
FE modeling and 3D computational anatomy. A particular importance was that 
these 91 athletic participants had the long-term (> 8 years) distinct exercise loadings. 
Together with the total sample size, this made it possible to classify these athletes 
into subgroups based on sport-specific loading patterns. Such classification enabled 
us to examine the effect of various exercise loading history not only on the proximal 
femur bone strength in fall situations, but also on 3D morphological adaptation of 
proximal femur cortical bone. Next, the analyses of the proximal femur bone 
strength in fall situations were performed thoroughly and in steps through 1) octant-
wise cortical stress analyses on the femoral neck’s cross-section along three 
longitudinal sub-sections of femoral neck (Publication I) and 2) evaluation of 
fracture load and location in a single fall configuration (Publication II). 
Furthermore, the research was extended by simulating each proximal femur FE 
model in 12 different directions of fall (onto the greater trochanter) to investigate 
whether the higher proximal femur bone strength in the specific exercise loading 
group depends on the direction of fall. Consequently, a total of 1332 FE models 
were created (111 individual proximal femora × 12 fall directions). Again, to author’s 
knowledge, this makes the current research one of the largest proximal femur FE 
modeling studies, particularly among those which investigated the effect of exercises 
on proximal femur bone strength with the FE methods. 
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The major contribution of the present doctoral research is providing the stronger 
evidence that the long-term various impact exercise loading can lead to the higher 
proximal femur bone strength to reduce fall-induced hip fracture risk. Previously, 
the impact exercise-induced benefits reflected in bone traits (e.g., a/vBMD, BMC, 
femoral neck CSA, and Z) were well reported in literature [54–60,298,299,305,329–
333,344–346,348,351,352,355,356,363,364]. However, the evidence on the higher 
proximal femur strength to reduce fall-induced hip fracture risk based on the fracture 
loads were very limited [62,63]. Furthermore, the information on the beneficial 
adaptations were mostly based on the 2D analyses of femoral neck cross-section. 
The present research addressed this issue and presented how the regional beneficial 
cortical adaptations to the specific exercise loading contributed to the higher 
proximal femur bone strength based on 3D rather than 2D analyses. Overall, the 
present research identified H-I, O-I, and R-I exercise types are potentially effective 
exercise types to increase or maintain the proximal femur bone strength in the fall 
situations. The present results can be used to facilitate devising these exercises into 
the habitual exercise routines, which would be of utility in practical preventive 
actions against the hip fractures. This could translate into not only reduced hip 
fracture incidence and associated financial burden to society due to the improved 
proximal femur bone strength, but also better quality of life and independent living 
of the old people because of improved neuromuscular performance and balance. 
Furthermore, the present research contributed to confirm the following previous 
findings well reported in literature: 1) the hip fracture risk increases if the fall-induced 
impact is applied on the posterolateral aspect of the greater trochanter or hip 
[46,48,66,69,505,548]; 2) the importance of simulating multiple fall directions and 
estimation of the MFS with respect to the prediction of hip fracture [66,67]; and 3) 
the hip fracture most likely initiates from the superolateral cortex of femoral neck 
due to fall-induced unusually high compressive loading [36,37,41–45,47,49,50]. 
Lastly, the present results could also be utilized to design in-spaceflight exercise 
programs to prevent the loss of the proximal femur bone strength due to micro- or 
nongravitational environment during the spaceflights. 

6.10 Limitations of the Present Research 

There are also some limitations involved in the present doctoral research. These 
limitations can be categorized into due to characteristics or specifications of 1) study 
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The major contribution of the present doctoral research is providing the stronger 
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Furthermore, the present research contributed to confirm the following previous 
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6.10 Limitations of the Present Research 

There are also some limitations involved in the present doctoral research. These 
limitations can be categorized into due to characteristics or specifications of 1) study 
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participants, 2) FE models, and 3) RCM method. The following sections discuss the 
limitations in each category. 

6.10.1 Due to Characteristics of Study Participants 

The present doctoral research mainly compared the between-group differences in 
the outcome variables (e.g., fracture loads, cortical thickness). The problem inherent 
to this type of study design is a selection bias that could result in 
under/overestimation of the true exposure-outcome relationship [318]. To minimize 
this type of the systematic error, a within-subject comparison can be implemented 
instead. Warden, Fuchs, and their colleagues (2020, 2021) realized this by comparing 
the dominant-to-nondominant leg difference in the proximal femur bone strength 
in the fall (onto the greater trochanter) configuration within each study participant. 
However, it is noted that there is a prerequisite to perform this type of analysis. A 
pair of proximal femora within a same person need to be exposed to the asymmetric 
loading where one side (e.g., dominant leg) experiences a greater and/or more unique 
mechanical loading compared to the other side (e.g., nondominant leg) during the 
sport-specific training. Such asymmetric loading can be observed, for example, 
during the baseball or softball pitching movement where the dominant leg (the 
contralateral side of a throwing arm) experiences more impact-generating landing 
than the other side. [62,63] However, it is reasonable to assume a more symmetric 
loading was applied to proximal femora at both sides in the most of exercise types 
examined in the present research although the high jumpers in the H-I group may 
have experienced the more asymmetric loading in their take-off legs. Therefore, the 
within-subject dominant-to-nondominant side comparison was deemed 
unapplicable in the present research. 

Next, despite the large total sample size of 111, a sample size in each group ranged 
17-20 in the present doctoral research. For a large effect size (δ = 0.8) of an 
independent variable (e.g., group), an appropriate group-wise sample size is ≥ 25 [the 
sample size, 𝑆𝑆 =  16 (𝛿𝛿2)⁄ ] [679]. Therefore, the present small group-wise sample 
sizes (n < 25)  likely limited the statistical power, which can lead to increasing the 
probability of the Type II error [680]. 

Based on the mean ages and competing careers of athletic participants in the 
present doctoral research (Table 8), a mean starting age of the competitive career in 
each exercise loading group can be estimated as follows: H-I = 12.2 years; O-I = 
15.7 years; H-M = 19.5 years; R-I = 16.5 years; and R-NI = 10.6 years. Hence, the 
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H-M does not only have the shortest competing career (a mean of 8 years) at the 
time of data collection, but also started the competitive career the latest compared 
to other exercise loading groups. This late starting age in the H-M group is ~7 years 
later than the H-I group. Furthermore, this indicates that the H-M athletes in the 
present research likely missed the window of opportunity (early adolescence) 
[337,341,342] to maximize the beneficial bone adaptation induced by the H-M 
exercise, even with a lenient assumption that the athletic participants naturally started 
their sport-specific training a few year prior to their first competition. Given this, the 
odds of detecting the beneficial results in the H-M group was likely lowered in the 
present research. However, of potential relevance, intensive powerlifting exercises 
such as squat, bench press, and deadlift with extremely heavy weights at an early age 
are generally not recommended due to the risk of musculoskeletal injuries, especially 
without supervision provided by qualified professionals [681]. Accordingly, a study 
of the elite powerlifters revealed that it is common to start the powerlifting training 
from age of 20-25 years [682]. These explain why the present H-M athletes started 
to compete later than other exercise loading groups. 

Lastly, the present female control participants were rather physically active than 
sedentary and even participated in recreational exercises for a few times a week. This 
being case, if the between-group comparison was performed with truly sedentary 
controls, the specific exercise-induced benefits observed in the present study might 
have been greater. 

6.10.2 Due to Specifications of FE Models 

6.10.2.1 By the Use of MRI Data 

The major source of the limitation in this category is the use of MRI data to create 
the proximal femur FE models. First, the resolution of the present MRI data (a pixel 
size of 0.9 mm × 0.9 mm) was almost twice larger than those from many of the 
recent QCT-based proximal femur FE modeling studies 
[43,45,46,50,65,67,112,151,395,502–504,507,509–511,521,526,683]. Although the 
MRI has been found adequately valid to evaluate the cortical structure [284–286], a 
more accurate segmentation of the cortical bone could have been realized with the 
higher in-plane resolution. 

Next, the inhomogeneous material property assignment was not realized in the 
present doctoral research due to the inability to obtain the pertinent information 
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from the present MRI data. It is well known that the bone tissue, particularly internal 
trabecular bone, is a truly porous material, which results in heterogeneous 
distribution of the apparent bone density within the proximal femur. Accordingly, 
the material properties of bone such as the elastic modulus and strength depend on 
the density. [97,105] Therefore, this heterogeneous distribution of the density and 
resultant variation of the material properties within the proximal femur has been 
implemented through the density-based inhomogeneous material property mapping 
method in the most of the previous QCT-based FE modeling studies utilizing the 
CT scan data (voxel-based Hounsfield unit) [43,45,50,64,65,67,112,395,488,501–
513]. Hence, the application of such material property assignment would likely have 
improved the model accuracy to a certain degree in the present doctoral research. 
Despite this, it should be noted that Taddei et al. (2006) reported that FE model 
accuracy of predicting the experimentally measured stress with the homogeneous 
material property assignment was only marginally less than the one with the 
inhomogeneous assignment (R2 = 0.89 and 0.91, respectively). However, again, the 
accuracies of predicting the experimentally measured strains and fracture loads were 
not measured in this FE modeling study. Besides, the FE model was created from a 
single cadaveric femur and the simulation was limited to the physiological loading 
conditions (e.g., single leg stance). [112] This being a case, more studies with a large 
sample size are needed to scrutinize the validity of application of the homogeneous 
material property assignment in the proximal femur FE model for the evaluation of 
the fracture load based on the strain-based failure criterion, particularly in the fall 
configuration. Previously, Nikander et al. (2009) reported that the present athletic 
participants have the higher proximal femur aBMD than the controls [60]. Given 
this and considering the present controls are physically active, the beneficial results 
observed in the present exercise loading groups would likely be higher if the 
inhomogeneous material property assignment was implemented and the comparison 
counterpart was completely sedentary controls. It is also important to note that, as a 
consequence of adopting the homogeneous material properties, the present research 
resulted in exclusively evaluate the influence of cortical structure on the proximal 
femur bone strength in the fall configuration without considering the potential effect 
of inhomogeneous trabecular bone distribution. Furthermore, the low bone mineral 
density, particularly in trochanteric region, was found associated more with the 
trochanteric fracture than the femoral neck fracture where the structure plays more 
important role [372,405–409]. Given this, the present doctoral research may have 
focused more on the femoral neck fractures in the fall by adopting the homogeneous 
material property assignment. Therefore, the use of QCT would have not only 
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provided the higher in-plane/spatial resolution but also enabled the inhomogeneous 
material property assignment in the present study. However, it is very important to 
note that it would have been ethically unacceptable to expose fertile young adult 
females to ionizing X-ray radiation from the QCT for non-diagnostic purposes. 

The presently observed between-group relative differences in the fracture load 
could be influenced by the adopted fixed elastic modulus values of 17 GPa and 1500 
MPa for the cortical and trabecular bone compartments, respectively. To ensure this 
was not the case, the sensitivity analysis was performed in the Publication II to 
investigate the effect of the variation of cortical and trabecular elastic moduli on the 
relative between-group difference by changing the cortical and/or trabecular 
modulus values by 50%, 75%, 150%, and 200%. It was found that such variation 
causes only < 3% error in the difference that is essentially much smaller than the 
presently observed between-group differences in the fracture load compared to the 
controls in H-I, O-I, and R-I groups (11-14% in 10°-15°). Hence, it was considered 
that the presently adopted modulus values are appropriate to address the present 
research question adequately. 

Furthermore, the present MRI-based proximal femur FE models were not 
validated by an experimental mechanical testing. Due to this, the boundary 
conditions were adopted from the previously validated QCT-based proximal femur 
FE models by others [43,50]. However, the MRI-based proximal femur FE model 
created by Rajapakse et al. (2020) was recently validated including the 
inhomogeneous material property assignment. In their study, a strong agreement was 
obtained between the experimental fracture loads and FE-derived ones: R2 of 0.79 
and 0.85 for yield and ultimate fracture loads, respectively. [684] Nonetheless, due 
to the differences between their and present research, the implementation of the 
inhomogeneous material properties may have anyway been unfeasible in the present 
research. Compared to the present research, not only the magnetic field strength was 
twice stronger in their research (1.5-T vs. 3.0-T MRI system, respectively), but also 
the spatial resolution was three times higher (0.9 mm × 0.9 mm × 1.0 mm vs. 0.3 
mm × 0.3 mm × 0.3 mm, respectively). Owing to an improved signal-to-noise ratio, 
the 3.0-T MRI system can acquire the higher spatial resolution, leading to clearer and 
more detailed images, than the present 1.5-T MRI system. In fact, Phan et al. (2006) 
reported that the trabecular structure was more accurately captured by the 3.0-T MRI 
than the 1.5-T MRI system. [685] To realize the inhomogeneous material property 
assignment properly, Rajapakse, Chang, and their colleagues (2014) implied in their 
earlier MRI-based FE study [686] that the resolution of imaging should be smaller 
or at least similar to the trabecular thickness and spacing, ranging from 0.15 to 0.26 
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mm and 0.67 to 0.98 mm, respectively [687,688]. Apparently, the resolution of the 
present 1.5-T-based MRI data (0.9 mm × 0.9 mm × 1.0 mm) is too low to capture 
such microporous trabecular structure and consequent variation of the apparent 
density. Since the model validation and the inhomogeneous material property 
assignment were realized based on the high image resolution and 3.0-T MRI system 
in the study by Rajapakse et al. (2020), it was deemed that the inhomogeneous 
material property assignment was likely unapplicable to the present proximal femur 
MRI data. 

Although the results from the present MRI-based FE models should be 
interpreted with a caution due to the lack of model validation, the present results 
such as the fracture loads from a total of 12 fall configurations, the MFSs, and the 
decreasing trends of fracture loads along with increasing fall angles appeared all quite 
comparable or slightly higher compared to those from the previous FE studies which 
either implemented the same failure criterion, or presented the fracture onset or yield 
loads [50,66,505,684]. For example, based on the present Publications II and III, 
the group-wise mean fracture loads in the single 10°-15° fall configuration, and from 
the 12 fall configurations ranged from 2849 N to 3231 N and 2474 N to 4311 N, 
respectively. In contrast, the respective values reported from the previous QCT-
based FE studies were ~3100 N [50] and ~2000-3230 N [66,505], respectively. 
Moreover, aforementioned recent MRI-based FE study by Rajapakse et al. (2020) 
also reported a slightly lower mean of 2342 N. The author of this doctoral 
dissertation speculates that the present slightly higher fracture loads are most likely 
because the participants in the present research were younger and more 
athletic/physically active than those older participants (aged > ~60 years) recruited 
in the above-mentioned FE studies [50,66,505,684]. Yet, the presently observed 
fracture loads may still have been underestimated for the young adult athletic females 
due to the adoption of the trabecular modulus of 1500MPa. Based on a study by 
Nicks et al. (2013), femoral neck trabecular vBMD in the young females aged 20-28 
years is an average of 0.268 g/cm3 [689]. Using the density-modulus relationship 
[50,105,514], this density value yields the trabecular modulus of ~2600 MPa. Based 
on the sensitivity analysis performed in the Publication II, the estimated fracture 
loads would have been 10-15% higher if the trabecular modulus was increased from 
1500 MPa to 2600 MPa. Hence, in absolute terms, the use of 1500MPa for the 
trabecular bone likely resulted in underestimation of the fracture loads for the 
present young adult females. (Further comparisons including the MFSs and the 
decreasing trends of the fracture load along with increasing fall angles between the 
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present research and previous studies by others can be found in the Publication 
III). 

Similar to the present results, slightly higher fracture loads of 4519 N, 3190, N 
and 2931 N were reported in the fall direction of 10°-35° for young adult but male 
long and high jumpers, baseball pitchers, and their age-matched controls, 
respectively, in the recent QCT-based FE study by Warden et al. (2020) [62]. In the 
present research (Publication III), slightly lower group-wise mean values of 2487-
2855N were reported in a similar fall direction (10°-30°). It was speculated that this 
was likely because all study participants were male in the study by Warden et al. 
(2020). It would be meaningful to compare the present fracture load results to those 
from the young adult female athletes reported from other studies. Although Fuchs, 
Warden, and their colleagues (2021) [63] recently conducted a similar proximal femur 
FE studies of the young adult female softball pitchers and cross-country runners, 
unfortunately, their fracture load values were not reported. Nevertheless, given that 
the present fracture loads and decreasing trends with the increases in the fall angles 
are quite comparable to those from previous QCT- and MRI-based FE modeling 
studies, it is reasonable to consider that the present MRI-based FE model was 
sufficiently valid, particularly for examining the relative strength of proximal femur 
between groups. 

6.10.2.2 By the Choice of Isotropic over Anisotropic Mechanical Properties 

The isotropic material properties were implemented in the present research. 
However, the mechanical properties of both cortical and trabecular bones are 
anisotropic [106]. Accordingly, the anisotropic mechanical properties have been 
implemented into the proximal femur FE models by several researchers [559–564]. 
Based on these studies, the high-resolution imaging (pixel size of ~80 μm) by HR-
pQCT or µCT is typically required to realize the anisotropic FE model. Therefore, 
the implementation of the anisotropic mechanical properties appeared unfeasible in 
the present study due to the apparently too low image resolution. However, it should 
be noted that the accuracy of predicting the experimentally measured fracture load 
by the anisotropic FE models [562,563] has been reported not any higher than the 
isotropic model in the fall (onto the greater trochanter) configuration (Table 7). It 
has been speculated that this could be because the loading pattern in the fall 
configuration does not align with the orientation of trabecular alignment unlike in 
the stance or walking condition. Therefore, it is suspected that the fracture load may 
be less sensitive to the anisotropy of bone tissue (directionality) in the fall 
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present research and previous studies by others can be found in the Publication 
III). 
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respectively, in the recent QCT-based FE study by Warden et al. (2020) [62]. In the 
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2855N were reported in a similar fall direction (10°-30°). It was speculated that this 
was likely because all study participants were male in the study by Warden et al. 
(2020). It would be meaningful to compare the present fracture load results to those 
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are quite comparable to those from previous QCT- and MRI-based FE modeling 
studies, it is reasonable to consider that the present MRI-based FE model was 
sufficiently valid, particularly for examining the relative strength of proximal femur 
between groups. 
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pQCT or µCT is typically required to realize the anisotropic FE model. Therefore, 
the implementation of the anisotropic mechanical properties appeared unfeasible in 
the present study due to the apparently too low image resolution. However, it should 
be noted that the accuracy of predicting the experimentally measured fracture load 
by the anisotropic FE models [562,563] has been reported not any higher than the 
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configuration. [562] Besides, the anisotropic FE model is computationally more 
expensive than the isotropic model [560]. Given these, the author of the present 
research venture to claim the present use of the isotropic material properties in the 
FE model is a reasonable choice. 

6.10.2.3 By the Choice of Quasi-Static over Dynamic Simulation 

In the present research, the proximal femur FE models in the fall (onto the greater 
trochanter) configurations were simulated quasi-statically. For bone, the strain rate 
of < 0.1 s-1 is considered the quasi-static loading [137]. The quasi-static loading is 
likely still valid for the physiological loading conditions such as walking and running 
which induce strain rate ranging approximately 0.005 s-1 to 0.08 s-1 in human bone 
based on the experimental studies [131,552–554]. However, as mentioned earlier, the 
fall is a highly dynamic event and the impact velocity in a fall from the standing 
height is on average 3 m/s or higher [478,479]. Accordingly, it has been reported 
that the strain rate of 1 s-1 to 200 s-1 can be induced in the femoral head, neck, and 
greater trochanter in the fall configuration with the impact velocity of 3 m/s based 
on both dynamic impact experiment [555] and dynamic FE models of proximal 
femora [513]. Importantly, the bone is strain rate-dependent viscoelastic and 
viscoplastic material such that the mechanical properties such as the elastic modulus 
and strength vary depending on the strain rate [97,128,131,132]. Therefore, the use 
of the quasi-static loading in the present FE models results in disregarding not only 
these strain rate-dependent properties of bone but also other dynamic aspects such 
as potential hydraulic stiffening effect due to the bone fluid in the pores, inertial 
effect, and shock wave propagation [128,141,151,507,513]. Despite this, it is noted 
that at least the strain rate-dependent viscoelasticity can be implemented in the quasi-
static FE models [50,151]. For example, utilizing the finding that the Young’s 
modulus is approximately proportional to the strain rate to the power of 0.06 [97], 
Schileo et al. (2014) scaled the element-wise Young’s modulus in their quasi-static 
FE models as follows: 

𝐸𝐸𝑎𝑎𝑐𝑐𝑢𝑢 = 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟  × (�̇�𝜀𝑎𝑎𝑎𝑎𝑎𝑎
�̇�𝜀𝑟𝑟𝑟𝑟𝑟𝑟

)
0.06

                                    (28) 

where 𝐸𝐸𝑎𝑎𝑐𝑐𝑢𝑢 is an element-wise actual scaled Young’s modulus, 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 is an element-
wise reference Young’s modulus estimated from an empirical density-modulus 
relation [e.g., 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 = 6.85𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎

1.49 [105]], 𝜀𝜀�̇�𝑎𝑐𝑐𝑢𝑢 is  an actual strain rate obtained from the 
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validating mechanical testing for each FE model/method, and 𝜀𝜀�̇�𝑟𝑟𝑟𝑟𝑟 was a reference 
strain rate (e.g., 0.005 s-1) which was used to obtain aforementioned density-modulus 
relation [50]. Due to the lack of the validating mechanical testing in the present 
research, the actual strain rate was not available for scaling the element-wise 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟, 
and thus the strain-rate viscoelasticity could not be incorporated in the present FE 
models. 

Considering above, it is more appropriate to apply the dynamic loading in the 
proximal femur FE model in the fall configuration. However, the quasi-static loading 
was adopted in the most of previous proximal femur FE modeling studies. This was 
likely to avoid the aforementioned complexities associated with dynamic event. 
Nevertheless, a few investigators attempted to develop the dynamic FE models of 
proximal femur in the fall configuration [482,513,526]. However, the accuracy of 
predicting the (experimental) fracture loads were limited to R2 < 0.57 [513,526], 
which is considerably smaller than the ones (R2 = 0.78-0.9) by quasi-static FE models 
(Table 7) [45,50,64,65,503,524,525,529]. Besides, the dynamic FE simulation is 
clearly computationally more expensive. For example, 17-30 hours was required to 
simulate 40 milliseconds of the fall-induced impact event in the FE models created 
by Fleps et al. (2018, 2019) [482,506]. Therefore, the quasi-static FE modeling was 
deemed acceptable in the present doctoral research where a large number of FE 
models (= 1332 FE models) needed to be created. 

6.10.2.4 By the Potential Overestimation of Fall-Induced Peak Impact Force 

In the Publication I, the FE-derived octant cortical stresses in the fall (onto the 
greater trochanter) configuration were computed for each individual proximal femur 
by applying the subject-specific peak impact force. This subject-specific peak impact 
force was estimated using the equation (21) (𝐹𝐹𝑎𝑎𝑟𝑟𝑎𝑎𝑖𝑖 =  √2𝑀𝑀ℎ𝑐𝑐𝑔𝑔𝐾𝐾𝑀𝑀) and the group-
wise mean values ranged from 4738 N to 5285 N. These values may have been 
overestimated due to several reasons. First, in the equation (21), the impact velocity 
was assumed to be 𝑉𝑉 =  √2𝑀𝑀ℎ𝑐𝑐𝑔𝑔 ≈ 4.43√ℎ𝑐𝑐𝑔𝑔  (the equation 20). This velocity 
estimation was obtained from the simple point-mass model by van den Kroonenberg 
et al. (1995) while they also proposed the lower estimate: 𝑉𝑉 =  2.72√ℎ  (where h is 
a body height in m) based on their most accurate model (a two-link model with the 
trunk-flexion of 45°) [474]. If the latter velocity estimation was adopted in the 
equation (21) in the Publication I, the group-wise peak impact force would have 
been ~14% lower. Second, the effective pelvic stiffness K of 71 kN/m from 
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Robinovitch et al. (1991) [472] was adopted in the equation (21) in the Publication 
I. However, as shown in Table 5, more recent studies reported the stiffness values 
of ~20-60 kN/m [473,476,477]. For example, with K of 30 kN/m, the group-wise 
impact force in the Publication I would have been ~35% lower. However, it is 
noted that the recent inverted pendulum impact testing of cadaveric femur with hip 
soft tissue surrogate and corresponding dynamic FE models reported that the 
effective pelvic stiffness can be up to 490 kN/m in a more realistic dynamic fall (to 
the side) simulation [480–482]. This apparent discrepancy in the effective pelvic 
stiffness calls for a further investigation. Third, the impact force-attenuating effect 
of trochanteric soft tissue was not considered in the present research. Robinovitch 
et al. (1995) [483] and Fleps et al. (2018, 2019) [482,506] demonstrated in their 
respective experimental and dynamic FE modeling studies that every 1 mm of 
trochanteric soft tissue can absorb ~71 N and ~115 N of the impact force, 
respectively. Using the former, Bouxsein et al. (2007) reported that the impact force 
was reduced on average by 50-60% (from ~5700 N to 2500 N) with a 40-50 mm-
thick trochanteric soft tissue in the postmenopausal females [475]. 

Despite the above-mentioned potential overestimation of the impact force, the 
presently estimated impact force values (4738N to 5285N) were quite comparable to 
those reported by others without considering the trochanteric soft tissue. The peak 
impact forces of 4260N and 5200N have been reported for the 95th percentile of 
females and for an average individual (males and females pooled) by van den 
Kroonenberg et al. (1995) [474] and Nasiri Sarvi & Luo (2017) [462], respectively. 
Therefore, the present impact forces may not be too far from the realistic estimates 
if the trochanteric soft tissue is not considered. 

6.10.2.5 Remark 

Lastly, in the present doctoral research, the fall-induced fracture onset load was 
estimated using the linear FE model. Regarding this, the author of the present 
doctoral dissertation would like to remark the followings. As described earlier, the 
crack initiation (or the onset of fracture) due to the local failure (yielding or buckling 
by compression) at the superolateral femoral cortex takes place before the ultimate 
fracture load is reached (where the macro-failure such as crush or collapse of the 
superolateral cortex occurs) [37,42–44,393]. Such initial damage could even be 
considered a partial fracture, which may already start restricting the patient’s mobility 
and/or the patient may already feel pain from. Given this, predicting the ultimate 
fracture load can lead to an underestimation of the fall-induced hip fracture risk. 
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Besides, from the perspective of a potential future hip fracture patient, it is rather 
desirable that the onset of fracture is prevented, and the risk assessment is based on 
this fracture onset load. In this regard, the prediction of the fracture onset load is a 
more suitable and conservative approach than the other. Importantly, this fall-
induced fracture onset load can be predicted quite accurately by the easily 
implementable linear FE model (R2 of 0.81-0.9) [50,64], similar to the prediction of 
the fall-induced ultimate fracture load by the computationally more expensive 
nonlinear model (R2 of 0.78-0.87) [45,65,524,525,529] (Table 7). Besides, the 
accuracy of predicting the experimental fracture loads in the fall configuration by the 
anisotropic (R2 < 0.87) [562,563] or dynamic FE models (R2 < 0.57) [513,526] were 
comparable to or even lower than the isotropic and quasi-static FE models (R2 of 
0.78-0.9, Table 7) [45,50,64,65,503,524,525,529]. Therefore, the author of the 
present doctoral research venture to claim that the prediction of the fall-induced 
fracture onset load by the computationally fast linear, inhomogeneous, isotropic, and 
quasi-static FE model is the attractive and optimal method today not only for clinical 
use, but also for research where a large number of proximal femur FE models need 
to be created like the present research. Nonetheless, the author also hopes that 
development of nonlinear, anisotropic FE model and/or its dynamic simulation 
continues, and they will eventually become a standard method with reasonable 
implementability and computational cost since these FE features represent bone’s 
material properties and the dynamic fall event more realistically. 

6.10.3  Due to Specification in RCM method 

There are a few limitations due to the specification in the RCM-based 3D analyses 
and the subsequent between-group statistical comparisons. First, the correction of 
the registration error by the radial basis functions were performed based on only two 
anatomical features (femoral head and lesser trochanter). Therefore, it is not yet 
certain that other anatomical positions or features are correctly corresponded each 
other between proximal femora. An increase in the number of anatomical features 
for this correction is required for the improvement of the registration error. Next, a 
stricter threshold (p < 0.005) was used to detect the between-group statistically 
significant differences in the Publication IV compared to those (p < 0.05) used in 
the Publications I-III. In fact, the less strict threshold (p < 0.05) has been used in 
other previous computational anatomy studies where similar between-group 
statistical analyses were performed [346,587,690]. With a more lenient threshold (p 



 

212 

Robinovitch et al. (1991) [472] was adopted in the equation (21) in the Publication 
I. However, as shown in Table 5, more recent studies reported the stiffness values 
of ~20-60 kN/m [473,476,477]. For example, with K of 30 kN/m, the group-wise 
impact force in the Publication I would have been ~35% lower. However, it is 
noted that the recent inverted pendulum impact testing of cadaveric femur with hip 
soft tissue surrogate and corresponding dynamic FE models reported that the 
effective pelvic stiffness can be up to 490 kN/m in a more realistic dynamic fall (to 
the side) simulation [480–482]. This apparent discrepancy in the effective pelvic 
stiffness calls for a further investigation. Third, the impact force-attenuating effect 
of trochanteric soft tissue was not considered in the present research. Robinovitch 
et al. (1995) [483] and Fleps et al. (2018, 2019) [482,506] demonstrated in their 
respective experimental and dynamic FE modeling studies that every 1 mm of 
trochanteric soft tissue can absorb ~71 N and ~115 N of the impact force, 
respectively. Using the former, Bouxsein et al. (2007) reported that the impact force 
was reduced on average by 50-60% (from ~5700 N to 2500 N) with a 40-50 mm-
thick trochanteric soft tissue in the postmenopausal females [475]. 

Despite the above-mentioned potential overestimation of the impact force, the 
presently estimated impact force values (4738N to 5285N) were quite comparable to 
those reported by others without considering the trochanteric soft tissue. The peak 
impact forces of 4260N and 5200N have been reported for the 95th percentile of 
females and for an average individual (males and females pooled) by van den 
Kroonenberg et al. (1995) [474] and Nasiri Sarvi & Luo (2017) [462], respectively. 
Therefore, the present impact forces may not be too far from the realistic estimates 
if the trochanteric soft tissue is not considered. 

6.10.2.5 Remark 

Lastly, in the present doctoral research, the fall-induced fracture onset load was 
estimated using the linear FE model. Regarding this, the author of the present 
doctoral dissertation would like to remark the followings. As described earlier, the 
crack initiation (or the onset of fracture) due to the local failure (yielding or buckling 
by compression) at the superolateral femoral cortex takes place before the ultimate 
fracture load is reached (where the macro-failure such as crush or collapse of the 
superolateral cortex occurs) [37,42–44,393]. Such initial damage could even be 
considered a partial fracture, which may already start restricting the patient’s mobility 
and/or the patient may already feel pain from. Given this, predicting the ultimate 
fracture load can lead to an underestimation of the fall-induced hip fracture risk. 

 

213 

Besides, from the perspective of a potential future hip fracture patient, it is rather 
desirable that the onset of fracture is prevented, and the risk assessment is based on 
this fracture onset load. In this regard, the prediction of the fracture onset load is a 
more suitable and conservative approach than the other. Importantly, this fall-
induced fracture onset load can be predicted quite accurately by the easily 
implementable linear FE model (R2 of 0.81-0.9) [50,64], similar to the prediction of 
the fall-induced ultimate fracture load by the computationally more expensive 
nonlinear model (R2 of 0.78-0.87) [45,65,524,525,529] (Table 7). Besides, the 
accuracy of predicting the experimental fracture loads in the fall configuration by the 
anisotropic (R2 < 0.87) [562,563] or dynamic FE models (R2 < 0.57) [513,526] were 
comparable to or even lower than the isotropic and quasi-static FE models (R2 of 
0.78-0.9, Table 7) [45,50,64,65,503,524,525,529]. Therefore, the author of the 
present doctoral research venture to claim that the prediction of the fall-induced 
fracture onset load by the computationally fast linear, inhomogeneous, isotropic, and 
quasi-static FE model is the attractive and optimal method today not only for clinical 
use, but also for research where a large number of proximal femur FE models need 
to be created like the present research. Nonetheless, the author also hopes that 
development of nonlinear, anisotropic FE model and/or its dynamic simulation 
continues, and they will eventually become a standard method with reasonable 
implementability and computational cost since these FE features represent bone’s 
material properties and the dynamic fall event more realistically. 

6.10.3  Due to Specification in RCM method 

There are a few limitations due to the specification in the RCM-based 3D analyses 
and the subsequent between-group statistical comparisons. First, the correction of 
the registration error by the radial basis functions were performed based on only two 
anatomical features (femoral head and lesser trochanter). Therefore, it is not yet 
certain that other anatomical positions or features are correctly corresponded each 
other between proximal femora. An increase in the number of anatomical features 
for this correction is required for the improvement of the registration error. Next, a 
stricter threshold (p < 0.005) was used to detect the between-group statistically 
significant differences in the Publication IV compared to those (p < 0.05) used in 
the Publications I-III. In fact, the less strict threshold (p < 0.05) has been used in 
other previous computational anatomy studies where similar between-group 
statistical analyses were performed [346,587,690]. With a more lenient threshold (p 



 

214 

< 0.025), the thicker cortical bone was indeed observed at the fracture-prone 
superoposterior region of femoral neck in the O-I group (Figure 52). Therefore, the 
degree of beneficial results in the H-I, O-I, and/or R-I groups observed through the 
present RCM-based 3D analyses might have been greater if such threshold was 
adopted. 
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7 CONCLUSION 

The present doctoral research explored the effect of long-term specific exercise 
loading on proximal femur bone strength in fracture-causing fall situations. Based 
on the proximal femur MRI data of 111 young adult females representing histories 
of distinct exercise loading, a total of 1332 pertinent proximal femur FE models were 
created in 12 multiple fall (onto the greater trochanter) configurations. The results 
of these models demonstrated that young adult females with the long-term exercise 
loading history of high ground impacts (H-I: e.g., triple/long and high jumps), 
ground impacts from unusual/odd directions (O-I: e.g., football/soccer, squash, and 
tennis), or a great number of repetitive ground impacts (R-I: e.g., endurance running) 
had the 10-22%, 12-16%, and 14-23% lower fall-induced cortical stress at the 
fracture-prone superolateral femoral neck and 11-17%, 10-11%, and 22-28% higher 
fracture loads (higher proximal femur bone strength) in the fall situations compared 
to non-athletic controls, respectively. These results indicate that the long-term H-I, 
O-I, and R-I exercise loadings may reduce the fall-induced hip fracture risk. 
Furthermore, the present results showed that the higher proximal femur bone 
strength to reduce fall-induced hip fracture risk in athletes engaged in the high-
impact or repetitive-impact sports are robust and independent of the direction of fall 
onto the greater trochanter. In contrast, the higher strength attributed to the odd-
impact exercise loading appears more modest and specific to the fall direction. The 
analysis of the minimum fall strength spanning the multiple fall directions also 
supported the higher proximal bone strength in the athletes engaged in these impact 
exercises. In concordance with the literature, the present results also confirmed in 
these young adult females that 1) the fall-induced fracture most likely initiates from 
the superolateral femoral neck’s cortical bone, particularly at its posterior aspect 
(superoposterior cortex) in the distal femoral neck region and 2) the most dangerous 
fracture-causing fall direction is the one where the impact is imposed to the 
posterolateral aspect of the greater trochanter. 

It would be ideal if impact exercise loading could induce beneficial cortical bone 
adaptation in the fracture-prone posterior aspect of superolateral femoral neck 
cortex. However, such apparently beneficial cortical adaptation was not observed in 
any of the impact or nonimpact exercise loading types examined in the present 
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on the proximal femur MRI data of 111 young adult females representing histories 
of distinct exercise loading, a total of 1332 pertinent proximal femur FE models were 
created in 12 multiple fall (onto the greater trochanter) configurations. The results 
of these models demonstrated that young adult females with the long-term exercise 
loading history of high ground impacts (H-I: e.g., triple/long and high jumps), 
ground impacts from unusual/odd directions (O-I: e.g., football/soccer, squash, and 
tennis), or a great number of repetitive ground impacts (R-I: e.g., endurance running) 
had the 10-22%, 12-16%, and 14-23% lower fall-induced cortical stress at the 
fracture-prone superolateral femoral neck and 11-17%, 10-11%, and 22-28% higher 
fracture loads (higher proximal femur bone strength) in the fall situations compared 
to non-athletic controls, respectively. These results indicate that the long-term H-I, 
O-I, and R-I exercise loadings may reduce the fall-induced hip fracture risk. 
Furthermore, the present results showed that the higher proximal femur bone 
strength to reduce fall-induced hip fracture risk in athletes engaged in the high-
impact or repetitive-impact sports are robust and independent of the direction of fall 
onto the greater trochanter. In contrast, the higher strength attributed to the odd-
impact exercise loading appears more modest and specific to the fall direction. The 
analysis of the minimum fall strength spanning the multiple fall directions also 
supported the higher proximal bone strength in the athletes engaged in these impact 
exercises. In concordance with the literature, the present results also confirmed in 
these young adult females that 1) the fall-induced fracture most likely initiates from 
the superolateral femoral neck’s cortical bone, particularly at its posterior aspect 
(superoposterior cortex) in the distal femoral neck region and 2) the most dangerous 
fracture-causing fall direction is the one where the impact is imposed to the 
posterolateral aspect of the greater trochanter. 

It would be ideal if impact exercise loading could induce beneficial cortical bone 
adaptation in the fracture-prone posterior aspect of superolateral femoral neck 
cortex. However, such apparently beneficial cortical adaptation was not observed in 
any of the impact or nonimpact exercise loading types examined in the present 
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research based on the supplementary RCM-based 3D morphological analyses of 
proximal femur cortical bone. This analysis importantly showed that the higher 
proximal femur bone strength to reduce fall-induced hip fracture risk in athletes 
engaged in the high- or odd-impact exercise types are likely due to thicker cortical 
layers in other femoral neck regions including the inferior, posterior, and/or 
superior-to-superoanterior regions. Interestingly, the higher proximal femur strength 
in the athletes with the repetitive-impact exercise loading was not supported by such 
cortical adaptation. This suggests that other structural/geometrical adaptation 
contributes to their higher strength. This calls for further studies to elucidate the 
source of the higher proximal femur bone strength in this type of athletes. 

In contrast to the impact exercise loading histories, the exercise loading history 
of the high-magnitude (e.g., powerlifting) or repetitive, non-impact (e.g., swimming) 
was not associated with the higher proximal femur bone strength to reduce fall-
induced hip fracture risk. This most likely reflects the lack of any beneficial structural 
adaptations of cortical bone around the femoral neck in the athletes with these 
exercise loading histories. Considering the loading characteristics of the exercise 
types examined in the present doctoral research, the moderate-to-high loading 
magnitude alone appears likely insufficient but needs to be generated at the high 
loading rate and/or frequency to induce the beneficial adaptation in the proximal 
femur cortical bone. Therefore, in addition to aforementioned three impact exercise 
loading types, other exercise or sport types satisfying this condition may also be 
effective to increase or maintain the proximal femur bone strength to reduce fall-
induced hip fracture risk. 

As a clinical prospect, the present findings highlight the importance of impact 
exercise in combating fall-induced hip fracture. Compared to the high-impact 
loading exercises (e.g., triple/long and high jumping exercises), the odd-impact [ball 
or invasion games (e.g., football/soccer, tennis)] and/or repetitive-impact loading 
exercises (e.g., endurance running, jogging, and perhaps vigorous walking) likely 
provide a safer and more feasible choice for the populations covering the sedentary 
adults to old people. This is due to the relatively more moderate ground impact 
involved in the odd- and repetitive-impact loading exercises than in the high-impact 
exercises. For young, physically active, and/or fit people, the above-mentioned or 
similar jumping exercises and any other exercise types consisting of the high ground 
impact (e.g., volleyball, basketball, gymnastics) can also be incorporated into their 
habitual exercise routines. Lastly, the present results were observed in the young 
adult females who had engaged in sport-specific training from their 
childhood/adolescence to early adulthood. Therefore, this calls for the prospective 

 

217 

and/or retrospective observational studies to investigate whether the higher 
proximal femur bone strength to reduce fall-induced hip fracture risk obtained from 
the long-term specific impact exercise loading during these early phases of life can 
sustain into the later stages, especially after age of 65 years when the hip fracture is 
generally more common. 
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Over 90% of hip fractures are caused by falls. Due to a fall-induced impact on the greater trochanter, the posterior
part of the thin superolateral cortex of the femoral neck is known to experience the highest stress, making it a
fracture-prone region. Cortical geometry of the proximal femur, in turn, reflects a mechanically appropriate
formwith respect to habitual exercise loading. In thisfinite element (FE)modeling study,we investigatedwheth-
er specific exercise loading history is associatedwith femoral neck structural strength and estimated fall-induced
stresses along the femoral neck. One hundred and eleven three-dimensional (3D) proximal femur FEmodels for a
sideways falling situation were constructed from magnetic resonance (MR) images of 91 female athletes (aged
24.7 ± 6.1 years, N8 years competitive career) and 20 non-competitive habitually active women (aged 23.7 ±
3.8 years) that served as a control group. The athletes were divided into five distinct groups based on the typical
loading pattern of their sports: high-impact (H-I: triple-jumpers and high-jumpers), odd-impact (O-I: soccer and
squash players), high-magnitude (H-M: power-lifters), repetitive-impact (R-I: endurance runners), and repeti-
tive non-impact (R-NI: swimmers). The von Mises stresses obtained from the FE models were used to estimate
mean fall-induced stresses in eight anatomical octants of the cortical bone cross-sections at the proximal, middle,
and distal sites along the femoral neck axis. Significantly (p b 0.05) lower stresses compared to the control group
were observed: the H-I group— in the superoposterior (10%) and posterior (19%) octants at themiddle site, and
in the superoposterior (13%) and posterior (22%) octants at the distal site; the O-I group— in the superior (16%),
superoposterior (16%), and posterior (12%) octants at themiddle site, and in the superoposterior (14%) octant at
the distal site; the H-M group— in the superior (13%) and superoposterior (15%) octants at themiddle site, and a
trend (p = 0.07, 9%) in the superoposterior octant at the distal site; the R-I group — in the superior (14%),
superoposterior (23%) and posterior (22%) octants at the middle site, and in the superoposterior (19%) and pos-
terior (20%) octants at the distal site. The R-NI group did not differ significantly from the control group. These re-
sults suggest that exercise loading history comprising various impacts in particular is associated with a stronger
femoral neck in a falling situation and may have potential to reduce hip fragility.

© 2016 Elsevier Inc. All rights reserved.
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1. Introduction

Bone structure adapts to habitualmechanical loading [1,2]. Walking,
as the predominant form of human locomotion, causes higher compres-
sive stress at the inferior cortex and smaller tensile stress at the superior

cortex of the femoral neck. This asymmetric loading results in a thicker
inferior and thinner superior cortical bone [3,4]. With aging, cortical
thinning becomes evident; the thickness of the posterior part of the
superolateral cortex, called the superoposterior cortex, declines from a
mean1.6mmat the age of 25 to 0.3mmat the age of 85 years in females
[4,5]. Mayhew and colleagues [4] suggested that the thinning of the
superoposterior cortex contributes significantly to hip fragility. Cortical
thinning increases the elastic instability of the cortical shell and can lead
to a fracture because of local bucklingunder compressive load [4].When
one falls sideways, the superolateral cortex experiences unusually high
compressive stress due to a high impact force imposed on the greater
trochanter [6,7]. The peak magnitude of such a fall-induced stress can
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be 4 times greater than the stress induced by normal gait [3]. According-
ly, it has been speculated that the fracture initiates from this thin cortical
layer of the superolateral region [4,7,8]. Several finite element (FE)
modeling and cadaveric experimental studies have consistently shown
that a sideways fall exposes the femoral neck to the greatest risk of a
fracture [7,9–13]. Indeed, over 90% of hip fractures are directly caused
by falls [14,15]. Therefore, if the superolateral cortical thickness could
be maintained or even increased with appropriate exercise training,
bone strength may be maintained and hip fracture risk reduced in old
age.

In our previous studies [16,17], we found that female athletes with a
history of high impact and/or impact exercises from unusual directions
have higher areal bone mineral density (aBMD), section modulus, and
thicker cortical bone of the femoral neck including the superolateral
cortex. However, the influence of this exercise-induced structural bene-
fit on femoral neck strength in the sideways fall was not examined. Sev-
eral FE modeling studies have been conducted to obtain a better
understanding of the hip fracture mechanism [3,6,9,11–13,18–22]. To
the best of our knowledge, however, no FE modeling study has so far
been conducted to investigate the influence of specific exercise loading
history on the structural strength of the femoral neck in a falling situa-
tion. In particular, it is not knownwhether specific exercise loading his-
tory is associated with lower stresses during a fall.

The purpose of the present study is to investigate whether the fem-
oral necks adapted to distinct exercise loading patterns show different
stress profiles in a sideways fall. For this purpose, proximal femur FE
models were created from three-dimensional (3D) image data of 111
female participants with distinct exercise loading histories. These re-
sults are expected to provide further insight into the potential of specific
exercise types in strengthening the proximal femur and alleviating hip
fracture risk.

2. Materials and methods

2.1. Participants

Magnetic resonance (MR) image data of proximal femurs from 91
adult female athletes (aged 24.7 ± 6.1 years) competing actively at na-
tional or international level and 20 habitually active, but non-competi-
tive female control participants (aged 23.7 ± 3.8 years) were obtained
from our previous study [17]. The study protocol was approved by the
Ethics Committee of the Pirkanmaa Hospital District, and written in-
formed consent was obtained from each participant before the study.

The athletes were recruited from national sports associations and
local athletic clubs, and the control participants were mostly students
from localmedical and nursing schools. The control participants did rec-
reational exercise 2–3 times a week, but had previously never taken
part in any competitive sports. The athletes comprised nine triple-jum-
pers, ten high-jumpers, nine soccer players, ten squash players, 17
power-lifters, 18 endurance runners, and 18 swimmers. According to
our previous exercise classification scheme [16,23], the athletes were
divided into five different groups based on the typical loading patterns
of their sports: high-impact (H-I) (triple- and high-jumpers); odd-im-
pact (O-I) (soccer and squash players); high-magnitude (H-M)
(power-lifters); repetitive-impact (R-I) (endurance runners); and the
repetitive, non-impact group (R-NI) (swimmers).

Wearing only light indoor clothing without shoes, the body height
and weight of the participants were measured using standard methods.
Questionnaires were completed by all participants in order to obtain
their training history including weekly sport-specific training hours
and the number of training sessions during at least the five preceding
years. Other information such as medications, diseases, menstrual sta-
tus, use of hormonal contraceptives, calcium intake, alcohol, smoking,
coffee consumption, and previous injuries and fractures was also col-
lected [17].

2.2. MR image scanning procedure

Thehip regions of all participantswere scanned using a 1.5-TMR im-
aging system (Avanto SyngoMRB15, Siemens, Erlangen, Germany). The
scanned region covered the proximal femur from the top of the femoral
head to the subtrochanteric level of the femoral diaphysis. Using two
half-Fourier acquisition single-shot turbo spin-echo localization series,
sagittal, axial, and coronal images of the hip region of the dominant
side were scanned. The reconstructed imaging plane was adjusted so
that the cross-sectional plane of the femoral neck was perpendicular
to the femoral neck axis. The MR imaging sequence used was a stan-
dardized axial T1-weighted gradient echo volumetric interpolated
breath-hold (VIBE)-examination with the following parameters: FOV
35 × 26 cm, TR 15.3 ms, TE 3.32 ms, slice thickness 1 mm without
gaps, echo train length = 1, flip angle = 10°, matrix 384 × 288, the
in-plane resolution (pixel size) 0.9 mm × 0.9 mm [17].

2.3. FE model construction

TheMR images of all participants were first manually segmented by
delineating the periosteal and endocortical boundaries of the cortical
bone using a touch panel (Wacom Tablet Cintiq 12WX, Wacom Tech-
nology Corp., Vancouver, WA, USA) with ITK-SNAP (www.itksnap.org)
image processing software [24]. The in vivo precision of periosteal and
endocortical delineations of the femoral neck cortex is about 1% [17,
25]. The segmented bone geometries were then converted into a vol-
ume mesh using the free mesh generation MATLAB (MathWorks, Inc.,
Natick, MA, USA) tool called iso2mesh [26]. The surface was then
smoothed in MeshLab (Visual Computing Lab – ISTI – CNR, http://
meshlab.sourceforge.net/) using a method described by Taubin [27].
This method was chosen for its known performance in minimizing the
shrinkage of the geometry during the smoothing process. The smoothed
proximal femur geometries were subsequently imported into
SolidWorks (SolidWorks Corp., Waltham, MA, USA) for the generation

Fig. 1. Division of the femoral neck volume into anatomical sites and octants for the
estimation of octant cortical stresses. (A) Posterior view of proximal femur. Dark grey-
colored geometry defines the femoral neck geometry of interest. The proximal cross-
sectional plane of the defined neck geometry was located at the femoral head-neck
junction dividing the femoral head and the femoral neck. The distal plane was adjusted
so that the distal plane met following conditions: its superior side is close to
trochanteric fossa-greater trochanter junction, its anterior side is close to
intertrochanteric line, and its inferior side is close to the lesser trochanter. This distal
plane divides the trochanteric region and the femoral neck. (B) The division of the
defined femoral neck regions into proximal, middle, and distal sites. The length of the
superior surface was kept same for all sites. (C) The equal 45° anatomical octant division
in the cross-section of the femoral neck. The femoral neck axis was used as the center of
octant division.
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of 3D solid bodies. The resulting proximal femur geometry comprised
individually segmented cortical bone and trabecular bone volumes,
the latter denoting the volume within the endocortical bone boundary.
Although trabecular bone is truly a porous structure, in the present
study it was modeled as a non-porous homogeneous material.

The individual 3D solid body geometries of the proximal femurwere
finally imported into ANSYS 16.1 (ANSYS Inc., Houston, PA, USA) for the
FE meshing and model analysis. The ANSYS Academic Research license
was obtained from CSC – IT Center for Science Ltd. (Espoo, Finland).
First, the femoral neck geometry was defined (Fig. 1), and then similar
boundary conditions (BCs) from the previous studies [22,28] were
used in the present study. Force and restraining BCs were applied
through the femoral head and trochanter-protecting polymethyl meth-
acrylate (PMMA) caps, and aluminumdistal pot (Fig. 2). A 10-noded tet-
rahedralfinite elementwas used tomesh all materials. The element size
was set to 1mm for the entire proximal femur bone geometry, the caps,
and the boundary between the distal end of the bone and the distal pot.
The body of the distal pot, away from the boundary, was meshedwith a
4 mm element size. The maximum error in octant stress (described in
Section 2.4) was estimated based on the converged solution that was
obtained by extrapolating the results from the 3 mm, 2 mm, 1.5 mm,
1 mm, and 0.75 mm FE mesh models. The estimated errors were 6.7%,
4.2%, 3.4%, 2.4%, and 2.1% for the 3 mm, 2 mm, 1.5 mm, 1 mm,
0.75mmmeshes, respectively. Based on thesefindings, a 1mmmesh el-
ement size for themodels in this study was deemed satisfactory. On av-
erage, each bone model comprised approximately 1,600,000 elements
and 2,300,000 nodes. The cortical and trabecular bones of the proximal
femurweremodeled as homogeneous isotropic, linear elastic materials.
Young's moduli of 17 GPa [29–31], 1500 MPa [30,31], 70 GPa [22], and
2GPa [22]were set for the cortical, trabecular bone, the aluminumdistal
pot, and the protecting PMMA caps, respectively. Poisson's ratio was as-
sumed as 0.33 [29–31] for all materials.

To simulate sideways falling, the most commonly used force direc-
tion from previous experimental studies [10,32,33] was chosen. The
femoral shaft was tilted at 10° with respect to the ground and the fem-
oral neckwas internally rotated by 15° (Fig. 2) [10,32,33]. The individual
impact forcewas estimated using the equation proposed by Bouxsein et
al. [34]:

Fpeak ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ghcgKM

q
;

where g is the gravitational constant (9.81 m/s2), hcg is the height of
the center of gravity of the body assumed as 0.51 × height (m), K is
the stiffness constant (71 kN/m), andM is the effective mass calculated
by (7

�
20 × total body mass).

The force described above was then applied to the entire upper face
of the femoral head cap at a defined angle while the trochanter cap was
restrained in the direction of the force (Fig. 2) [22]. The femoral head
and trochanter caps covered a depth of 5 mm of the femoral head and
the lateral side of the trochanter [6]. The distal pot was placed at 15–
20 mm below the most projected part of the lesser trochanter of each
proximal femur. The distance between the most proximal part of the
proximal femur to the distal part of the aluminum pot was in the
range of 280–306 mm and was similar to the previous study [35]. A
hinge-type restraining BCwas applied to the distal side of the aluminum
pot. This allowed nodes at the hinge-axis to freely rotate in the quasi-
frontal plane, while all other degrees of freedom were constrained [22,
28].

2.4. FE derived stress within the femoral neck cortical bone

From each FE model, the nodal cortical von Mises stresses were cal-
culated for the entire femoral neck region. These von Mises stresses
were imported into MATLAB for further post-FE analysis. The entire
femoral neck region was first divided into three sub-volumes along
the femoral neck axis: proximal, middle, and distal volumes. For clarity,
these sub-volumes are henceforth referred to as proximal, middle, and
distal sites (Fig. 1). This division was performed so that the length of
the most superior surface was equal for each site. Next, these three
sites were divided into equal 45° octant regions each representing dif-
ferent anatomic directions of the respective cross-section of the femoral
neck. This octant division was performed similar to previous studies [4,
17,36,37] except that the femoral neck axis was used as a reference for
the center of the octant instead of the geometric centroid. In the present
study, the femoral neck axiswas defined similar to a previous study [38]
so that it goes through the center of the femoral head and the geometric
center of the thinnest femoral neck cross-section. The center of the fem-
oral head was identified as the center of the sphere that best fitted the
periosteal surface. The octants were anatomically defined as inferior
(I), inferoanterior (IA), anterior (A), superoanterior (SA), superior (S),
superoposterior (SP), posterior (P), and inferoposterior region (IP)
(Fig. 1). For each individual proximal femur FEmodel, themean cortical
vonMises stresses in each octant (octant cortical stress) were calculated
for all three sites.

2.5. Statistical analysis

Statistical analyses were performed with SPSS 22.0 (IBM Corp.,
Armonk, NY, USA). Mean and SD were given as descriptive statistics.
Differences in octant cortical stresses in the three sites between each ex-
ercise group and the control group were estimated by multivariable
analysis of covariance (MANCOVA) using the individual impact force
as a covariate. Exercise groups were not compared to each other.
Sidak correction was used to control for multiple comparisons in the
post-hoc tests. Logarithmic transformations of the octant cortical stress-
es were performed prior to MANCOVA to control skewness of the data.
Percentage differences of the octant cortical stress between each

Fig. 2. Loading/falling angles (A & B) and boundary conditions of the FE model. The
femoral shaft was tilted at 10° with respect to the ground (A) and the femoral neck was
internally rotated by 15° (B). Force was applied to the whole upper face of the head-
protecting cap, at a described angle. A 200 mm long aluminum pot was placed at 15–
20 mm below the most projected part of the lesser trochanter of each proximal femur. A
hinge-type constraining boundary condition was applied to nodes of the distal face of
the aluminum pot. This allowed nodes at the hinge-axis to freely rotate in the quasi-
frontal plane, while all other degrees of freedom were constrained. Greater trochanter
cap's surface nodes were restrained in the direction of the force (C).
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be 4 times greater than the stress induced by normal gait [3]. According-
ly, it has been speculated that the fracture initiates from this thin cortical
layer of the superolateral region [4,7,8]. Several finite element (FE)
modeling and cadaveric experimental studies have consistently shown
that a sideways fall exposes the femoral neck to the greatest risk of a
fracture [7,9–13]. Indeed, over 90% of hip fractures are directly caused
by falls [14,15]. Therefore, if the superolateral cortical thickness could
be maintained or even increased with appropriate exercise training,
bone strength may be maintained and hip fracture risk reduced in old
age.

In our previous studies [16,17], we found that female athletes with a
history of high impact and/or impact exercises from unusual directions
have higher areal bone mineral density (aBMD), section modulus, and
thicker cortical bone of the femoral neck including the superolateral
cortex. However, the influence of this exercise-induced structural bene-
fit on femoral neck strength in the sideways fall was not examined. Sev-
eral FE modeling studies have been conducted to obtain a better
understanding of the hip fracture mechanism [3,6,9,11–13,18–22]. To
the best of our knowledge, however, no FE modeling study has so far
been conducted to investigate the influence of specific exercise loading
history on the structural strength of the femoral neck in a falling situa-
tion. In particular, it is not knownwhether specific exercise loading his-
tory is associated with lower stresses during a fall.

The purpose of the present study is to investigate whether the fem-
oral necks adapted to distinct exercise loading patterns show different
stress profiles in a sideways fall. For this purpose, proximal femur FE
models were created from three-dimensional (3D) image data of 111
female participants with distinct exercise loading histories. These re-
sults are expected to provide further insight into the potential of specific
exercise types in strengthening the proximal femur and alleviating hip
fracture risk.

2. Materials and methods

2.1. Participants

Magnetic resonance (MR) image data of proximal femurs from 91
adult female athletes (aged 24.7 ± 6.1 years) competing actively at na-
tional or international level and 20 habitually active, but non-competi-
tive female control participants (aged 23.7 ± 3.8 years) were obtained
from our previous study [17]. The study protocol was approved by the
Ethics Committee of the Pirkanmaa Hospital District, and written in-
formed consent was obtained from each participant before the study.

The athletes were recruited from national sports associations and
local athletic clubs, and the control participants were mostly students
from localmedical and nursing schools. The control participants did rec-
reational exercise 2–3 times a week, but had previously never taken
part in any competitive sports. The athletes comprised nine triple-jum-
pers, ten high-jumpers, nine soccer players, ten squash players, 17
power-lifters, 18 endurance runners, and 18 swimmers. According to
our previous exercise classification scheme [16,23], the athletes were
divided into five different groups based on the typical loading patterns
of their sports: high-impact (H-I) (triple- and high-jumpers); odd-im-
pact (O-I) (soccer and squash players); high-magnitude (H-M)
(power-lifters); repetitive-impact (R-I) (endurance runners); and the
repetitive, non-impact group (R-NI) (swimmers).

Wearing only light indoor clothing without shoes, the body height
and weight of the participants were measured using standard methods.
Questionnaires were completed by all participants in order to obtain
their training history including weekly sport-specific training hours
and the number of training sessions during at least the five preceding
years. Other information such as medications, diseases, menstrual sta-
tus, use of hormonal contraceptives, calcium intake, alcohol, smoking,
coffee consumption, and previous injuries and fractures was also col-
lected [17].

2.2. MR image scanning procedure

Thehip regions of all participantswere scanned using a 1.5-TMR im-
aging system (Avanto SyngoMRB15, Siemens, Erlangen, Germany). The
scanned region covered the proximal femur from the top of the femoral
head to the subtrochanteric level of the femoral diaphysis. Using two
half-Fourier acquisition single-shot turbo spin-echo localization series,
sagittal, axial, and coronal images of the hip region of the dominant
side were scanned. The reconstructed imaging plane was adjusted so
that the cross-sectional plane of the femoral neck was perpendicular
to the femoral neck axis. The MR imaging sequence used was a stan-
dardized axial T1-weighted gradient echo volumetric interpolated
breath-hold (VIBE)-examination with the following parameters: FOV
35 × 26 cm, TR 15.3 ms, TE 3.32 ms, slice thickness 1 mm without
gaps, echo train length = 1, flip angle = 10°, matrix 384 × 288, the
in-plane resolution (pixel size) 0.9 mm × 0.9 mm [17].

2.3. FE model construction

TheMR images of all participants were first manually segmented by
delineating the periosteal and endocortical boundaries of the cortical
bone using a touch panel (Wacom Tablet Cintiq 12WX, Wacom Tech-
nology Corp., Vancouver, WA, USA) with ITK-SNAP (www.itksnap.org)
image processing software [24]. The in vivo precision of periosteal and
endocortical delineations of the femoral neck cortex is about 1% [17,
25]. The segmented bone geometries were then converted into a vol-
ume mesh using the free mesh generation MATLAB (MathWorks, Inc.,
Natick, MA, USA) tool called iso2mesh [26]. The surface was then
smoothed in MeshLab (Visual Computing Lab – ISTI – CNR, http://
meshlab.sourceforge.net/) using a method described by Taubin [27].
This method was chosen for its known performance in minimizing the
shrinkage of the geometry during the smoothing process. The smoothed
proximal femur geometries were subsequently imported into
SolidWorks (SolidWorks Corp., Waltham, MA, USA) for the generation

Fig. 1. Division of the femoral neck volume into anatomical sites and octants for the
estimation of octant cortical stresses. (A) Posterior view of proximal femur. Dark grey-
colored geometry defines the femoral neck geometry of interest. The proximal cross-
sectional plane of the defined neck geometry was located at the femoral head-neck
junction dividing the femoral head and the femoral neck. The distal plane was adjusted
so that the distal plane met following conditions: its superior side is close to
trochanteric fossa-greater trochanter junction, its anterior side is close to
intertrochanteric line, and its inferior side is close to the lesser trochanter. This distal
plane divides the trochanteric region and the femoral neck. (B) The division of the
defined femoral neck regions into proximal, middle, and distal sites. The length of the
superior surface was kept same for all sites. (C) The equal 45° anatomical octant division
in the cross-section of the femoral neck. The femoral neck axis was used as the center of
octant division.
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of 3D solid bodies. The resulting proximal femur geometry comprised
individually segmented cortical bone and trabecular bone volumes,
the latter denoting the volume within the endocortical bone boundary.
Although trabecular bone is truly a porous structure, in the present
study it was modeled as a non-porous homogeneous material.

The individual 3D solid body geometries of the proximal femurwere
finally imported into ANSYS 16.1 (ANSYS Inc., Houston, PA, USA) for the
FE meshing and model analysis. The ANSYS Academic Research license
was obtained from CSC – IT Center for Science Ltd. (Espoo, Finland).
First, the femoral neck geometry was defined (Fig. 1), and then similar
boundary conditions (BCs) from the previous studies [22,28] were
used in the present study. Force and restraining BCs were applied
through the femoral head and trochanter-protecting polymethyl meth-
acrylate (PMMA) caps, and aluminumdistal pot (Fig. 2). A 10-noded tet-
rahedralfinite elementwas used tomesh all materials. The element size
was set to 1mm for the entire proximal femur bone geometry, the caps,
and the boundary between the distal end of the bone and the distal pot.
The body of the distal pot, away from the boundary, was meshedwith a
4 mm element size. The maximum error in octant stress (described in
Section 2.4) was estimated based on the converged solution that was
obtained by extrapolating the results from the 3 mm, 2 mm, 1.5 mm,
1 mm, and 0.75 mm FE mesh models. The estimated errors were 6.7%,
4.2%, 3.4%, 2.4%, and 2.1% for the 3 mm, 2 mm, 1.5 mm, 1 mm,
0.75mmmeshes, respectively. Based on thesefindings, a 1mmmesh el-
ement size for themodels in this study was deemed satisfactory. On av-
erage, each bone model comprised approximately 1,600,000 elements
and 2,300,000 nodes. The cortical and trabecular bones of the proximal
femurweremodeled as homogeneous isotropic, linear elastic materials.
Young's moduli of 17 GPa [29–31], 1500 MPa [30,31], 70 GPa [22], and
2GPa [22]were set for the cortical, trabecular bone, the aluminumdistal
pot, and the protecting PMMA caps, respectively. Poisson's ratio was as-
sumed as 0.33 [29–31] for all materials.

To simulate sideways falling, the most commonly used force direc-
tion from previous experimental studies [10,32,33] was chosen. The
femoral shaft was tilted at 10° with respect to the ground and the fem-
oral neckwas internally rotated by 15° (Fig. 2) [10,32,33]. The individual
impact forcewas estimated using the equation proposed by Bouxsein et
al. [34]:

Fpeak ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ghcgKM

q
;

where g is the gravitational constant (9.81 m/s2), hcg is the height of
the center of gravity of the body assumed as 0.51 × height (m), K is
the stiffness constant (71 kN/m), andM is the effective mass calculated
by (7

�
20 × total body mass).

The force described above was then applied to the entire upper face
of the femoral head cap at a defined angle while the trochanter cap was
restrained in the direction of the force (Fig. 2) [22]. The femoral head
and trochanter caps covered a depth of 5 mm of the femoral head and
the lateral side of the trochanter [6]. The distal pot was placed at 15–
20 mm below the most projected part of the lesser trochanter of each
proximal femur. The distance between the most proximal part of the
proximal femur to the distal part of the aluminum pot was in the
range of 280–306 mm and was similar to the previous study [35]. A
hinge-type restraining BCwas applied to the distal side of the aluminum
pot. This allowed nodes at the hinge-axis to freely rotate in the quasi-
frontal plane, while all other degrees of freedom were constrained [22,
28].

2.4. FE derived stress within the femoral neck cortical bone

From each FE model, the nodal cortical von Mises stresses were cal-
culated for the entire femoral neck region. These von Mises stresses
were imported into MATLAB for further post-FE analysis. The entire
femoral neck region was first divided into three sub-volumes along
the femoral neck axis: proximal, middle, and distal volumes. For clarity,
these sub-volumes are henceforth referred to as proximal, middle, and
distal sites (Fig. 1). This division was performed so that the length of
the most superior surface was equal for each site. Next, these three
sites were divided into equal 45° octant regions each representing dif-
ferent anatomic directions of the respective cross-section of the femoral
neck. This octant division was performed similar to previous studies [4,
17,36,37] except that the femoral neck axis was used as a reference for
the center of the octant instead of the geometric centroid. In the present
study, the femoral neck axiswas defined similar to a previous study [38]
so that it goes through the center of the femoral head and the geometric
center of the thinnest femoral neck cross-section. The center of the fem-
oral head was identified as the center of the sphere that best fitted the
periosteal surface. The octants were anatomically defined as inferior
(I), inferoanterior (IA), anterior (A), superoanterior (SA), superior (S),
superoposterior (SP), posterior (P), and inferoposterior region (IP)
(Fig. 1). For each individual proximal femur FEmodel, themean cortical
vonMises stresses in each octant (octant cortical stress) were calculated
for all three sites.

2.5. Statistical analysis

Statistical analyses were performed with SPSS 22.0 (IBM Corp.,
Armonk, NY, USA). Mean and SD were given as descriptive statistics.
Differences in octant cortical stresses in the three sites between each ex-
ercise group and the control group were estimated by multivariable
analysis of covariance (MANCOVA) using the individual impact force
as a covariate. Exercise groups were not compared to each other.
Sidak correction was used to control for multiple comparisons in the
post-hoc tests. Logarithmic transformations of the octant cortical stress-
es were performed prior to MANCOVA to control skewness of the data.
Percentage differences of the octant cortical stress between each

Fig. 2. Loading/falling angles (A & B) and boundary conditions of the FE model. The
femoral shaft was tilted at 10° with respect to the ground (A) and the femoral neck was
internally rotated by 15° (B). Force was applied to the whole upper face of the head-
protecting cap, at a described angle. A 200 mm long aluminum pot was placed at 15–
20 mm below the most projected part of the lesser trochanter of each proximal femur. A
hinge-type constraining boundary condition was applied to nodes of the distal face of
the aluminum pot. This allowed nodes at the hinge-axis to freely rotate in the quasi-
frontal plane, while all other degrees of freedom were constrained. Greater trochanter
cap's surface nodes were restrained in the direction of the force (C).
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exercise loading group and control group were calculated by taking
anti-log of the impact force-adjusted mean octant cortical stress. A p
value of b0.05 was considered statistically significant.

3. Results

3.1. Descriptive data of participants

Table 1 shows the descriptive data of age, sport-specific training
hours/week, training sessions/week, duration of competitive career,
height, body weight (BW), and estimated impact force in each exercise
loading and control group. Further details of body composition and
muscular performance have been reported previously [17]. In addition
to a competitive career of N8 years, athletic participants clearly had
much longer training hours and more training sessions per week com-
pared with the non-competitive habitually active control participants.

3.2. Octant cortical stresses in general

Fig. 3 shows the unadjusted mean octant cortical stresses for proxi-
mal, middle, and distal femoral neck sites for each group. At the proxi-
mal site, higher stress levels were generally observed in the inferior
and inferoposterior regions, while at themiddle site higher stress levels
were generally evident in the superior, superoposterior, and posterior
regions. At the distal site, higher stresses were generally observed in
the posterior region and became prominent in the superoposterior re-
gion. Fig. 4 presents example subjects fromeach group of the study pop-
ulation to illustrate typical stress distributions in each group. Stresses
higher than 185 MPa were observed in the region spanning the
superoposterior and posterior part of the femoral neck. Notably, a
large contiguous area of N185MPa stresses can be seen in the stress dis-
tributions of the repetitive non-impact group (R-NI) and the control
proximal femora. Table 2 shows the impact force-adjusted mean per-
centage differences in octant cortical stresses for the proximal, middle,
and distal femoral neck sites between each exercise loading group and
the control group.

3.2.1. Proximal octant stress
The high-impact (H-I) group had significantly lower octant stresses

(p b 0.05) than in the control group in the inferior (21%), inferoanterior
(29%), superoanterior (9%), superoposterior (12%), posterior (15%), and
inferoposterior (17%) octants. The odd-impact (O-I) group had signifi-
cantly lower stresses in the superoposterior (14%) andposterior (12%) oc-
tants. The high-magnitude (H-M) group had significantly lower stresses
in the superoposterior (16%) and posterior (12%) octants. The repeti-
tive-impact (R-I) group had significantly lower stresses in the inferior
(14%), inferoanterior (19%), anterior (16%), superoanterior (13%), superi-
or (12%), superoposterior (21%), posterior (22%), and inferoposterior
(15%) octants.

3.2.2. Middle octant stress
The H-I group had significantly lower octant stresses (p b 0.05) than

in the control group in the inferior (32%), inferoanterior (29%), anterior
(16%), superoposterior (10%), posterior (19%), and inferoposterior

(25%) octants. The O-I group had significantly lower stresses in the infe-
rior (17%), inferoanterior (17%), anterior (14%), superoanterior (14%),
superior (16%), superoposterior (16%), and posterior (12%) octants.
The H-M group had significantly lower stresses in the superior (13%)
and superoposterior (15%) octants. The R-I group had significantly
lower stresses in the inferior (20%), inferoanterior (21%), anterior
(18%), superoanterior (13%), superior (14%), superoposterior (23%),
posterior (22%), and inferoposterior (17%) octants. Also, a trend for
lower stresses when compared to controls was observed in the H-I
group in the superoanterior (p = 0.07, 11%) octant.

3.2.3. Distal octant stress
TheH-I grouphad significantly lower octant stresses (p b 0.05) than in

the control group in the inferior (24%), inferoanterior (18%),
superoposterior (13%), posterior (22%), and inferoposterior (22%) octants.
The O-I group had significantly lower stresses in the inferior (16%),
inferoanterior (13%), and superoposterior (14%) octants. The R-I group
had significant lower stresses in the inferior (17%), inferoanterior (17%),
anterior (18%), superoanterior (18%), superoposterior (19%), posterior
(20%), and inferoposterior (16%) octants. Also, trends for lower stresses
when compared to controls were observed in the H-I group in the anteri-
or (p=0.06, 15%) and superoanterior (p=0.06, 16%) octants. In the O-I
group, trends for lower stresses were observed in the superoanterior
(p= 0.08, 14%) and posterior (p = 0.07, 9%) octants. In the H-M group,
similar trendswere observed in the superoposterior (p=0.07, 9%) octant
and in the superior (p= 0.08, 17%) octant in the R-I group.

4. Discussion

In this large FE modeling study of female athletes, the association of
specific exercise loading history with femoral neck structural strength
in a sideways falling situation was elaborated. As expected from the
findings of previous studies [6,7], high stresseswere primarily distribut-
ed over the superolateral cortex region of the femoral neck: specifically,
in the superior, superoposterior, and posterior octants at the middle
site, and in the superoposterior and posterior octants at the distal
sites. Present results suggest that exercise loading history during ado-
lescences and early adulthood that involves either high impacts (H-I),
impacts from unusual directions (O-I), a large number of repetitive im-
pacts (R-I), or extreme muscle forces (H-M) is associated with signifi-
cantly lower (10–23%) fall-induced stresses at these vulnerable
femoral neck regions (the five octants listed above) when compared
to the control group. Importantly, the highest octant stresses were ob-
served in the fracture-prone posterior part of the superolateral cortex
region (superoposterior octant in the distal site in Fig. 1 and Fig. 3),
which is in agreement with the findings of a study by Mayhew et al.
[4]. We found that the femoral neck in the H-I, the O-I, and the R-I
groups experienced significantly lower (13–19%) stress in this octant
compared to the control group. Although a significant difference was
not observed, the H-M group exhibited a trend for lower stress (p =
0.07, 9%) in the same octant. These results may translate into a reduced
risk of hip fractures caused by falling.

The present findings are largely explained by the specific structural
adaptation of the cortical bone to impact loading. Previously, Nikander

Table 1
Group characteristics.

Group n Age (years) Sport-specific training
hours/week

Training sessions/week Competing career (years) Height (cm) Weight (kg) Impact force (N)

H-I 19 22.3 (4.1) 11.5 (2.3) 6.7 (1.4) 10.1 (3.4) 174 (6) 60.2 (5.4) 5102.1 (268.3)
O-I 19 25.3 (6.7) 9.3 (2.7) 5.7 (1.4) 9.6(4.8) 165 (8) 60.8 (8.3) 4991.0 (450.5)
H-M 17 27.5 (6.3) 9.1 (2.7) 5.8 (2.0) 8.0 (4.7) 158 (3) 63.3 (13.2) 4974.0 (531.9)
R-I 18 28.9 (5.6) 10.9 (3.4) 8.7 (2.1) 12.4 (6.7) 168 (5) 53.7 (3.4) 4737.8 (198.2)
R-NI 18 19.7 (2.4) 19.9 (4.5) 11.4 (2.0) 9.1 (2.6) 173 (5) 65.1 (5.6) 5284.7 (251.1)
Control 20 23.7 (3.8) 2.8 (0.9) 2.8 (1.0) – 164 (5) 60.0 (7.4) 4943.5 (363.6)

Mean and (SD).
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et al. [17] found that the femoral neck of athletes in the H-I group had a
thicker cortex in the inferior, anterior, and posterior quadrants, while
the O-I group had a consistently thicker cortex in the anterior, posterior,
and superior quadrants of the femoral neck. Notably, the lower stresses
in the inferior, inferoanterior, and inferoposterior octant regions in the
H-I group can be attributed to a very thick inferior cortex: approximate-
ly 60% thicker than in the habitually active control group [17].

A particularly interesting finding in the present study was that the
femoral neck in the R-I (endurance runners) group also showed signifi-
cant and similar low stresses to those observed in the H-I group.

Previously, Nikander et al. [17] reported that the cortical bone of the fem-
oral neck in the R-I group was not thicker than in the control group. This
indicates that the lower stresses in the R-Imay be attributed to other geo-
metrical factors, that is, themore circular shape of the femoral neck cross-
section shown by Narra et al. [39]. Basically, a more circular bone is me-
chanically more robust in all directions than an oval shaped bone.
Sievänen et al. [40] observed that physicallymore activemedieval people
had amore circular femoral neck cross-section in contrast to present-day
peoplewho have amore oval-shaped cross-section. It was estimated that
the oval-shaped femoral neck of present-day peoplemay experience 1.3–

Fig. 3.Group unadjustedmean (SD) octant cortical stress at the proximal,middle, and distal sites of the femoral neck (see Fig. 1). Each bar represents each group's unadjustedmean octant
stress with SD. According to the MANCOVA, * and § show the statistical significance of 0.01 ≤ p b 0.05 and p b 0.01 respectively.
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exercise loading group and control group were calculated by taking
anti-log of the impact force-adjusted mean octant cortical stress. A p
value of b0.05 was considered statistically significant.

3. Results

3.1. Descriptive data of participants

Table 1 shows the descriptive data of age, sport-specific training
hours/week, training sessions/week, duration of competitive career,
height, body weight (BW), and estimated impact force in each exercise
loading and control group. Further details of body composition and
muscular performance have been reported previously [17]. In addition
to a competitive career of N8 years, athletic participants clearly had
much longer training hours and more training sessions per week com-
pared with the non-competitive habitually active control participants.

3.2. Octant cortical stresses in general

Fig. 3 shows the unadjusted mean octant cortical stresses for proxi-
mal, middle, and distal femoral neck sites for each group. At the proxi-
mal site, higher stress levels were generally observed in the inferior
and inferoposterior regions, while at themiddle site higher stress levels
were generally evident in the superior, superoposterior, and posterior
regions. At the distal site, higher stresses were generally observed in
the posterior region and became prominent in the superoposterior re-
gion. Fig. 4 presents example subjects fromeach group of the study pop-
ulation to illustrate typical stress distributions in each group. Stresses
higher than 185 MPa were observed in the region spanning the
superoposterior and posterior part of the femoral neck. Notably, a
large contiguous area of N185MPa stresses can be seen in the stress dis-
tributions of the repetitive non-impact group (R-NI) and the control
proximal femora. Table 2 shows the impact force-adjusted mean per-
centage differences in octant cortical stresses for the proximal, middle,
and distal femoral neck sites between each exercise loading group and
the control group.

3.2.1. Proximal octant stress
The high-impact (H-I) group had significantly lower octant stresses

(p b 0.05) than in the control group in the inferior (21%), inferoanterior
(29%), superoanterior (9%), superoposterior (12%), posterior (15%), and
inferoposterior (17%) octants. The odd-impact (O-I) group had signifi-
cantly lower stresses in the superoposterior (14%) andposterior (12%) oc-
tants. The high-magnitude (H-M) group had significantly lower stresses
in the superoposterior (16%) and posterior (12%) octants. The repeti-
tive-impact (R-I) group had significantly lower stresses in the inferior
(14%), inferoanterior (19%), anterior (16%), superoanterior (13%), superi-
or (12%), superoposterior (21%), posterior (22%), and inferoposterior
(15%) octants.

3.2.2. Middle octant stress
The H-I group had significantly lower octant stresses (p b 0.05) than

in the control group in the inferior (32%), inferoanterior (29%), anterior
(16%), superoposterior (10%), posterior (19%), and inferoposterior

(25%) octants. The O-I group had significantly lower stresses in the infe-
rior (17%), inferoanterior (17%), anterior (14%), superoanterior (14%),
superior (16%), superoposterior (16%), and posterior (12%) octants.
The H-M group had significantly lower stresses in the superior (13%)
and superoposterior (15%) octants. The R-I group had significantly
lower stresses in the inferior (20%), inferoanterior (21%), anterior
(18%), superoanterior (13%), superior (14%), superoposterior (23%),
posterior (22%), and inferoposterior (17%) octants. Also, a trend for
lower stresses when compared to controls was observed in the H-I
group in the superoanterior (p = 0.07, 11%) octant.

3.2.3. Distal octant stress
TheH-I grouphad significantly lower octant stresses (p b 0.05) than in

the control group in the inferior (24%), inferoanterior (18%),
superoposterior (13%), posterior (22%), and inferoposterior (22%) octants.
The O-I group had significantly lower stresses in the inferior (16%),
inferoanterior (13%), and superoposterior (14%) octants. The R-I group
had significant lower stresses in the inferior (17%), inferoanterior (17%),
anterior (18%), superoanterior (18%), superoposterior (19%), posterior
(20%), and inferoposterior (16%) octants. Also, trends for lower stresses
when compared to controls were observed in the H-I group in the anteri-
or (p=0.06, 15%) and superoanterior (p=0.06, 16%) octants. In the O-I
group, trends for lower stresses were observed in the superoanterior
(p= 0.08, 14%) and posterior (p = 0.07, 9%) octants. In the H-M group,
similar trendswere observed in the superoposterior (p=0.07, 9%) octant
and in the superior (p= 0.08, 17%) octant in the R-I group.

4. Discussion

In this large FE modeling study of female athletes, the association of
specific exercise loading history with femoral neck structural strength
in a sideways falling situation was elaborated. As expected from the
findings of previous studies [6,7], high stresseswere primarily distribut-
ed over the superolateral cortex region of the femoral neck: specifically,
in the superior, superoposterior, and posterior octants at the middle
site, and in the superoposterior and posterior octants at the distal
sites. Present results suggest that exercise loading history during ado-
lescences and early adulthood that involves either high impacts (H-I),
impacts from unusual directions (O-I), a large number of repetitive im-
pacts (R-I), or extreme muscle forces (H-M) is associated with signifi-
cantly lower (10–23%) fall-induced stresses at these vulnerable
femoral neck regions (the five octants listed above) when compared
to the control group. Importantly, the highest octant stresses were ob-
served in the fracture-prone posterior part of the superolateral cortex
region (superoposterior octant in the distal site in Fig. 1 and Fig. 3),
which is in agreement with the findings of a study by Mayhew et al.
[4]. We found that the femoral neck in the H-I, the O-I, and the R-I
groups experienced significantly lower (13–19%) stress in this octant
compared to the control group. Although a significant difference was
not observed, the H-M group exhibited a trend for lower stress (p =
0.07, 9%) in the same octant. These results may translate into a reduced
risk of hip fractures caused by falling.

The present findings are largely explained by the specific structural
adaptation of the cortical bone to impact loading. Previously, Nikander

Table 1
Group characteristics.

Group n Age (years) Sport-specific training
hours/week

Training sessions/week Competing career (years) Height (cm) Weight (kg) Impact force (N)

H-I 19 22.3 (4.1) 11.5 (2.3) 6.7 (1.4) 10.1 (3.4) 174 (6) 60.2 (5.4) 5102.1 (268.3)
O-I 19 25.3 (6.7) 9.3 (2.7) 5.7 (1.4) 9.6(4.8) 165 (8) 60.8 (8.3) 4991.0 (450.5)
H-M 17 27.5 (6.3) 9.1 (2.7) 5.8 (2.0) 8.0 (4.7) 158 (3) 63.3 (13.2) 4974.0 (531.9)
R-I 18 28.9 (5.6) 10.9 (3.4) 8.7 (2.1) 12.4 (6.7) 168 (5) 53.7 (3.4) 4737.8 (198.2)
R-NI 18 19.7 (2.4) 19.9 (4.5) 11.4 (2.0) 9.1 (2.6) 173 (5) 65.1 (5.6) 5284.7 (251.1)
Control 20 23.7 (3.8) 2.8 (0.9) 2.8 (1.0) – 164 (5) 60.0 (7.4) 4943.5 (363.6)

Mean and (SD).

12 S. Abe et al. / Bone 92 (2016) 9–17

et al. [17] found that the femoral neck of athletes in the H-I group had a
thicker cortex in the inferior, anterior, and posterior quadrants, while
the O-I group had a consistently thicker cortex in the anterior, posterior,
and superior quadrants of the femoral neck. Notably, the lower stresses
in the inferior, inferoanterior, and inferoposterior octant regions in the
H-I group can be attributed to a very thick inferior cortex: approximate-
ly 60% thicker than in the habitually active control group [17].

A particularly interesting finding in the present study was that the
femoral neck in the R-I (endurance runners) group also showed signifi-
cant and similar low stresses to those observed in the H-I group.

Previously, Nikander et al. [17] reported that the cortical bone of the fem-
oral neck in the R-I group was not thicker than in the control group. This
indicates that the lower stresses in the R-Imay be attributed to other geo-
metrical factors, that is, themore circular shape of the femoral neck cross-
section shown by Narra et al. [39]. Basically, a more circular bone is me-
chanically more robust in all directions than an oval shaped bone.
Sievänen et al. [40] observed that physicallymore activemedieval people
had amore circular femoral neck cross-section in contrast to present-day
peoplewho have amore oval-shaped cross-section. It was estimated that
the oval-shaped femoral neck of present-day peoplemay experience 1.3–

Fig. 3.Group unadjustedmean (SD) octant cortical stress at the proximal,middle, and distal sites of the femoral neck (see Fig. 1). Each bar represents each group's unadjustedmean octant
stress with SD. According to the MANCOVA, * and § show the statistical significance of 0.01 ≤ p b 0.05 and p b 0.01 respectively.
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1.5 times higher fall-induced stress in a sideways fall than the circular
femoral neck of the medieval people [40]. This estimation is consistent
with the results of the present study that show almost 20% lower stress
in the R-I group than in the control group. Running (or walking) is a nat-
ural form of locomotion and a common type of exercise. In particular, the
human skeleton is particularlyfitted for endurance running [41], but as al-
luring as the present finding is from the evolutionary point of view, the
beneficial results in the endurance running group remain at best specula-
tive and warrant further elaboration.

The R-NI group showed no apparent reduction in stress at any fem-
oral neck octant. This agrees with the findings by Nikander et al. [17]
that showed no exercise-related benefit to the cortical geometry
among swimmers. The typical movements in swimming require a lot
of repetitive muscle contractions and can be intensive, but they are
also smooth and without impacts. The H-M group, in turn, showed
less reduced octant stresses compared to the control group than the
H-I, O-I, and R-I groups did in spite of extreme muscle forces involved
in power-lifting (e.g., a squat). Again, this is likely attributable to the in-
herent nature of movement. During H-M exercises, the movement is
slow by nature, and therefore its rate of loading is low.

Moderate tohigh ground reaction forces and ahigh rate of force devel-
opment due to the ground impact are common factors in exercise loading
that seem to be beneficial for femoral neck strength. Peak vertical ground
reaction forces are 12–20 times BW [42,43] for H-I exercise, 2.5–3.5 times
BW [44–46] for O-I exercise, 2–3 times BW [47] for H-M exercise (squat),
and 2–2.5 times BW [48,49] for R-I exercise while the estimated impact
loading rates (BW s−1) are about 400–480 BW s−1 [42], 20–
180 BW s−1 [44,45], 5–6 BW s−1 [47], and 60–150 BW s−1 [48–50], re-
spectively. In swimming, peak reaction force and loading rate at the
push-off phase of turning are estimated to be b1.5 times BW [51,52]
and b10 BW s−1 [51], respectively. Such a combination of reaction force
and loading rate in the R-NI exercise seems to be insufficient to improve

femoral neck strength. While ground reaction force in the H-M exercise
may be similar in magnitude to those in the O-I and R-I exercises,
the rate of force development is significantly lower. In light of the
results for the H-M group, this indicates that in spite of the moderate-
to-high ground reaction force, the stimulus for beneficial geometric
adaptation seems to be diminished by the lower rate of loading. Differing
frompower-lifting (squat, bench press, and deadlift), weightliftingmove-
ments such as the snatch, clean, and jerk are explosive and involve more
impact: peak vertical ground reaction forces are 2.5–4 times BW and esti-
mated impact loading rates vary from about 10–50 BW s−1 [53–56]. This
warrants further investigation of femoral neck strength among
weightlifters.

Themean starting ages of the competitive careers of the athletic par-
ticipants were the following: H-I = 12.2 years; O-I = 15.7 years; H-M
19.5 years; R-I = 16.5 years; R-NI = 10.6 yrs. Accordingly, the H-M
group started their sport-specific career the latest of any groups and
their careers were also the shortest (mean 8 years) at the time of the
study. The H-I group started their career at the age of 12.2 years,
which is 7 years earlier than that of the H-M group. Indeed, the starting
age of 19.5 years of the H-M group is almost close to skeletal maturity
[57]. It is well established that starting the exercise training in early ad-
olescence is themost beneficial for bone strength comparedwith a later
start of training [58]. Lorentzon et al. [59] reported that higher aBMD,
cortical bone size, and trabecular density were observed among those
who started their training career before the age of 13 than those who
started their training later. Further, the duration of the training in ado-
lescence is associated with improved bone traits as well [59,60]. This
being the case, the odds of finding a clear exercise-related reduction in
fall-induced stress in theH-Mgroupmayhave been attenuated.Howev-
er, it is worth noting that starting intensive power-lifting exercises
(squat, bench press, and deadlift) at an early age is not recommended,
which may explain the later starting age in the H-M group. On the

Fig. 4. Examples of typical von Mises stress distribution from each group. A, B, C, D, E, and F show an example stress distribution from the H-I, O-I, H-M, R-I, R-NI, and control groups,
respectively.
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other hand, it is likely that the H-M group was involved in various, less
specific exercise training during adolescence.

Observed reductions in the octant stress (10–30%) along the femoral
neck in the sideways falling situation, attributable to exercise-induced
structural adaptations, may be clinically important. It is noteworthy
that the control group was comprised of young healthy women who
did recreational exercises 2–3 times a week. Thus, our control partici-
pants were physically active, but not athletes. This being the case, it is
possible that actual exercise-induced benefit in the femoral neck
strength in sideways falling could be even higher when compared
with the average, less physically active population.

As to the clinical relevance of the present results, caution is needed.
Since the datawere obtained fromyoung female athletes, the results can-
not be extrapolated to the general population. Despite the clear benefits,
H-I exercise does not provide a panacea against hip fragility and fractures.
Extreme impact forces (12–20 times BW) [42,43] in the H-I exercises are
obviously too risky not only for older people but also for sedentary people
regardless of age. Since the O-I and R-I exercises produce moderate im-
pacts, the risk of musculoskeletal injuries remains lower. Thus, exercise
involving impacts from unusual directions and a large number of repeat-
ed impacts may offer a more feasible and equally effective option to in-
crease femoral neck strength. For the young, physically active, and/or fit

people, not only O-I and R-I exercises but also appropriate H-I exercises
are feasible in order to maintain and/or increase femoral neck strength.
It is worthmentioning that alongwith O-I and R-I exercises (e.g. jogging),
H-M exercises (squat, deadlift, etc.) may also be beneficial for the overall
health of the proximal femur for people with a sedentary background or
the elderly. This is, of course, contingent on the people having no
preexisting musculoskeletal maladies, having sufficient mobility, and
weights being chosen according to their physical conditioning.

Another important question is whether the exercise-induced skeletal
benefits from early adulthood can be sustained into old age. It is known
that the exercise-induced bone thickening during growth occurs through
newbone formation on the periosteal bone surface, while the age-related
bone loss takes place at the endocortical bone surface [2]. Should the fem-
oral neck cortical bone be thicker during young adulthood, itmay bemore
resistant against fractures in old age. It is noteworthy that retired ice
hockey and soccer players N 60 years old have lower fracture risk com-
pared to matched controls despite some loss in exercise-induced high
aBMD due to retirement from sports [61]. This finding indicates that the
exercise-induced structural benefits to the femoral neck during young
adulthood may be sustained into old age and highlights the importance
of exercise in adolescence and young adulthood in termsof preventing fu-
ture hip fractures. Further, the effect of exercise on bone may vary

Table 2
Impact force-adjusted mean percentage differences (95% CI) in octant cortical stresses for proximal, middle, and distal sites between each exercise group and control group.

Proximal Middle Distal Proximal Middle Distal

Inferior (I) Superior (S)
H-I −20.6

(−28.6 to −11.8)
−32.2

(−39.1 to −24.6)
−23.6

(−31.5 to −15.0)
H-I −8.2

(−14.5 to −1.2)
−5.8

(−12.9 to 1.8)
−6.2

(−18.6 to 7.8)
O-I −3.4

(−11.5 to 5.7)
−16.6

(−24.2 to −8.3)
−15.7

(−23.4 to −7.3)
O-I −8.8

(−16.0 to −1.1)
−15.5

(−23.5 to −6.7)
−9.6

(−22.1 to 4.6)
H-M 9.4

(0.2 to 19.5)
−1.1

(−10.6 to 9.4)
−1.1

(−12.1 to 11.1)
H-M −5.8

(−13.2 to 2.2)
−12.5

(−20.1 to −4.0)
−6.9

(−20.2 to 8.7)
R-I −13.5

(−20.8 to −5.5)
−20.0

(−27.1 to −12.4)
−17.0

(−25.3 to −7.8)
R-I −12.3

(−19.5 to −4.6)
−13.9

(−20.8 to −6.5)
−17.0

(−28.4 to −3.7)
R-NI −0.2

(−10.3 to 10.8)
−3.2

(−13.6 to 8.7)
−4.3

(−14.9 to 7.7)
R-NI 0.5

(−8.0 to 9.5)
0.5

(−7.5 to 9.1)
2.6

(−12.2 to 19.8)

InferoAnterior (IA) SuperoPosterior (SP)
H-I −28.6

(−36.1 to −19.9)
−29.4

(−35.1 to −23.0)
−18.0

(−24.2 to −11.1)
H-I −11.9

(−17.9 to −5.3)
−9.8

(−15.5 to −3.6)
−12.9

(−18.6 to −6.9)
O-I −9.2

(−18.1 to 0.5)
−17.2

(−24.1 to −9.8)
−12.9

(−20.3 to −4.7)
O-I −13.5

(−19.6 to −7.1)
−16.1

(−22.6 to −8.8)
−13.5

(−20.0 to −6.4)
H-M −0.9

(−11.5 to 10.8)
−8.8

(−17.3 to 0.6)
−2.7

(−12.1 to 7.9)
H-M −15.7

(−22.2 to −8.6)
−14.5

(−21.5 to −6.9)
−9.4

(−16.3 to −2.1)
R-I −18.5

(−29.3 to −6.4)
−20.6

(−28.1 to −12.1)
−16.8

(−23.9 to −9.0)
R-I −20.7

(−25.5 to −15.5)
−22.6

(−27.9 to −16.7)
−19.3

(−24.6 to −13.8)
R-NI −7.5

(−20.7 to 7.8)
−4.3

(−14.2 to 6.8)
−0.9

(−10.4 to 9.8)
R-NI −6.2

(−14.1 to 2.2)
−0.5

(−7.7 to 7.3)
−0.5

(−7.5 to 7.3)

Anterior (A) Posterior (P)
H-I −6.0

(−13.9 to 2.8)
−16.2

(−23.5 to −8.4)
−14.7

(−24.2 to −4.0)
H-I −14.7

(−20.9 to −8.1)
−19.3

(−25.0 to −13.2)
−21.5

(−26.8 to −15.6)
O-I −8.6

(−16.5 to 0.1)
−14.3

(−21.9 to −5.7)
−12.5

(−22.2 to −1.5)
O-I −11.5

(−17.0 to −5.4)
−11.7

(−17.8 to −5.3)
−9.0

(−15.3 to −2.0)
H-M −2.9

(−12.2 to 7.2)
−7.3

(−16.4 to 2.7)
−3.2

(−14.6 to 9.9)
H-M −11.7

(−17.4 to −5.5)
−7.5

(−14.0 to −0.3)
−4.7

(−12.0 to 3.2)
R-I −15.5

(−23.5 to −6.6)
−18.0

(−26.3 to −8.7)
−18.2

(−27.0 to −8.1)
R-I −21.8

(−26.8 to −16.6)
−21.5

(−27.1 to −15.5)
−20.0

(−25.9 to −13.5)
R-NI 1.2

(−9.4 to 12.9)
1.6

(−9.8 to 14.3)
−0.9

(−14.2 to 14.2)
R-NI −8.0

(−15.2 to 0.1)
1.4

(−7.5 to 11.0)
3.3

(−-5.6 to 12.8)

SuperoAnterior (SA) InferoPosterior (IP)
H-I −9.0

(−15.0 to −2.8)
−11.3

(−19.2 to −2.6)
−15.7

(−25.6 to −4.5)
H-I −16.6

(−24.0 to −8.6)
−25.4

(−32.6 to −17.3)
−22.2

(−29.9 to −13.4)
O-I −6.2

(−13.6 to 1.5)
−13.5

(−21.6 to −4.7)
−14.1

(−23.7 to −3.0)
O-I −6.0

(−12.1 to 0.6)
−8.6

(−15.7 to −1.1)
−0.2

(−10.4 to 10.9)
H-M −1.8

(−8.8 to 5.9)
−6.9

(−15.2 to 2.1)
−2.1

(−14.6 to 12.2)
H-M 1.2

(−5.8 to 8.6)
5.4

(−3.3 to 14.8)
6.7

(−4.7 to 19.5)
R-I −13.3

(−20.0 to −6.0)
−12.7

(−20.2 to −4.7)
−17.6

(−27.5 to −6.5)
R-I −15.3

(−21.5 to −8.6)
−17.0

(−24.0 to −9.5)
−15.9

(−24.7 to −5.8)
R-NI −0.5

(−7.9 to 7.7)
0.9

(−9.0 to 11.7)
4.2

(−11.7 to 22.9)
R-NI −5.8

(−13.7 to 2.7)
0.7

(−9.5 to 12.3)
9.4

(−3.9 to 24.5)

Statistically significant p values (p b 0.05) based on MANCOVA are shown in bold.
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1.5 times higher fall-induced stress in a sideways fall than the circular
femoral neck of the medieval people [40]. This estimation is consistent
with the results of the present study that show almost 20% lower stress
in the R-I group than in the control group. Running (or walking) is a nat-
ural form of locomotion and a common type of exercise. In particular, the
human skeleton is particularlyfitted for endurance running [41], but as al-
luring as the present finding is from the evolutionary point of view, the
beneficial results in the endurance running group remain at best specula-
tive and warrant further elaboration.

The R-NI group showed no apparent reduction in stress at any fem-
oral neck octant. This agrees with the findings by Nikander et al. [17]
that showed no exercise-related benefit to the cortical geometry
among swimmers. The typical movements in swimming require a lot
of repetitive muscle contractions and can be intensive, but they are
also smooth and without impacts. The H-M group, in turn, showed
less reduced octant stresses compared to the control group than the
H-I, O-I, and R-I groups did in spite of extreme muscle forces involved
in power-lifting (e.g., a squat). Again, this is likely attributable to the in-
herent nature of movement. During H-M exercises, the movement is
slow by nature, and therefore its rate of loading is low.

Moderate tohigh ground reaction forces and ahigh rate of force devel-
opment due to the ground impact are common factors in exercise loading
that seem to be beneficial for femoral neck strength. Peak vertical ground
reaction forces are 12–20 times BW [42,43] for H-I exercise, 2.5–3.5 times
BW [44–46] for O-I exercise, 2–3 times BW [47] for H-M exercise (squat),
and 2–2.5 times BW [48,49] for R-I exercise while the estimated impact
loading rates (BW s−1) are about 400–480 BW s−1 [42], 20–
180 BW s−1 [44,45], 5–6 BW s−1 [47], and 60–150 BW s−1 [48–50], re-
spectively. In swimming, peak reaction force and loading rate at the
push-off phase of turning are estimated to be b1.5 times BW [51,52]
and b10 BW s−1 [51], respectively. Such a combination of reaction force
and loading rate in the R-NI exercise seems to be insufficient to improve

femoral neck strength. While ground reaction force in the H-M exercise
may be similar in magnitude to those in the O-I and R-I exercises,
the rate of force development is significantly lower. In light of the
results for the H-M group, this indicates that in spite of the moderate-
to-high ground reaction force, the stimulus for beneficial geometric
adaptation seems to be diminished by the lower rate of loading. Differing
frompower-lifting (squat, bench press, and deadlift), weightliftingmove-
ments such as the snatch, clean, and jerk are explosive and involve more
impact: peak vertical ground reaction forces are 2.5–4 times BW and esti-
mated impact loading rates vary from about 10–50 BW s−1 [53–56]. This
warrants further investigation of femoral neck strength among
weightlifters.

Themean starting ages of the competitive careers of the athletic par-
ticipants were the following: H-I = 12.2 years; O-I = 15.7 years; H-M
19.5 years; R-I = 16.5 years; R-NI = 10.6 yrs. Accordingly, the H-M
group started their sport-specific career the latest of any groups and
their careers were also the shortest (mean 8 years) at the time of the
study. The H-I group started their career at the age of 12.2 years,
which is 7 years earlier than that of the H-M group. Indeed, the starting
age of 19.5 years of the H-M group is almost close to skeletal maturity
[57]. It is well established that starting the exercise training in early ad-
olescence is themost beneficial for bone strength comparedwith a later
start of training [58]. Lorentzon et al. [59] reported that higher aBMD,
cortical bone size, and trabecular density were observed among those
who started their training career before the age of 13 than those who
started their training later. Further, the duration of the training in ado-
lescence is associated with improved bone traits as well [59,60]. This
being the case, the odds of finding a clear exercise-related reduction in
fall-induced stress in theH-Mgroupmayhave been attenuated.Howev-
er, it is worth noting that starting intensive power-lifting exercises
(squat, bench press, and deadlift) at an early age is not recommended,
which may explain the later starting age in the H-M group. On the

Fig. 4. Examples of typical von Mises stress distribution from each group. A, B, C, D, E, and F show an example stress distribution from the H-I, O-I, H-M, R-I, R-NI, and control groups,
respectively.
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other hand, it is likely that the H-M group was involved in various, less
specific exercise training during adolescence.

Observed reductions in the octant stress (10–30%) along the femoral
neck in the sideways falling situation, attributable to exercise-induced
structural adaptations, may be clinically important. It is noteworthy
that the control group was comprised of young healthy women who
did recreational exercises 2–3 times a week. Thus, our control partici-
pants were physically active, but not athletes. This being the case, it is
possible that actual exercise-induced benefit in the femoral neck
strength in sideways falling could be even higher when compared
with the average, less physically active population.

As to the clinical relevance of the present results, caution is needed.
Since the datawere obtained fromyoung female athletes, the results can-
not be extrapolated to the general population. Despite the clear benefits,
H-I exercise does not provide a panacea against hip fragility and fractures.
Extreme impact forces (12–20 times BW) [42,43] in the H-I exercises are
obviously too risky not only for older people but also for sedentary people
regardless of age. Since the O-I and R-I exercises produce moderate im-
pacts, the risk of musculoskeletal injuries remains lower. Thus, exercise
involving impacts from unusual directions and a large number of repeat-
ed impacts may offer a more feasible and equally effective option to in-
crease femoral neck strength. For the young, physically active, and/or fit

people, not only O-I and R-I exercises but also appropriate H-I exercises
are feasible in order to maintain and/or increase femoral neck strength.
It is worthmentioning that alongwith O-I and R-I exercises (e.g. jogging),
H-M exercises (squat, deadlift, etc.) may also be beneficial for the overall
health of the proximal femur for people with a sedentary background or
the elderly. This is, of course, contingent on the people having no
preexisting musculoskeletal maladies, having sufficient mobility, and
weights being chosen according to their physical conditioning.

Another important question is whether the exercise-induced skeletal
benefits from early adulthood can be sustained into old age. It is known
that the exercise-induced bone thickening during growth occurs through
newbone formation on the periosteal bone surface, while the age-related
bone loss takes place at the endocortical bone surface [2]. Should the fem-
oral neck cortical bone be thicker during young adulthood, itmay bemore
resistant against fractures in old age. It is noteworthy that retired ice
hockey and soccer players N 60 years old have lower fracture risk com-
pared to matched controls despite some loss in exercise-induced high
aBMD due to retirement from sports [61]. This finding indicates that the
exercise-induced structural benefits to the femoral neck during young
adulthood may be sustained into old age and highlights the importance
of exercise in adolescence and young adulthood in termsof preventing fu-
ture hip fractures. Further, the effect of exercise on bone may vary

Table 2
Impact force-adjusted mean percentage differences (95% CI) in octant cortical stresses for proximal, middle, and distal sites between each exercise group and control group.

Proximal Middle Distal Proximal Middle Distal

Inferior (I) Superior (S)
H-I −20.6

(−28.6 to −11.8)
−32.2

(−39.1 to −24.6)
−23.6

(−31.5 to −15.0)
H-I −8.2

(−14.5 to −1.2)
−5.8

(−12.9 to 1.8)
−6.2

(−18.6 to 7.8)
O-I −3.4

(−11.5 to 5.7)
−16.6

(−24.2 to −8.3)
−15.7

(−23.4 to −7.3)
O-I −8.8

(−16.0 to −1.1)
−15.5

(−23.5 to −6.7)
−9.6

(−22.1 to 4.6)
H-M 9.4

(0.2 to 19.5)
−1.1

(−10.6 to 9.4)
−1.1

(−12.1 to 11.1)
H-M −5.8

(−13.2 to 2.2)
−12.5

(−20.1 to −4.0)
−6.9

(−20.2 to 8.7)
R-I −13.5

(−20.8 to −5.5)
−20.0

(−27.1 to −12.4)
−17.0

(−25.3 to −7.8)
R-I −12.3

(−19.5 to −4.6)
−13.9

(−20.8 to −6.5)
−17.0

(−28.4 to −3.7)
R-NI −0.2

(−10.3 to 10.8)
−3.2

(−13.6 to 8.7)
−4.3

(−14.9 to 7.7)
R-NI 0.5

(−8.0 to 9.5)
0.5

(−7.5 to 9.1)
2.6

(−12.2 to 19.8)

InferoAnterior (IA) SuperoPosterior (SP)
H-I −28.6

(−36.1 to −19.9)
−29.4

(−35.1 to −23.0)
−18.0

(−24.2 to −11.1)
H-I −11.9

(−17.9 to −5.3)
−9.8

(−15.5 to −3.6)
−12.9

(−18.6 to −6.9)
O-I −9.2

(−18.1 to 0.5)
−17.2

(−24.1 to −9.8)
−12.9

(−20.3 to −4.7)
O-I −13.5

(−19.6 to −7.1)
−16.1

(−22.6 to −8.8)
−13.5

(−20.0 to −6.4)
H-M −0.9

(−11.5 to 10.8)
−8.8

(−17.3 to 0.6)
−2.7

(−12.1 to 7.9)
H-M −15.7

(−22.2 to −8.6)
−14.5

(−21.5 to −6.9)
−9.4

(−16.3 to −2.1)
R-I −18.5

(−29.3 to −6.4)
−20.6

(−28.1 to −12.1)
−16.8

(−23.9 to −9.0)
R-I −20.7

(−25.5 to −15.5)
−22.6

(−27.9 to −16.7)
−19.3

(−24.6 to −13.8)
R-NI −7.5

(−20.7 to 7.8)
−4.3

(−14.2 to 6.8)
−0.9

(−10.4 to 9.8)
R-NI −6.2

(−14.1 to 2.2)
−0.5

(−7.7 to 7.3)
−0.5

(−7.5 to 7.3)

Anterior (A) Posterior (P)
H-I −6.0

(−13.9 to 2.8)
−16.2

(−23.5 to −8.4)
−14.7

(−24.2 to −4.0)
H-I −14.7

(−20.9 to −8.1)
−19.3

(−25.0 to −13.2)
−21.5

(−26.8 to −15.6)
O-I −8.6

(−16.5 to 0.1)
−14.3

(−21.9 to −5.7)
−12.5

(−22.2 to −1.5)
O-I −11.5

(−17.0 to −5.4)
−11.7

(−17.8 to −5.3)
−9.0

(−15.3 to −2.0)
H-M −2.9

(−12.2 to 7.2)
−7.3

(−16.4 to 2.7)
−3.2

(−14.6 to 9.9)
H-M −11.7

(−17.4 to −5.5)
−7.5

(−14.0 to −0.3)
−4.7

(−12.0 to 3.2)
R-I −15.5

(−23.5 to −6.6)
−18.0

(−26.3 to −8.7)
−18.2

(−27.0 to −8.1)
R-I −21.8

(−26.8 to −16.6)
−21.5

(−27.1 to −15.5)
−20.0

(−25.9 to −13.5)
R-NI 1.2

(−9.4 to 12.9)
1.6

(−9.8 to 14.3)
−0.9

(−14.2 to 14.2)
R-NI −8.0

(−15.2 to 0.1)
1.4

(−7.5 to 11.0)
3.3

(−-5.6 to 12.8)

SuperoAnterior (SA) InferoPosterior (IP)
H-I −9.0

(−15.0 to −2.8)
−11.3

(−19.2 to −2.6)
−15.7

(−25.6 to −4.5)
H-I −16.6

(−24.0 to −8.6)
−25.4

(−32.6 to −17.3)
−22.2

(−29.9 to −13.4)
O-I −6.2

(−13.6 to 1.5)
−13.5

(−21.6 to −4.7)
−14.1

(−23.7 to −3.0)
O-I −6.0

(−12.1 to 0.6)
−8.6

(−15.7 to −1.1)
−0.2

(−10.4 to 10.9)
H-M −1.8

(−8.8 to 5.9)
−6.9

(−15.2 to 2.1)
−2.1

(−14.6 to 12.2)
H-M 1.2

(−5.8 to 8.6)
5.4

(−3.3 to 14.8)
6.7

(−4.7 to 19.5)
R-I −13.3

(−20.0 to −6.0)
−12.7

(−20.2 to −4.7)
−17.6

(−27.5 to −6.5)
R-I −15.3

(−21.5 to −8.6)
−17.0

(−24.0 to −9.5)
−15.9

(−24.7 to −5.8)
R-NI −0.5

(−7.9 to 7.7)
0.9

(−9.0 to 11.7)
4.2

(−11.7 to 22.9)
R-NI −5.8

(−13.7 to 2.7)
0.7

(−9.5 to 12.3)
9.4

(−3.9 to 24.5)

Statistically significant p values (p b 0.05) based on MANCOVA are shown in bold.
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depending on the period of life. During adolescence, exercise can increase
bone strength, and continued exercise may help maintain exercise-
induced bone strength in adulthood. Moreover, exercise may attenuate
a decrease in bone strength due to age-related bone loss [60].

Themajor strength of the present study is the large total sample size
of 111 individual FE models that represent a variety of distinct exercise
loading histories. This makes the present study one of the largest prox-
imal femur FE modeling studies. Further, the large total sample size
made it possible to divide the athletes into smaller subgroups, which
enabled us to investigate the association of the distinct exercise loading
patternwith femoral neck strength in a sideways falling situation. How-
ever, the marginal differences in the H-M group, despite group-differ-
ences of a similar magnitude, indicate limited statistical power in
some subgroup analyses.

In addition to somewhat limited statistical power, there are other
limitations as well. The main limitation was the use of the MR images
for the construction of the proximal femur geometrywhichwas not val-
idated against actualmechanical testing.While QCTwould have provid-
ed high-resolution image data on femoral neck geometry and bone
apparent density, MR imaging has been found to be adequately valid
for the assessment of cortical geometry [25,62]. The pixel size in the pre-
vious QCT-based proximal femur studies [13,19,20] has been around
0.5 mm in contrast to the 0.9 mm pixel size in the present study. Obvi-
ously, a higher in-plane resolution would have provided a more accu-
rate segmentation of the cortical bone. Therefore, to comply with valid
QCT-based proximal femur FE modeling studies, we adopted similar
BCs and loading conditions [22,28]. In the present study, however, tra-
becular bone was modeled as a non-porous homogeneous structure in
contrast to its actual non-uniform structure [63], which could cause
b10% error in themaximum stress reported in the literature [19]. How-
ever, according to Koivumäki et al., inclusion of the trabecular bone in
the sideways falling FEmodelsmay not play a crucial role, and the prox-
imal femoral strength can be evaluated with reasonable accuracy using
a cortical bone FE model only [64]. Further, Holzer et al. [65] reported
that the complete removal of the trabecular bone led to a relatively
small reduction in bone strength while the cortical bone is primarily re-
sponsible for load bearing and transmitting forces. Indeed, the present
study mainly focused on evaluating the influence of cortical geometry
on the stress distribution in the simulated sideways fall while modeling
the trabecular bone as non-porous homogeneousmaterial in every indi-
vidual model. While the use of QCT-based FE models would have also
allowed the estimation of inhomogeneous elastic properties using the
voxel-based Hounsfield unit data (density) [11–13,18–22], the assump-
tion of homogeneousmaterial properties is acceptable. Taddei et al. [19]
compared the homogeneous proximal femur bone model with the in-
homogeneous model and found only a marginal improvement in accu-
racy of prediction; R2 between FE predicted stress and experimental
stresswas 0.91 for the inhomogeneousmodel and 0.89 for the homoge-
neous model. Finally, exposing fertile young adult women to ionizing
radiation from QCT for non-diagnostic purposes would have been ethi-
cally unacceptable.

5. Conclusion

The present FE study is the first study that employed a large number
of individual 3D proximal femur FE models obtained from young adult
female athletes representing distinct exercise loading patterns. The re-
sults showed that the athletes with a history of impact exercises from
endurance running induced repetitive impacts, soccer and squash in-
duced odd direction impact, to extreme vertical jumping sports showed
clinically relevant lower stresses at the fracture prone regions of the
femoral neck in a sideways falling simulation. In addition to impacts,
highmagnitude strength trainingmay also be beneficial formaintaining
the robustness of the femoral neck. This requires further study, howev-
er. The results of this study also give new insights into the prevention of
hip fragility with targeted exercises.
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depending on the period of life. During adolescence, exercise can increase
bone strength, and continued exercise may help maintain exercise-
induced bone strength in adulthood. Moreover, exercise may attenuate
a decrease in bone strength due to age-related bone loss [60].

Themajor strength of the present study is the large total sample size
of 111 individual FE models that represent a variety of distinct exercise
loading histories. This makes the present study one of the largest prox-
imal femur FE modeling studies. Further, the large total sample size
made it possible to divide the athletes into smaller subgroups, which
enabled us to investigate the association of the distinct exercise loading
patternwith femoral neck strength in a sideways falling situation. How-
ever, the marginal differences in the H-M group, despite group-differ-
ences of a similar magnitude, indicate limited statistical power in
some subgroup analyses.

In addition to somewhat limited statistical power, there are other
limitations as well. The main limitation was the use of the MR images
for the construction of the proximal femur geometrywhichwas not val-
idated against actualmechanical testing.While QCTwould have provid-
ed high-resolution image data on femoral neck geometry and bone
apparent density, MR imaging has been found to be adequately valid
for the assessment of cortical geometry [25,62]. The pixel size in the pre-
vious QCT-based proximal femur studies [13,19,20] has been around
0.5 mm in contrast to the 0.9 mm pixel size in the present study. Obvi-
ously, a higher in-plane resolution would have provided a more accu-
rate segmentation of the cortical bone. Therefore, to comply with valid
QCT-based proximal femur FE modeling studies, we adopted similar
BCs and loading conditions [22,28]. In the present study, however, tra-
becular bone was modeled as a non-porous homogeneous structure in
contrast to its actual non-uniform structure [63], which could cause
b10% error in themaximum stress reported in the literature [19]. How-
ever, according to Koivumäki et al., inclusion of the trabecular bone in
the sideways falling FEmodelsmay not play a crucial role, and the prox-
imal femoral strength can be evaluated with reasonable accuracy using
a cortical bone FE model only [64]. Further, Holzer et al. [65] reported
that the complete removal of the trabecular bone led to a relatively
small reduction in bone strength while the cortical bone is primarily re-
sponsible for load bearing and transmitting forces. Indeed, the present
study mainly focused on evaluating the influence of cortical geometry
on the stress distribution in the simulated sideways fall while modeling
the trabecular bone as non-porous homogeneousmaterial in every indi-
vidual model. While the use of QCT-based FE models would have also
allowed the estimation of inhomogeneous elastic properties using the
voxel-based Hounsfield unit data (density) [11–13,18–22], the assump-
tion of homogeneousmaterial properties is acceptable. Taddei et al. [19]
compared the homogeneous proximal femur bone model with the in-
homogeneous model and found only a marginal improvement in accu-
racy of prediction; R2 between FE predicted stress and experimental
stresswas 0.91 for the inhomogeneousmodel and 0.89 for the homoge-
neous model. Finally, exposing fertile young adult women to ionizing
radiation from QCT for non-diagnostic purposes would have been ethi-
cally unacceptable.

5. Conclusion

The present FE study is the first study that employed a large number
of individual 3D proximal femur FE models obtained from young adult
female athletes representing distinct exercise loading patterns. The re-
sults showed that the athletes with a history of impact exercises from
endurance running induced repetitive impacts, soccer and squash in-
duced odd direction impact, to extreme vertical jumping sports showed
clinically relevant lower stresses at the fracture prone regions of the
femoral neck in a sideways falling simulation. In addition to impacts,
highmagnitude strength trainingmay also be beneficial formaintaining
the robustness of the femoral neck. This requires further study, howev-
er. The results of this study also give new insights into the prevention of
hip fragility with targeted exercises.
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a b s t r a c t

Sideways falls impose high stress on the thin superolateral cortical bone of the femoral neck, the region
regarded as a fracture-prone region of the hip. Exercise training is a natural mode of mechanical loading
to make bone more robust. Exercise-induced adaptation of cortical bone along the femoral neck has been
previously demonstrated. However, it is unknown whether this adaption modulates hip fracture behav-
ior. The purpose of this study was to investigate the influence of specific exercise loading history on fall-
induced hip fracture behavior by estimating fracture load and location with proximal femur finite ele-
ment (FE) models created from magnetic resonance images (MRI) of 111 women with distinct exercise
histories: 91 athletes (aged 24.7 ± 6.1 years, >8 years competitive career) and 20 women as controls (aged
23.7 ± 3.8 years). The athletes were divided into five groups based on typical loading patterns of their
sports: high-impact (H-I: 9 triple-jumpers and 10 high jumpers), odd-impact (O-I: 9 soccer and 10 squash
players), high-magnitude (H-M: 17 power-lifters), repetitive-impact (R-I: 18 endurance runners), and
repetitive non-impact (R-NI: 18 swimmers). Compared to the controls, the H-I, O-I, and R-I groups had
significantly higher (11–26%, p < 0.05) fracture loads. Also, the fracture location in the H-I and O-I groups
was significantly more proximal (7–10%) compared to the controls. These results suggest that an exercise
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1. Introduction

Cortical bone at the inferomedial side of the human femoral
neck is thicker than at the superolateral side because of asymmet-
ric loading in bipedal locomotion, which imposes higher compres-
sive and smaller tensile stress at the inferomedial and
superolateral cortices, respectively (Lotz et al., 1995; Mayhew
et al., 2005). With aging, the amount of vigorous physical activity
(PA) decreases, and PA mainly consists of less intensive walking
(Husu et al., 2016). Decreased skeletal loading may accentuate
thinning of the femoral neck cortex, and it has been observed that

the cortical thickness at the posterior side of the superolateral
region decreases fivefold from the age of 25 years to the age of
85 years (Poole et al., 2010). This site-specific cortical thinning is
likely to contribute to hip fragility (Mayhew et al., 2005).

More than 90% of the hip fractures are caused by falls (Grisso
et al., 1991; Parkkari et al., 1999; Yang et al., 2016). The superolat-
eral cortex of the femoral neck is considered particularly vulnera-
ble during a sideways fall, which imposes high impact force on the
greater trochanter and unusually high compressive stress at the
superolateral region (de Bakker et al., 2009; Verhulp et al., 2008).
Peak magnitude of this fall-induced stress can be four times greater
than during normal gait (Lotz et al., 1995). Consistent evidence
indicates that hip fractures mostly initiate in this region
(Carpenter et al., 2005; de Bakker et al., 2009).

General PA and specific exercise training are natural modes of
mechanical loading of bones. Since bone structure adapts to habit-
ual mechanical loading (Frost, 2003; Ruff et al., 2006), effective
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a b s t r a c t

Sideways falls impose high stress on the thin superolateral cortical bone of the femoral neck, the region
regarded as a fracture-prone region of the hip. Exercise training is a natural mode of mechanical loading
to make bone more robust. Exercise-induced adaptation of cortical bone along the femoral neck has been
previously demonstrated. However, it is unknown whether this adaption modulates hip fracture behav-
ior. The purpose of this study was to investigate the influence of specific exercise loading history on fall-
induced hip fracture behavior by estimating fracture load and location with proximal femur finite ele-
ment (FE) models created from magnetic resonance images (MRI) of 111 women with distinct exercise
histories: 91 athletes (aged 24.7 ± 6.1 years, >8 years competitive career) and 20 women as controls (aged
23.7 ± 3.8 years). The athletes were divided into five groups based on typical loading patterns of their
sports: high-impact (H-I: 9 triple-jumpers and 10 high jumpers), odd-impact (O-I: 9 soccer and 10 squash
players), high-magnitude (H-M: 17 power-lifters), repetitive-impact (R-I: 18 endurance runners), and
repetitive non-impact (R-NI: 18 swimmers). Compared to the controls, the H-I, O-I, and R-I groups had
significantly higher (11–26%, p < 0.05) fracture loads. Also, the fracture location in the H-I and O-I groups
was significantly more proximal (7–10%) compared to the controls. These results suggest that an exercise
loading history of high impacts, impacts from unusual directions, or repetitive impacts increases the frac-
ture load and may lower the risk of fall-induced hip fracture.
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(PA) decreases, and PA mainly consists of less intensive walking
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eral cortex of the femoral neck is considered particularly vulnera-
ble during a sideways fall, which imposes high impact force on the
greater trochanter and unusually high compressive stress at the
superolateral region (de Bakker et al., 2009; Verhulp et al., 2008).
Peak magnitude of this fall-induced stress can be four times greater
than during normal gait (Lotz et al., 1995). Consistent evidence
indicates that hip fractures mostly initiate in this region
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General PA and specific exercise training are natural modes of
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loading modes can make bone stronger. Previously, we showed
that the femoral neck cortical bone in female athletes with a his-
tory of high impact loading and/or impact loading from unusual
directions was thicker also in the superolateral region (Nikander
et al., 2009). Moreover, finite element (FE) models created from
the same proximal femur data (Abe et al., 2016) indicated that
the history of not only aforementioned impact exercises but also
repetitive impacts generated by endurance running were associ-
ated with lower fall-induced stress at the superolateral cortex.
However, whether this apparent structural adaptation translates
into a reduced hip fracture risk is not yet known, as stress alone
is not sufficient to infer the risk. Evaluating fracture loads, as sug-
gested by numerous studies, is essential for evaluating fracture risk
(Bessho et al., 2009; Dragomir-Daescu et al., 2011; Keyak et al.,
1998; Koivumäki et al., 2012; Schileo et al., 2014). Therefore, the
objective of the present study was to elaborate whether specific
long-term exercise loading history can modulate fracture load
and location that may eventually lower hip fracture risk.

2. Materials and methods

2.1. Participants

Proximal femur magnetic resonance images (MRI) of 91 adult
female athletes (aged 24.7 ± 6.1 years), competing actively at
national or international level, and 20 habitually active female con-
trol participants (aged 23.7 ± 3.8 years) were obtained from our
previous study (Nikander et al., 2009). According to our standard
exercise classification scheme (Nikander et al., 2006, 2005), the
athletes were divided into five different groups based on the typi-
cal loading patterns of their sports: high-impact (H-I) (9 triple- and
10 high-jumpers); odd-impact (O-I) (9 soccer and 10 squash play-
ers); high-magnitude (H-M) (17 power-lifters); repetitive-impact
(R-I) (18 endurance runners); and the repetitive, non-impact group
(R-NI) (18 swimmers). The control participants did recreational
exercise 2–3 times a week, but had never taken part in any sports
at the competitive level. The study protocol was approved by the
Ethics Committee of the Pirkanmaa Hospital District, and written
informed consent was obtained from each participant.

Body height and weight (BW) of the participants were mea-
sured in light indoor clothing without shoes with standard meth-
ods. Questionnaires were completed by all participants in order
to obtain their training history including weekly sport-specific
training hours and the number of training sessions during at least
the five preceding years (Nikander et al., 2009).

2.2. MRI scanning procedure

Participants’ hip regions were scanned using a 1.5-T MRI system
(Avanto Syngo MR B15, Siemens, Erlangen, Germany). The imaging
sequence was a standardized axial T1-weighted gradient echo vol-
umetric interpolated breath-hold (VIBE)-examination with the fol-
lowing parameters: FOV 35 � 26 cm, TR 15.3 ms, TE 3.32 ms, slice
thickness 1 mm without gaps, echo train length = 1, flip angle = 1
0�, matrix 384 � 288, the in-plane resolution (pixel size) 0.9 mm
� 0.9 mm. Sagittal, axial, and coronal images of the hip region of
the dominant side were scanned with two half-Fourier acquisition
single-shot turbo spin-echo localization series. The scanned body
volume covered the proximal femur from the top of the femoral
head to the subtrochanteric level of the femoral diaphysis. The
reconstructed imaging plane was adjusted so that the cross-
sectional plane of the femoral neck was perpendicular to the
femoral neck axis (Nikander et al., 2009).

2.3. FE model construction

The proximal femur FE models from the MRI data of all 111 par-
ticipants were created previously (Abe et al., 2016). In short, the
MRI data were first manually segmented by delineating the perios-
teal and endocortical boundaries of cortical bone along the proxi-
mal femur with in vivo precision of about 1% (Sievänen et al.,
2007b). Then, the obtained femur geometries were converted into
a volume mesh and its surface was smoothed using a method by
Taubin (1995) prior to the generation of 3D solid bodies in Solid-
Works (SolidWorks Corp., Waltham, MA, USA). The resulting prox-
imal femur geometry consisted of individually segmented cortical
and trabecular bone volumes, the latter denoting the volume
within the endocortical bone boundary. Trabecular bone is a non-
homogeneous porous structure, but in this study, it was modeled
as a non-porous homogeneous material. This was because perti-
nent information could not be obtained from the present MRI data.
Therefore, the present study exclusively assessed the influence of
the cortical geometry on the hip fracture behavior, whereas the
potential influence of inhomogeneous trabecular bone distribution
was not addressed. The individual 3D solid body geometries of the
proximal femur were then imported into ANSYS (ANSYS Inc., Hous-
ton, PA, USA) for the FE meshing and analysis.

To simulate a sideways fall, the femoral shaft was tilted at 10�
with respect to the ground and the femoral neck was internally
rotated by 15� (Fig. 1) (Courtney et al., 1994). Similar boundary
conditions (BC) used in previous studies (Helgason et al., 2014;
Schileo et al., 2014) were adopted in the present models (Fig. 1).
The loading force and restraining BCs were applied through the
femoral head- and trochanter-protecting PMMA caps, and an alu-

Fig. 1. Loading/falling angles (A & B) and boundary conditions of the FE model (C).
The femoral shaft was tilted at 10� with respect to the ground (A) and the femoral
neck was internally rotated by 15� (B). Force was applied to the whole upper face of
the head-protecting PMMA cap, at a described angle, while the trochanter PMMA
cap was restrained in the direction of the force (Schileo et al., 2014). A 200 mm long
aluminum pot was placed at 15–20 mm below the most projected part of the lesser
trochanter of each proximal femur. A hinge-type restraining BC was applied to the
distal side of the aluminum pot. This allowed nodes at the hinge-axis to freely
rotate in the quasi-frontal plane, while all other degrees of freedom were
constrained (C). This figure was adopted from Abe et al. (2016).
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minum distal pot. The force was applied to the femoral head
through the cap at a defined angle. The trochanter PMMA cap
was restrained in the direction of the force while a hinge-type
restraining BC was applied to the distal side of the aluminum
pot. A 10-noded tetrahedral finite element was used to mesh all
components. For the entire proximal femur, the PMMA caps, and
the boundary between the distal end of the modeled proximal
femur bone and the distal pot, 1 mm element size was used while
4 mm element size was set for the rest of the distal pot. On aver-
age, each bone model comprised approximately 1,600,000 ele-
ments and 2,300,000 nodes. The bone tissue was modeled as a
homogeneous isotropic, linear elastic material; cortical and trabec-
ular bones were modeled separately. Young’s moduli (E) of 17 GPa
(Duda et al., 1998; Lengsfeld et al., 1996; Polgár et al., 2003), 1500
MPa (Duda et al., 1998; Polgár et al., 2003), 70 GPa (Schileo et al.,
2014), and 2 GPa (Schileo et al., 2014) were applied to the cortical
bone, trabecular bone, the aluminum distal pot, and the protecting
PMMA caps, respectively. Poisson’s ratio was assumed as 0.33 for
all materials (Duda et al., 1998; Lengsfeld et al., 1996; Polgár
et al., 2003).

2.4. Fracture load

For estimating the fracture load of each proximal femur, a sim-
ple maximum principal strain criterion (Schileo et al., 2014, 2008b)
was adopted. First, surface nodal strains of the whole proximal
femur and their nodal coordinates were obtained from the FE mod-
els. Each nodal strain was averaged with its neighboring nodal
strains within a circle of 3 mm radius to remove local effects and
to ensure the hypothesis of continuum media (Schileo et al.,
2014; Verhulp et al., 2008). Then, principal strains were calculated
for each node from the average nodal strain tensor. The fracture
load was defined as the load when either one nodal maximum
principal strain was greater than tensile yield limit (0.73%) or the
absolute value of the minimum principal strain was greater than
compressive yield limit (1.04%) (Bayraktar et al., 2004). Using the
linearity of the model, the magnitude of load was increased until
one nodal principal strain value exceeded the elastic limit. In addi-
tion, the fracture mode (by tension or compression) was also deter-
mined for each femur. Due to the use of linear FE models, the
predicted fracture load in this study denotes the load at the onset
of fracture similar to the previous studies (Nishiyama et al., 2013;
Schileo et al., 2014; Verhulp et al., 2008).

2.5. Fracture location

Surface nodal coordinates obtained from the fracture load esti-
mation were utilized to determine the fracture location. The frac-
ture location was determined in two ways: (1) as a polar angle
(in �) and (2) as a relative axial location (in %) (Fig. 2). The polar
angle was defined as how far the fracture node was, in clockwise
direction, from the most superior point (0�) of the femoral neck
cross-section (Fig. 2B). Furthermore, this polar angular location
was presented as octant-wise categories within 45� octant regions
each representing the following anatomic segments of the given
femoral neck cross-section: superior (S), superoposterior (SP), pos-
terior (P), inferoposterior (IP), inferior (I), inferoanterior (IA), ante-
rior (A), and superoanterior (SA) octants (Fig. 2C).

The relative axial locationwas defined as the relative location (in
%) from the most proximal cross-section of the femoral neck along
its axis to the distal cross-section where femoral neck meets the
greater trochanter (Fig. 2D). The relative axial location was also cat-
egorized into either (1) cervical fracture if the fracture location was
between the proximal (0%) and the distal (100%) cross-sections
otherwise it was categorized as (2) trochanteric fracture (>100%).
Furthermore, the cervical fracture was divided into three equally

long macro-regions: subcapital (between 0% and 33.3%), transcer-
vical (between 33.4% and 66.6%) and basicervical (between 66.7%
and 100%) regions similarly to the previous study (Schileo et al.,
2014) (Fig. 2D). MATLAB (MathWorks, Inc., Natick, MA, USA) was
used to estimate the fracture load and location.

2.6. Statistical analysis

Statistical analyses were performed with SPSS 24.0 (IBM Corp.,
Armonk, NY, USA). Mean and SD of fracture load and locations
were given as descriptive statistics. Differences in fracture load
between each exercise group and the control group was estimated
by analysis of variance (ANOVA) and analysis of covariance
(ANCOVA) using body weight as a covariate. Logarithmic transfor-
mations of the fracture load was performed prior to both ANOVA
and ANCOVA to control for the skewness of the data. Percentage
differences of the fracture load between each exercise loading
group and control group were calculated by taking anti-log of
unadjusted and BW-adjusted mean fracture loads. Since fracture
locations (the polar angular and relative axial locations) were not
normally distributed, between-group differences were estimated
by non-parametric Mann-Whitney U test. Exercise groups were
not compared to each other. A p value of less than 0.05 was consid-
ered statistically significant.

3. Results

3.1. Descriptive data of participants

Age, body height, BW, sport-specific training hours/week, train-
ing sessions/week, and duration of competitive career of loading
groups are shown in Table 1. Compared with control participants,
athletes had more training hours and training sessions per week,
besides their long history of competing career. Also, majority of
athletes in the present study started their sport-specific training
in adolescence or early adulthood (Table 1).

3.2. Fracture load

Table 2 shows unadjusted mean (SD) of the fracture load, and
unadjusted and BW-adjusted mean percentage differences (95%
CI) in the fracture loads between each exercise group and the con-
trol group. Fracture loads ranged from 2.1 kN to 4.4 kN. Fracture
loads in the H-I, O-I, and R-I groups were significantly (p < 0.05)
higher compared to the control group. Unadjusted mean differ-
ences of H-I, O-I, and R-I compared with the control group were
15%, 12%, and 14% respectively. Similarly, BW-adjusted mean dif-
ferences of H-I, O-I, and R-I were 14%, 11%, and 26% respectively.
Compression was the failure mode in all 111 cases.

3.3. Fracture location

Table 3 shows means (SD), and ranges of the polar angular and
the relative axial fracture locations. Table 4 shows their anatomical
regional locations. Fracture locations were also mapped in each
group (Fig. 3). In general, the mean polar angular location among
the loading groups ranged from 30 to 41� (Table 3). This angular
span was in the superoposterior octant where the majority of sim-
ulated fractures (75 out of 111, 68%) were located (Table 4). There
was no significant difference in the polar angular location observed
between any of exercise and the control group. The mean relative
axial location ranged from 87 to 98% (Table 3) corresponding to
basicervical region (Table 4). Majority of simulated fractures (90
out of 111, 81%) were located in this region (Table 4). The relative
axial locations in the H-I and O-I were significantly (p < 0.05)
different (7% and 10% more proximal respectively) compared to
the control group.
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that the femoral neck cortical bone in female athletes with a his-
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directions was thicker also in the superolateral region (Nikander
et al., 2009). Moreover, finite element (FE) models created from
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is not sufficient to infer the risk. Evaluating fracture loads, as sug-
gested by numerous studies, is essential for evaluating fracture risk
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and location that may eventually lower hip fracture risk.
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trol participants (aged 23.7 ± 3.8 years) were obtained from our
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at the competitive level. The study protocol was approved by the
Ethics Committee of the Pirkanmaa Hospital District, and written
informed consent was obtained from each participant.

Body height and weight (BW) of the participants were mea-
sured in light indoor clothing without shoes with standard meth-
ods. Questionnaires were completed by all participants in order
to obtain their training history including weekly sport-specific
training hours and the number of training sessions during at least
the five preceding years (Nikander et al., 2009).

2.2. MRI scanning procedure

Participants’ hip regions were scanned using a 1.5-T MRI system
(Avanto Syngo MR B15, Siemens, Erlangen, Germany). The imaging
sequence was a standardized axial T1-weighted gradient echo vol-
umetric interpolated breath-hold (VIBE)-examination with the fol-
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thickness 1 mm without gaps, echo train length = 1, flip angle = 1
0�, matrix 384 � 288, the in-plane resolution (pixel size) 0.9 mm
� 0.9 mm. Sagittal, axial, and coronal images of the hip region of
the dominant side were scanned with two half-Fourier acquisition
single-shot turbo spin-echo localization series. The scanned body
volume covered the proximal femur from the top of the femoral
head to the subtrochanteric level of the femoral diaphysis. The
reconstructed imaging plane was adjusted so that the cross-
sectional plane of the femoral neck was perpendicular to the
femoral neck axis (Nikander et al., 2009).

2.3. FE model construction

The proximal femur FE models from the MRI data of all 111 par-
ticipants were created previously (Abe et al., 2016). In short, the
MRI data were first manually segmented by delineating the perios-
teal and endocortical boundaries of cortical bone along the proxi-
mal femur with in vivo precision of about 1% (Sievänen et al.,
2007b). Then, the obtained femur geometries were converted into
a volume mesh and its surface was smoothed using a method by
Taubin (1995) prior to the generation of 3D solid bodies in Solid-
Works (SolidWorks Corp., Waltham, MA, USA). The resulting prox-
imal femur geometry consisted of individually segmented cortical
and trabecular bone volumes, the latter denoting the volume
within the endocortical bone boundary. Trabecular bone is a non-
homogeneous porous structure, but in this study, it was modeled
as a non-porous homogeneous material. This was because perti-
nent information could not be obtained from the present MRI data.
Therefore, the present study exclusively assessed the influence of
the cortical geometry on the hip fracture behavior, whereas the
potential influence of inhomogeneous trabecular bone distribution
was not addressed. The individual 3D solid body geometries of the
proximal femur were then imported into ANSYS (ANSYS Inc., Hous-
ton, PA, USA) for the FE meshing and analysis.

To simulate a sideways fall, the femoral shaft was tilted at 10�
with respect to the ground and the femoral neck was internally
rotated by 15� (Fig. 1) (Courtney et al., 1994). Similar boundary
conditions (BC) used in previous studies (Helgason et al., 2014;
Schileo et al., 2014) were adopted in the present models (Fig. 1).
The loading force and restraining BCs were applied through the
femoral head- and trochanter-protecting PMMA caps, and an alu-

Fig. 1. Loading/falling angles (A & B) and boundary conditions of the FE model (C).
The femoral shaft was tilted at 10� with respect to the ground (A) and the femoral
neck was internally rotated by 15� (B). Force was applied to the whole upper face of
the head-protecting PMMA cap, at a described angle, while the trochanter PMMA
cap was restrained in the direction of the force (Schileo et al., 2014). A 200 mm long
aluminum pot was placed at 15–20 mm below the most projected part of the lesser
trochanter of each proximal femur. A hinge-type restraining BC was applied to the
distal side of the aluminum pot. This allowed nodes at the hinge-axis to freely
rotate in the quasi-frontal plane, while all other degrees of freedom were
constrained (C). This figure was adopted from Abe et al. (2016).
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minum distal pot. The force was applied to the femoral head
through the cap at a defined angle. The trochanter PMMA cap
was restrained in the direction of the force while a hinge-type
restraining BC was applied to the distal side of the aluminum
pot. A 10-noded tetrahedral finite element was used to mesh all
components. For the entire proximal femur, the PMMA caps, and
the boundary between the distal end of the modeled proximal
femur bone and the distal pot, 1 mm element size was used while
4 mm element size was set for the rest of the distal pot. On aver-
age, each bone model comprised approximately 1,600,000 ele-
ments and 2,300,000 nodes. The bone tissue was modeled as a
homogeneous isotropic, linear elastic material; cortical and trabec-
ular bones were modeled separately. Young’s moduli (E) of 17 GPa
(Duda et al., 1998; Lengsfeld et al., 1996; Polgár et al., 2003), 1500
MPa (Duda et al., 1998; Polgár et al., 2003), 70 GPa (Schileo et al.,
2014), and 2 GPa (Schileo et al., 2014) were applied to the cortical
bone, trabecular bone, the aluminum distal pot, and the protecting
PMMA caps, respectively. Poisson’s ratio was assumed as 0.33 for
all materials (Duda et al., 1998; Lengsfeld et al., 1996; Polgár
et al., 2003).

2.4. Fracture load

For estimating the fracture load of each proximal femur, a sim-
ple maximum principal strain criterion (Schileo et al., 2014, 2008b)
was adopted. First, surface nodal strains of the whole proximal
femur and their nodal coordinates were obtained from the FE mod-
els. Each nodal strain was averaged with its neighboring nodal
strains within a circle of 3 mm radius to remove local effects and
to ensure the hypothesis of continuum media (Schileo et al.,
2014; Verhulp et al., 2008). Then, principal strains were calculated
for each node from the average nodal strain tensor. The fracture
load was defined as the load when either one nodal maximum
principal strain was greater than tensile yield limit (0.73%) or the
absolute value of the minimum principal strain was greater than
compressive yield limit (1.04%) (Bayraktar et al., 2004). Using the
linearity of the model, the magnitude of load was increased until
one nodal principal strain value exceeded the elastic limit. In addi-
tion, the fracture mode (by tension or compression) was also deter-
mined for each femur. Due to the use of linear FE models, the
predicted fracture load in this study denotes the load at the onset
of fracture similar to the previous studies (Nishiyama et al., 2013;
Schileo et al., 2014; Verhulp et al., 2008).

2.5. Fracture location

Surface nodal coordinates obtained from the fracture load esti-
mation were utilized to determine the fracture location. The frac-
ture location was determined in two ways: (1) as a polar angle
(in �) and (2) as a relative axial location (in %) (Fig. 2). The polar
angle was defined as how far the fracture node was, in clockwise
direction, from the most superior point (0�) of the femoral neck
cross-section (Fig. 2B). Furthermore, this polar angular location
was presented as octant-wise categories within 45� octant regions
each representing the following anatomic segments of the given
femoral neck cross-section: superior (S), superoposterior (SP), pos-
terior (P), inferoposterior (IP), inferior (I), inferoanterior (IA), ante-
rior (A), and superoanterior (SA) octants (Fig. 2C).

The relative axial locationwas defined as the relative location (in
%) from the most proximal cross-section of the femoral neck along
its axis to the distal cross-section where femoral neck meets the
greater trochanter (Fig. 2D). The relative axial location was also cat-
egorized into either (1) cervical fracture if the fracture location was
between the proximal (0%) and the distal (100%) cross-sections
otherwise it was categorized as (2) trochanteric fracture (>100%).
Furthermore, the cervical fracture was divided into three equally

long macro-regions: subcapital (between 0% and 33.3%), transcer-
vical (between 33.4% and 66.6%) and basicervical (between 66.7%
and 100%) regions similarly to the previous study (Schileo et al.,
2014) (Fig. 2D). MATLAB (MathWorks, Inc., Natick, MA, USA) was
used to estimate the fracture load and location.

2.6. Statistical analysis

Statistical analyses were performed with SPSS 24.0 (IBM Corp.,
Armonk, NY, USA). Mean and SD of fracture load and locations
were given as descriptive statistics. Differences in fracture load
between each exercise group and the control group was estimated
by analysis of variance (ANOVA) and analysis of covariance
(ANCOVA) using body weight as a covariate. Logarithmic transfor-
mations of the fracture load was performed prior to both ANOVA
and ANCOVA to control for the skewness of the data. Percentage
differences of the fracture load between each exercise loading
group and control group were calculated by taking anti-log of
unadjusted and BW-adjusted mean fracture loads. Since fracture
locations (the polar angular and relative axial locations) were not
normally distributed, between-group differences were estimated
by non-parametric Mann-Whitney U test. Exercise groups were
not compared to each other. A p value of less than 0.05 was consid-
ered statistically significant.

3. Results

3.1. Descriptive data of participants

Age, body height, BW, sport-specific training hours/week, train-
ing sessions/week, and duration of competitive career of loading
groups are shown in Table 1. Compared with control participants,
athletes had more training hours and training sessions per week,
besides their long history of competing career. Also, majority of
athletes in the present study started their sport-specific training
in adolescence or early adulthood (Table 1).

3.2. Fracture load

Table 2 shows unadjusted mean (SD) of the fracture load, and
unadjusted and BW-adjusted mean percentage differences (95%
CI) in the fracture loads between each exercise group and the con-
trol group. Fracture loads ranged from 2.1 kN to 4.4 kN. Fracture
loads in the H-I, O-I, and R-I groups were significantly (p < 0.05)
higher compared to the control group. Unadjusted mean differ-
ences of H-I, O-I, and R-I compared with the control group were
15%, 12%, and 14% respectively. Similarly, BW-adjusted mean dif-
ferences of H-I, O-I, and R-I were 14%, 11%, and 26% respectively.
Compression was the failure mode in all 111 cases.

3.3. Fracture location

Table 3 shows means (SD), and ranges of the polar angular and
the relative axial fracture locations. Table 4 shows their anatomical
regional locations. Fracture locations were also mapped in each
group (Fig. 3). In general, the mean polar angular location among
the loading groups ranged from 30 to 41� (Table 3). This angular
span was in the superoposterior octant where the majority of sim-
ulated fractures (75 out of 111, 68%) were located (Table 4). There
was no significant difference in the polar angular location observed
between any of exercise and the control group. The mean relative
axial location ranged from 87 to 98% (Table 3) corresponding to
basicervical region (Table 4). Majority of simulated fractures (90
out of 111, 81%) were located in this region (Table 4). The relative
axial locations in the H-I and O-I were significantly (p < 0.05)
different (7% and 10% more proximal respectively) compared to
the control group.
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4. Discussion

Fracture loads and locations at the proximal femur were esti-
mated in this study using proximal femur FE models of 111 young
adult women to evaluate whether the specific long-term exercise

history modulated the fall-induced fracture behavior. In general,
the magnitudes of observed fracture loads (2.1–4.4 kN) were
within the range reported by Schileo et al. (2014). The present
results also showed that the fracture initiated mostly at the super-
olateral region of the femoral neck, especially at the superoposte-

Fig. 2. Fracture location in the polar angle and in the relative axial location, and their categorizations. (A) An example of the fracture node (*) which principal strain value
exceeds the elastic yield limit. (B) This describes the fracture location in the polar angle on the cross-section of the femoral neck. (C) This shows the division of the femoral
neck cross-section into equal 45� octant regions. The example (40� in B) corresponds to SP octant in C. (D) This shows the relative axial fracture location and their
categorization. The relative axial location was defined as the relative location (in %) to the femoral neck region defined by the proximal and distal planes perpendicular to the
femoral neck axis. The proximal plane was defined as the plane at which the rate of change in cross-sectional area at junction from femoral head to femoral neck was the
greatest while the distal plane was defined at which superior side of the femoral neck merges with the greater trochanter above the trochanteric fossa shown as a dashed-line
ellipse in (D).

Table 1
Descriptive group characteristics (mean (SD)).

Group N Age (years) Height (cm) Weight (kg) Sport-specific training hours/week Training sessions/week Competing career (years)

H-I 19 22.3 (4.1) 174 (6) 60.2 (5.4) 11.5 (2.3) 6.7 (1.4) 10.1 (3.4)
O-I 19 25.3 (6.7) 165 (8) 60.8 (8.3) 9.3 (2.7) 5.7 (1.4) 9.6 (4.8)
H-M 17 27.5 (6.3) 158 (3) 63.3 (13.2) 9.1 (2.7) 5.8 (2.0) 8.0 (4.7)
R-I 18 28.9 (5.6) 168 (5) 53.7 (3.4) 10.9 (3.4) 8.7 (2.1) 12.4 (6.7)
R-NI 18 19.7 (2.4) 173 (5) 65.1 (5.6) 19.9 (4.5) 11.4 (2.0) 9.1 (2.6)
Control 20 23.7 (3.8) 164 (5) 60.0 (7.4) 2.8 (0.9) 2.8 (1.0) �

Table 2
Mean (SD) estimated fracture load, and unadjusted and BW-adjusted mean percentage differences (95% CI) in the fracture load between the exercise loading group and the control
group.

Group Mean (SD) in N Unadjusted Weight-adjusted

% diff p % diff p

H-I 3228 (408) 14.6 (6.2 to 23.6) 0.014 14.3 (6.7 to 22.5) 0.008
O-I 3164 (447) 12.0 (3.5 to 21.3) 0.045 11.4 (3.2 to 20.3) 0.049
H-M 2960 (584) 3.9 (�5.6 to 14.4) 0.553 0.2 (�7.5 to 8.8) 0.948
R-I 3231 (538) 14.0 (4.4 to 24.4) 0.034 26.2 (16.2 to 36.9) <0.001
R-NI 3068 (500) 8.3 (�0.5 to 18.0) 0.177 2.1 (�6.0 to 10.6) 0.741
Control 2849 (551) – – – –

Statistically significant p values (p < 0.05) based on ANOVA and ANCOVA are shown in bold.
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Table 3
Mean (SD) and ranges of the fracture location in the polar angle and the relative axial location, and p-values for the difference between the exercise loading group and the control
group.

Polar angle (�) Relative axial location (%)

Group Mean (SD) Range p Mean (SD) Range p

H-I 30.1 (14.0) 13.3–59.5� 0.214 90.1 (16.9) 65.6–130.0% 0.038
O-I 30.7 (15.3) 10.9–74.8� 0.224 86.8 (9.9) 50–96.2% <0.001
H-M 41.0 (24.0) 14.8–86.4� 0.821 97.0 (5.5) 85.7–104.5% 0.798
R-I 36.5 (19.8) 7.0–81.4� 0.828 98.0 (10.8) 77.8–119.0% 0.919
R-NI 35.4 (13.0) 17.7–68.5� 0.965 92.7 (14.2) 69.2–116.7% 0.317
Control 35.6 (13.7) 15.6–72.3� – 97.0 (8.3) 84.0–122.7% –

Statistically significant p values (p < 0.05) based on Mann-Whitney U tests are shown in bold.

Table 4
Anatomical regional fracture location in different groups.

Polar angular location Relative axial location

Group N Superior Superoposterior Posterior Cervical Trochanteric

Subcapital Transcervical Basicervical

H-I 19 6 13 0 0 1 15 3
O-I 19 6 12 1 0 1 18 0
H-M 17 4 9 4 0 0 14 3
R-I 18 4 12 2 0 0 13 5
R-NI 18 4 13 1 0 0 13 5
Control 20 3 16 1 0 0 17 3

Fig. 3. Fracture location map. (A) This describes corresponding regions in the octants and in the axial location either cervical (subcapital, transcervical, and basicervical) and
trochanteric region. (B) All 111 proximal femurs’ fracture locations were mapped with *s. Different colors indicate proportion of the number of fracture in a region to the total
number of fractures. C, D, E, F, G, and H are mapped fracture locations in H-I, O-I, H-M, R-I, R-NI, and control groups, respectively.
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mated in this study using proximal femur FE models of 111 young
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the magnitudes of observed fracture loads (2.1–4.4 kN) were
within the range reported by Schileo et al. (2014). The present
results also showed that the fracture initiated mostly at the super-
olateral region of the femoral neck, especially at the superoposte-
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exceeds the elastic yield limit. (B) This describes the fracture location in the polar angle on the cross-section of the femoral neck. (C) This shows the division of the femoral
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categorization. The relative axial location was defined as the relative location (in %) to the femoral neck region defined by the proximal and distal planes perpendicular to the
femoral neck axis. The proximal plane was defined as the plane at which the rate of change in cross-sectional area at junction from femoral head to femoral neck was the
greatest while the distal plane was defined at which superior side of the femoral neck merges with the greater trochanter above the trochanteric fossa shown as a dashed-line
ellipse in (D).

Table 1
Descriptive group characteristics (mean (SD)).

Group N Age (years) Height (cm) Weight (kg) Sport-specific training hours/week Training sessions/week Competing career (years)

H-I 19 22.3 (4.1) 174 (6) 60.2 (5.4) 11.5 (2.3) 6.7 (1.4) 10.1 (3.4)
O-I 19 25.3 (6.7) 165 (8) 60.8 (8.3) 9.3 (2.7) 5.7 (1.4) 9.6 (4.8)
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R-I 18 28.9 (5.6) 168 (5) 53.7 (3.4) 10.9 (3.4) 8.7 (2.1) 12.4 (6.7)
R-NI 18 19.7 (2.4) 173 (5) 65.1 (5.6) 19.9 (4.5) 11.4 (2.0) 9.1 (2.6)
Control 20 23.7 (3.8) 164 (5) 60.0 (7.4) 2.8 (0.9) 2.8 (1.0) �

Table 2
Mean (SD) estimated fracture load, and unadjusted and BW-adjusted mean percentage differences (95% CI) in the fracture load between the exercise loading group and the control
group.

Group Mean (SD) in N Unadjusted Weight-adjusted

% diff p % diff p

H-I 3228 (408) 14.6 (6.2 to 23.6) 0.014 14.3 (6.7 to 22.5) 0.008
O-I 3164 (447) 12.0 (3.5 to 21.3) 0.045 11.4 (3.2 to 20.3) 0.049
H-M 2960 (584) 3.9 (�5.6 to 14.4) 0.553 0.2 (�7.5 to 8.8) 0.948
R-I 3231 (538) 14.0 (4.4 to 24.4) 0.034 26.2 (16.2 to 36.9) <0.001
R-NI 3068 (500) 8.3 (�0.5 to 18.0) 0.177 2.1 (�6.0 to 10.6) 0.741
Control 2849 (551) – – – –

Statistically significant p values (p < 0.05) based on ANOVA and ANCOVA are shown in bold.
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Table 3
Mean (SD) and ranges of the fracture location in the polar angle and the relative axial location, and p-values for the difference between the exercise loading group and the control
group.

Polar angle (�) Relative axial location (%)

Group Mean (SD) Range p Mean (SD) Range p

H-I 30.1 (14.0) 13.3–59.5� 0.214 90.1 (16.9) 65.6–130.0% 0.038
O-I 30.7 (15.3) 10.9–74.8� 0.224 86.8 (9.9) 50–96.2% <0.001
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Statistically significant p values (p < 0.05) based on Mann-Whitney U tests are shown in bold.

Table 4
Anatomical regional fracture location in different groups.

Polar angular location Relative axial location

Group N Superior Superoposterior Posterior Cervical Trochanteric

Subcapital Transcervical Basicervical

H-I 19 6 13 0 0 1 15 3
O-I 19 6 12 1 0 1 18 0
H-M 17 4 9 4 0 0 14 3
R-I 18 4 12 2 0 0 13 5
R-NI 18 4 13 1 0 0 13 5
Control 20 3 16 1 0 0 17 3

Fig. 3. Fracture location map. (A) This describes corresponding regions in the octants and in the axial location either cervical (subcapital, transcervical, and basicervical) and
trochanteric region. (B) All 111 proximal femurs’ fracture locations were mapped with *s. Different colors indicate proportion of the number of fracture in a region to the total
number of fractures. C, D, E, F, G, and H are mapped fracture locations in H-I, O-I, H-M, R-I, R-NI, and control groups, respectively.
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rior octant of the basicervical region (Table 4 and Fig. 3). This was
in close agreement with previous experimental and modeling stud-
ies (Carpenter et al., 2005; de Bakker et al., 2009; Dragomir-Daescu
et al., 2011; Lotz et al., 1995; Nawathe et al., 2015; Schileo et al.,
2014; Verhulp et al., 2008). A particularly important finding in
the present study was that the mean fracture loads in the H-I, O-
I, and R-I groups were significantly higher (11–26%) compared to
the control group. This indicates that exercise loading history com-
prising high vertical impacts, impacts from unusual directions, or a
great number of repetitive impacts during adolescence and early
adulthood may contribute to the reduced hip fracture risk.

The present observations in the H-I, O-I, and R-I groups are most
likely attributed to the exercise-induced adaptation of the femoral
neck cortical bone: through regional cortical thickening in the H-I
and O-I groups, and different femoral neck geometry in the R-I
group. Regional cortical thickening was evident at the inferior,
anterior, and posterior quadrants of the femoral neck in the H-I
group; and at the anterior, posterior, and superior quadrants in
the O-I group (Nikander et al., 2009). In contrast, such a regional
cortical thickening was not found in the R-I group (Nikander
et al, 2009) whereas the geometric shape of the femoral neck
cross-section was more circular in this group (Narra et al., 2013).
A round shape of the femoral neck cross-section is an important
geometric factor contributing to its strength (Bryan et al., 2009).
Compared to an oval-shaped bone, a circular bone is mechanically
more robust regardless of the loading direction. Moreover, a circu-
lar femoral neck cross-section, typically observed among physi-
cally more active medieval people, were estimated to experience
1.3–1.5 times less fall-induced stress compared to a more oval-
shaped cross-section typical in present-day, habitually more
sedentary people (Sievänen et al., 2007a). The BW-adjusted 26%
benefit in fracture load observed in the present R-I group is fully
consistent with this estimation.

Another notable finding was that the relative axial fracture loca-
tions in the H-I and O-I groups were slightly but significantly more
proximal (along the neck axis) compared to the control group
while the R-I group did not differ from the controls. This shift
may be due to the regionally thicker cortical bone in the typical
fracture-prone region which may transfer the peak bending stres-
ses towards the narrower femoral neck (mid neck). This further
indicates that higher fracture load results in the H-I and O-I groups
might be due to the regional cortical thickening while the finding
in the R-I group was due to the more circular femoral neck cross-
section.

Based on the bone remodeling theory (Huiskes et al., 1987), new
bone formation occurs when the loading induced strain energy
exceeds certain homeostatic values by 75% (Kerner et al., 1999).
The distribution of strain energy on the femoral neck during 15 dif-
ferent exercise types (long jump, vertical jump, walking, stair
walking, squat with and without weight, and more) have been
evaluated using both FE and musculoskeletal modeling
(Kłodowski et al., 2011; Martelli et al., 2014). Martelli et al.
(2014) reported that the H-I exercise (one-legged long jump)
caused substantially high strain energy at femoral neck exceeding
homeostatic value by about 500%. Elaborating the loading charac-
teristics of the five distinct exercise types assessed in this study
may explain why no beneficial results were observed in the H-M
and R-NI groups despite high loading magnitudes or volume of
training. Combination of moderate-to-high peak reaction forces
and high rate of loading rate due to the ground impacts seems
essential for the beneficial structural adaptation of the femoral
neck cortical bone. The peak reaction forces and the estimated
impact rates (BW s�1) are 12–20 times BW and 400–480 BW s�1

in the H-I loading (Heinonen et al., 2001; Ramey and Williams,
1985), and 2–3.5 times BW and 20–180 BW s�1 in the O-I and R-I
loading (Ball, 2013; Dayakidis and Boudolos, 2006; Kluitenberg

et al., 2012; Logan et al., 2010; Munro et al., 1987; Smith et al.,
2004). In swimming, some impact loading may occur at the
push-off phase of turning, but the peak reaction force and loading
rate are considerably smaller (<1.5 times BW, and <10 BW s�1

respectively) (Blanksby et al., 1996; Lyttle et al., 1999). While the
peak reaction forces in the H-M are comparable (2–3 times BW)
to the O-I and R-I exercises, the loading rate remains essentially
smaller (5–6 BW s�1) (Swinton et al., 2012). Altogether,
moderate-to-high reaction force alone seems inadequate but it
needs to be delivered at high loading rate to attain beneficial struc-
tural adaption within the femoral neck cortical bone.

There are limitations in the present study. First, the pixel size
(0.9 mm) of the original MRI data was almost twice larger com-
pared to previous QCT-based FE modeling studies (Bessho et al.,
2009; Dragomir-Daescu et al., 2011; Koivumäki et al., 2012;
Nishiyama et al., 2013; Schileo et al., 2014). However, while the
QCT provides higher resolution and data on bone apparent density
(proxy of material property), MRI has been found adequately valid
for cortical geometry (Gomberg et al., 2005; Sievänen et al., 2007b).
Besides, exposing fertile young adult women to ionizing radiation
from QCT for non-diagnostic purposes would have been ethically
unacceptable.

Second, due to inability to measure bone apparent density data
with MRI, it was not possible to assign inhomogeneous material
properties in the present study. It is known that the proximal
femur is almost completely filled with porous structure of the tra-
becular bone, which is usually modeled as an inhomogeneous
density-based material in the FE model. Obviously, the use of inho-
mogeneous material properties for the trabecular bone may have
enhanced the model accuracy to some extent. However, it has been
found previously that a homogeneous FE-model resulted in only
marginally less accurate stress predictions compared to the actual
experimental stress than the inhomogeneous model (R2 = 0.89 and
0.91 respectively) (Taddei et al., 2006). Also, Koivumäki et al.
(2010) reported 85% agreement between the homogeneous models
with the experimental fracture location. On the other hand, the
comparison by Taddei et al. (2006) was based only on a single
femur model and in the physiological conditions including walking
and single leg stance, but not in the sideways falling situation.
Thus, this calls for further investigation on the validity of applying
homogeneous material properties in the sideways falling situation
with a larger sample size. Because we employed fixed Young’s
moduli for cortical (17 GPa) and trabecular (1500 MPa) bone com-
partments and treated them as the homogeneous material, the pre-
sent study was limited to evaluate only the influence of the cortical
geometry on the fracture load during a fall. The sensitivity of our
models to the variation of cortical and trabecular E values were
also evaluated in the present study (Details of this sensitivity anal-
ysis and results are available in the Supplementary material).
According to this sensitivity analysis, the error in between-group
differences of unadjusted mean fracture load induced by the sub-
stantial variation of cortical and trabecular moduli was within
3%, which was clearly smaller than observed in the H-I, O-I and
R-I groups (11–14%, Table 2). Therefore, our choice to employ
homogeneous material properties can be considered adequate in
terms of evaluating the influence of the cortical geometry on frac-
ture load.

Third, the present FE models created from proximal femur MRI
were not validated against mechanical testing unlike previous
QCT-based FE modeling studies of cadaver bones (Bessho et al.,
2009; Koivumäki et al., 2012; Schileo et al., 2014). Due to these
aforementioned limitations, and to comply with validated QCT-
based proximal femur FE modeling studies, we adopted similar
BCs and loading conditions (Helgason et al., 2014; Schileo et al.,
2014). Importantly, despite the MRI-related limitations, the range
of fracture loads in the present study was completely in line with
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the previously reported values of QCT-based FEM study (Schileo
et al., 2014). However, proximal femora in their study were
obtained from older people aged from 62 to 84 years, which casts
some doubt on the fracture load range found in the present young
physically active population where higher fracture loads could
have been expected. Nicks et al. (2013) reported the femoral neck
trabecular volumetric bone mineral density (vBMD) from 20 to 29
years old female was 0.268 g/cm3. By converting this vBMD value
to the Young’s modulus using equations found in literature
(Morgan et al., 2003; Schileo et al., 2014, 2008a), a Young’s modu-
lus of about 2600 MPa is yielded, which is much higher than 1500
MPa used in the present study. Thus, the present fracture load val-
ues in the young athletic population was likely underestimated. It
was shown that the mean fracture load was increased by approx-
imately 15% by changing the trabecular E value from 1500 MPa
to 3000 MPa (Fig. A1 in Supplementary material). The effect of
the variation of cortical and trabecular E values on the magnitude
of fracture load was also evaluated in the sensitivity analysis
(Details are available in Supplementary material). However, it is
noted that the main focus of the present study was to evaluate
the relative fracture load of the proximal femur between each
exercise group and the control group. Considering the apparent
fact that the athletic groups have higher bone density at the prox-
imal femur than their nonathletic peers (Nikander et al, 2009), it is
likely that between-group difference in fracture load could have
been higher.

In conclusion, the present simulation study based on a large
sample study of the proximal femora indicates that long-term
exercise loading history of high vertical impacts, impacts from
unusual directions, or a great number of repetitive impacts led to
higher fracture load and altered fracture location, which may
translate into lower risk to sustain a hip fracture as a result of a fall.
As a clinical prospect, it can be speculated that the impact exer-
cises provide natural mechanical loading to femoral neck for
increasing or maintaining its strength against fall-induced impacts.
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rior octant of the basicervical region (Table 4 and Fig. 3). This was
in close agreement with previous experimental and modeling stud-
ies (Carpenter et al., 2005; de Bakker et al., 2009; Dragomir-Daescu
et al., 2011; Lotz et al., 1995; Nawathe et al., 2015; Schileo et al.,
2014; Verhulp et al., 2008). A particularly important finding in
the present study was that the mean fracture loads in the H-I, O-
I, and R-I groups were significantly higher (11–26%) compared to
the control group. This indicates that exercise loading history com-
prising high vertical impacts, impacts from unusual directions, or a
great number of repetitive impacts during adolescence and early
adulthood may contribute to the reduced hip fracture risk.

The present observations in the H-I, O-I, and R-I groups are most
likely attributed to the exercise-induced adaptation of the femoral
neck cortical bone: through regional cortical thickening in the H-I
and O-I groups, and different femoral neck geometry in the R-I
group. Regional cortical thickening was evident at the inferior,
anterior, and posterior quadrants of the femoral neck in the H-I
group; and at the anterior, posterior, and superior quadrants in
the O-I group (Nikander et al., 2009). In contrast, such a regional
cortical thickening was not found in the R-I group (Nikander
et al, 2009) whereas the geometric shape of the femoral neck
cross-section was more circular in this group (Narra et al., 2013).
A round shape of the femoral neck cross-section is an important
geometric factor contributing to its strength (Bryan et al., 2009).
Compared to an oval-shaped bone, a circular bone is mechanically
more robust regardless of the loading direction. Moreover, a circu-
lar femoral neck cross-section, typically observed among physi-
cally more active medieval people, were estimated to experience
1.3–1.5 times less fall-induced stress compared to a more oval-
shaped cross-section typical in present-day, habitually more
sedentary people (Sievänen et al., 2007a). The BW-adjusted 26%
benefit in fracture load observed in the present R-I group is fully
consistent with this estimation.

Another notable finding was that the relative axial fracture loca-
tions in the H-I and O-I groups were slightly but significantly more
proximal (along the neck axis) compared to the control group
while the R-I group did not differ from the controls. This shift
may be due to the regionally thicker cortical bone in the typical
fracture-prone region which may transfer the peak bending stres-
ses towards the narrower femoral neck (mid neck). This further
indicates that higher fracture load results in the H-I and O-I groups
might be due to the regional cortical thickening while the finding
in the R-I group was due to the more circular femoral neck cross-
section.

Based on the bone remodeling theory (Huiskes et al., 1987), new
bone formation occurs when the loading induced strain energy
exceeds certain homeostatic values by 75% (Kerner et al., 1999).
The distribution of strain energy on the femoral neck during 15 dif-
ferent exercise types (long jump, vertical jump, walking, stair
walking, squat with and without weight, and more) have been
evaluated using both FE and musculoskeletal modeling
(Kłodowski et al., 2011; Martelli et al., 2014). Martelli et al.
(2014) reported that the H-I exercise (one-legged long jump)
caused substantially high strain energy at femoral neck exceeding
homeostatic value by about 500%. Elaborating the loading charac-
teristics of the five distinct exercise types assessed in this study
may explain why no beneficial results were observed in the H-M
and R-NI groups despite high loading magnitudes or volume of
training. Combination of moderate-to-high peak reaction forces
and high rate of loading rate due to the ground impacts seems
essential for the beneficial structural adaptation of the femoral
neck cortical bone. The peak reaction forces and the estimated
impact rates (BW s�1) are 12–20 times BW and 400–480 BW s�1

in the H-I loading (Heinonen et al., 2001; Ramey and Williams,
1985), and 2–3.5 times BW and 20–180 BW s�1 in the O-I and R-I
loading (Ball, 2013; Dayakidis and Boudolos, 2006; Kluitenberg

et al., 2012; Logan et al., 2010; Munro et al., 1987; Smith et al.,
2004). In swimming, some impact loading may occur at the
push-off phase of turning, but the peak reaction force and loading
rate are considerably smaller (<1.5 times BW, and <10 BW s�1

respectively) (Blanksby et al., 1996; Lyttle et al., 1999). While the
peak reaction forces in the H-M are comparable (2–3 times BW)
to the O-I and R-I exercises, the loading rate remains essentially
smaller (5–6 BW s�1) (Swinton et al., 2012). Altogether,
moderate-to-high reaction force alone seems inadequate but it
needs to be delivered at high loading rate to attain beneficial struc-
tural adaption within the femoral neck cortical bone.

There are limitations in the present study. First, the pixel size
(0.9 mm) of the original MRI data was almost twice larger com-
pared to previous QCT-based FE modeling studies (Bessho et al.,
2009; Dragomir-Daescu et al., 2011; Koivumäki et al., 2012;
Nishiyama et al., 2013; Schileo et al., 2014). However, while the
QCT provides higher resolution and data on bone apparent density
(proxy of material property), MRI has been found adequately valid
for cortical geometry (Gomberg et al., 2005; Sievänen et al., 2007b).
Besides, exposing fertile young adult women to ionizing radiation
from QCT for non-diagnostic purposes would have been ethically
unacceptable.

Second, due to inability to measure bone apparent density data
with MRI, it was not possible to assign inhomogeneous material
properties in the present study. It is known that the proximal
femur is almost completely filled with porous structure of the tra-
becular bone, which is usually modeled as an inhomogeneous
density-based material in the FE model. Obviously, the use of inho-
mogeneous material properties for the trabecular bone may have
enhanced the model accuracy to some extent. However, it has been
found previously that a homogeneous FE-model resulted in only
marginally less accurate stress predictions compared to the actual
experimental stress than the inhomogeneous model (R2 = 0.89 and
0.91 respectively) (Taddei et al., 2006). Also, Koivumäki et al.
(2010) reported 85% agreement between the homogeneous models
with the experimental fracture location. On the other hand, the
comparison by Taddei et al. (2006) was based only on a single
femur model and in the physiological conditions including walking
and single leg stance, but not in the sideways falling situation.
Thus, this calls for further investigation on the validity of applying
homogeneous material properties in the sideways falling situation
with a larger sample size. Because we employed fixed Young’s
moduli for cortical (17 GPa) and trabecular (1500 MPa) bone com-
partments and treated them as the homogeneous material, the pre-
sent study was limited to evaluate only the influence of the cortical
geometry on the fracture load during a fall. The sensitivity of our
models to the variation of cortical and trabecular E values were
also evaluated in the present study (Details of this sensitivity anal-
ysis and results are available in the Supplementary material).
According to this sensitivity analysis, the error in between-group
differences of unadjusted mean fracture load induced by the sub-
stantial variation of cortical and trabecular moduli was within
3%, which was clearly smaller than observed in the H-I, O-I and
R-I groups (11–14%, Table 2). Therefore, our choice to employ
homogeneous material properties can be considered adequate in
terms of evaluating the influence of the cortical geometry on frac-
ture load.

Third, the present FE models created from proximal femur MRI
were not validated against mechanical testing unlike previous
QCT-based FE modeling studies of cadaver bones (Bessho et al.,
2009; Koivumäki et al., 2012; Schileo et al., 2014). Due to these
aforementioned limitations, and to comply with validated QCT-
based proximal femur FE modeling studies, we adopted similar
BCs and loading conditions (Helgason et al., 2014; Schileo et al.,
2014). Importantly, despite the MRI-related limitations, the range
of fracture loads in the present study was completely in line with
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the previously reported values of QCT-based FEM study (Schileo
et al., 2014). However, proximal femora in their study were
obtained from older people aged from 62 to 84 years, which casts
some doubt on the fracture load range found in the present young
physically active population where higher fracture loads could
have been expected. Nicks et al. (2013) reported the femoral neck
trabecular volumetric bone mineral density (vBMD) from 20 to 29
years old female was 0.268 g/cm3. By converting this vBMD value
to the Young’s modulus using equations found in literature
(Morgan et al., 2003; Schileo et al., 2014, 2008a), a Young’s modu-
lus of about 2600 MPa is yielded, which is much higher than 1500
MPa used in the present study. Thus, the present fracture load val-
ues in the young athletic population was likely underestimated. It
was shown that the mean fracture load was increased by approx-
imately 15% by changing the trabecular E value from 1500 MPa
to 3000 MPa (Fig. A1 in Supplementary material). The effect of
the variation of cortical and trabecular E values on the magnitude
of fracture load was also evaluated in the sensitivity analysis
(Details are available in Supplementary material). However, it is
noted that the main focus of the present study was to evaluate
the relative fracture load of the proximal femur between each
exercise group and the control group. Considering the apparent
fact that the athletic groups have higher bone density at the prox-
imal femur than their nonathletic peers (Nikander et al, 2009), it is
likely that between-group difference in fracture load could have
been higher.

In conclusion, the present simulation study based on a large
sample study of the proximal femora indicates that long-term
exercise loading history of high vertical impacts, impacts from
unusual directions, or a great number of repetitive impacts led to
higher fracture load and altered fracture location, which may
translate into lower risk to sustain a hip fracture as a result of a fall.
As a clinical prospect, it can be speculated that the impact exer-
cises provide natural mechanical loading to femoral neck for
increasing or maintaining its strength against fall-induced impacts.
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c Central Hospital of Central Finland, Jyväskylä, Finland 
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A B S T R A C T   

Physical loading makes bones stronger through structural adaptation. Finding effective modes of exercise to 
improve proximal femur strength has the potential to decrease hip fracture risk. Previous proximal femur finite 
element (FE) modeling studies have indicated that the loading history comprising impact exercises is associated 
with substantially higher fracture load. However, those results were limited only to one specified fall direction. It 
remains thus unclear whether exercise-induced higher fracture load depends on the fall direction. To address 
this, using magnetic resonance images of proximal femora from 91 female athletes (mean age 24.7 years with >8 
years competitive career) and their 20 non-athletic but physically active controls (mean age 23.7 years), prox-
imal femur FE models were created in 12 different sideways fall configurations. The athletes were divided into 
five groups by typical loading patterns of their sports: high-impact (H-I: 9 triple- and 10 high-jumpers), odd- 
impact (O-I: 9 soccer and 10 squash players), high-magnitude (H-M: 17 powerlifters), repetitive-impact (R-I: 18 
endurance runners), and repetitive non-impact (R-NI: 18 swimmers). Compared to the controls, the FE models 
showed that the H-I and R-I groups had significantly (p < 0.05) higher fracture loads, 11–17% and 22–28% 
respectively, in all fall directions while the O-I group had significantly 10–11% higher fracture loads in four fall 
directions. The H-M and R-NI groups did not show significant benefit in any direction. Also, the analyses of the 
minimum fall strength (MFS) among these multiple fall configurations confirmed significantly 15%, 11%, and 
14% higher MFSs in these impact groups, respectively, compared to the controls. These results suggest that the 
lower hip fracture risk indicated by higher fracture loads in athletes engaged in high impact or repetitive impact 
sports is independent of fall direction whereas the lower fracture risk attributed to odd-impact exercise is more 
modest and specific to the fall direction. Moreover, in concordance with the literature, the present study also 
confirmed that the fracture risk increases if the impact is imposed on the more posterolateral aspect of the hip. 
The present results highlight the importance of engaging in the impact exercises to prevent hip fractures and call 
for retrospective studies to investigate whether specific impact exercise history in adolescence and young 
adulthood is also associated with lower incidence of hip fractures in later life.   

1. Introduction 

Bone structure and density, constituting its strength [1], adapt to 
prevalent mechanical loading [2,3]. Physical activity and exercise 

provide natural ways to apply mechanical loading to the bone. These 
activities largely contribute to bone strength by promoting bone for-
mation in growth [4] and help maintain skeletal strength or slow down 
age-related bone loss with aging [5,6]. However, not all exercises are 
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equally osteogenic and the effectiveness may vary between anatomical 
sites [7,8]. Animal experimental studies suggest that the effective 
loading types are dynamic and include sufficiently high-magnitude 
strains produced at high strain rate or frequencies [3,9]. For the prox-
imal femur, finding effective exercises is highly important because of 
increasing social and economic burden caused by hip fractures. 

Hip fracture is a major public health problem leading to high rates of 
disability, morbidity, and mortality in the elderly population and huge 
financial burden to societies [10]. Over 90% of hip fractures are caused 
by falls [11,12]. A typical sideways fall imposes a high impact force on 
the greater trochanter resulting in unusually high compressive loading 
on the superolateral cortex of the femoral neck [13–16], where the bone 
structure is inherently fragile due to substantial age-related cortical 
thinning [17–20]. Hence, if a specific type of exercise can increase or 
maintain bone strength, hip fracture risk may be decreased through this 
exercise. There is convincing epidemiological evidence that physical 
activity is associated with lower hip fracture risk in a dose-response 
manner [21,22]. Lower fracture risk is also confirmed in a meta- 
analysis of exercise randomized controlled trials (RCT) [23]. 

Comparing the bones between athletes and non-athletic people 
provides a unique opportunity to explore long-term adaptation of bones 
to specific exercise loading. Such studies based on dual-energy X-ray 
absorptiometry (DXA) have found that young female athletes with a 
history of high-impact (e.g., jumps generating high ground reaction 
forces) and/or odd-impact exercise (e.g., generating ground impact from 
unusual directions common in ball games like football, tennis, and 
squash) had greater areal bone mineral density (aBMD), bone mineral 
content, cross-sectional area, and section modulus at the femoral neck 
compared to non-athletic female controls [24–28]. Our previous study 
based on magnetic resonance imaging (MRI) [29] has shown that the 
cortical bone around the femoral neck cross-section was distributed 
differently in athletes representing different sports: long-term high- 
impact and odd-impact exercises were associated with ~20% thicker 
cortical bone around the femoral neck including the vulnerable 
superolateral region. Subsequently, we have created proximal femur 
finite element (FE) models utilizing the same MRI data in a sideways fall 
configuration to examine whether the exercise-induced benefits at the 
athletes' femoral neck could translate into reduced fracture risk [30,31]. 
It was found that the proximal femur subjected to not only high-impact 
and odd-impact exercises, but also repetitive impact loading (e.g., 
endurance running) had significantly higher fracture loads suggesting 
the lower fall-induced fracture risk compared to the controls [30,31]. 
However, in these previous studies, our FE analyses were limited only to 
a single sideways fall direction. Since the athletes' bones are adapted to 
long-term exercise loading characterized by specific magnitude, rate, 
frequency, and direction, it remains unclear whether the exercise- 
induced higher fracture load is specific to only certain fall directions. 

Previous experimental or FE modeling studies of multiple fall con-
figurations have confirmed the following points: 1) fracture loads vary 
depending on the fall directions [32–36]; 2) fall-induced strain distri-
butions within the loaded bone structure differ depending on the fall 
directions [14,37]; and 3) the simulation of multiple fall configurations 
is essential for evaluating the ability of FE-derived hip strength to pre-
dict the actual hip fracture occurrence in clinical applications 
[34–36,38–40]. However, to the present authors' knowledge, no study 
so far has addressed whether the exercise-induced gains in the proximal 
femur strength persist regardless of the fall direction or whether they are 
fall-direction specific. Furthermore, since falling is an unpredictable 
event, it is difficult to predict its direction and the weakest fall orien-
tation is likely femur-specific. Therefore, a concept of a minimum fall 
strength (MFS) among the multiple fall conditions, indicating the lowest 
fracture load, has been recently proposed as a more advantageous var-
iable to predict the hip fracture risk [35,40]. In fact, Falcinelli et al. [35] 
and Qasim et al. [40] reported that MFS can identify the actual hip 
fracture cases more accurately than the fracture load in a single specific 
fall direction or proximal femur aBMD. 

The present study was therefore undertaken to expand our previous 
FE studies of the proximal femur in young adult female athletes and their 
controls [30,31] by simulating multiple sideways fall configurations. 
The primary objective was to evaluate whether and how the high 
femoral strength attributed to the specific exercise loading history 
depended on the fall direction. The secondary objective of the present 
study was to investigate whether the minimum fall strength among the 
multiple fall configurations differed between the exercise loading groups 
and their controls. 

2. Materials and methods 

2.1. Study participants 

Proximal femur MRI data of 91 adult female athletes (aged 24.7 ±
6.1 years), competing actively at national or international level, and 20 
habitually active female controls (aged 23.7 ± 3.8 years) were obtained 
from our previous study [29]. According to our standard exercise clas-
sification scheme [24,41], the athletes were divided into five different 
groups based on the typical loading patterns of their sports: high-impact 
(H-I) (9 triple- and 10 high-jumpers); odd-impact (O-I) (9 soccer and 10 
squash players); high-magnitude (H-M) (17 powerlifters); repetitive- 
impact (R-I) (18 endurance runners); and the repetitive, non-impact 
group (R-NI) (18 swimmers). The controls indulged in recreational ex-
ercise 2–3 times a week but had never taken part in any sport at a 
competitive level. The study protocol was approved by the Ethics 
Committee of the Pirkanmaa Hospital District, and written informed 
consent was obtained from each participant. 

Body height and weight (BW) were measured in light indoor clothing 
without shoes with standard methods. The body fat-% and lean body 
mass (LM) were measured with DXA (GE Lunar Prodigy Advance, 
Madison, WI, USA). Questionnaires were completed by all participants 
to obtain their training history including weekly sport-specific training 
hours and the number of training sessions during at least five preceding 
years [29]. 

2.2. MRI scanning procedure 

Participants' hip regions were scanned using 1.5-T MRI system 
(Avanto Syngo MR B15, Siemens, Erlangen, Germany). The scanned hip 
region volume covered the proximal femur from the top of the femoral 
head to the subtrochanteric level of the femoral diaphysis. The imaging 
sequence was a standardized axial T1-weighted gradient echo volu-
metric interpolated breath-hold (VIBE)-examination with the following 
parameters: FOV 35 × 26 cm, TR 15.3 ms, TE 3.32 ms, in-plane reso-
lution (pixel size) 0.9 mm × 0.9 mm, slice thickness 1 mm without gaps, 
echo train length = 1, flip angle = 10◦, matrix 384 × 288. With two half- 
Fourier acquisition single-shot turbo spin-echo localization series, 
sagittal, axial, and coronal images of the hip region of the dominant side 
were scanned. The reconstructed imaging plane was adjusted so that the 
cross-sectional plane of the femoral neck was perpendicular to the 
femoral neck axis [29]. 

2.3. FE modeling and multiple sideways fall simulation 

The procedure for creating the proximal femur FE models from the 
MRI data is described in detail elsewhere [30,31]. In short, the proximal 
femur MRI data were first manually segmented by delineating the 
periosteal and endocortical boundaries of cortical bone [42]. For the 
present study, the effect of segmentation error on the estimated fracture 
load was evaluated by re-segmenting MRI data from 12 randomly 
selected proximal femora, two from each group. Root-mean-square co-
efficient of variation (RMS-CV) and mean CV were calculated as indices 
of intra-operator reproducibility. The present 2.3% RMS-CV was com-
parable to RMS-CV of 1.9–3.6% for duplicate scans reported elsewhere 
[43,44]. In these two studies, the in-plane image resolution was similar 
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to the present study. The present 0.9% mean CV was higher than the 
0.23% CV for the yield strength in a recent MRI based study [45]. This 
difference was likely due to ~4 times higher in-plane image resolution 
(0.234 mm × 0.234 mm) compared to ours (0.9 mm × 0.9 mm). 
Nonetheless, the present re-segmentation error was considered marginal 
to evaluate the expectedly much higher between-group differences in 
the fracture load. 

After the segmention, the proximal femur geometries were converted 
into a volume mesh, which surface was smoothed using a method by 
Taubin [46]. Then, the 3D solid bodies of the proximal femur were 
created in SolidWorks (SolidWorks Corp., Waltham, MA, USA) before 
importing them into ANSYS (ANSYS Inc., Houston, PA, USA) for FE 
meshing and analysis. 

The cortical and trabecular bone tissues in the proximal femur were 
modeled as homogeneous isotropic, linear elastic materials with Young's 
moduli of 17 GPa [47–49] and 1500 MPa [47,49], respectively. Poisson's 
ratio was assumed as 0.33 for all materials [47–49]. Similar cortical 
modulus (~15–20 GPa) was also reported for the adult population aged 
22–61 years [50] and thus the choice of 17GPa was considered appro-
priate for the present study. As regards the trabecular modulus, Sylvester 
and Kramer [51] compared recently their homogeneous proximal femur 
FE models to the experimental data of Cristofolini et al. [52] and 
concluded that the modulus of the entire trabecular compartment of the 
proximal femur likely varies between 500 MPa and 1500 MPa. 

A total of 12 different sideways fall configurations were created for 
each of the 111 proximal femur FE models by increasing the hip 
adduction angle α (an angle between the femoral shaft and the ground) 
in steps of 10◦ (0◦, 10◦, 20◦, and 30◦) and the internal rotation angle β of 
the femoral neck in steps of 15◦ (0◦, 15◦, and 30◦) (Fig. 1), similar to 
previous studies [14,35,37,40]. Note that each fall direction is repre-
sented by a α–β pair henceforth (e.g., 10◦–15◦: α = 10◦ and β = 15◦). 

Boundary conditions simulating the complex loading and con-
straining conditions in the experimental sideways fall setting [53] were 
used in the present study (Fig. 2). The loading force and restraining 
conditions were applied through polymethyl methacrylate (PMMA) caps 
and an aluminum distal pot. All materials were modeled with 10-noded 
tetrahedral finite elements and a 2 mm element size was used for the 
entire proximal femur, the PMMA caps, and the boundary between the 
distal end of the proximal femur bone and the distal pot. The conver-
gence analysis was conducted with four different element sizes (4 mm, 3 

mm, 2 mm, and 1 mm) in the FE model (in 10◦–15◦) using 30 randomly 
selected proximal femora, five from each group. The converged solution 
was obtained by extrapolating the fracture loads from these element- 
sized FE models. Compared to the converged solution, the mean abso-
lute percentage error in the fracture load for 4 mm, 3 mm, 2 mm, and 1 
mm element-sized FE models were 5.5%, 4.7%, 2.9%, and 2.2%, 
respectively. Furthermore, the absolute errors in the relative difference 
in bone strength (Section 2.4) were 3.6%, 4.1%, 1.5%, and 1.6%, 
respectively. The 2 mm element size was considered acceptable, as the 
estimated errors remained consistently below 3%. Fracture load was 
estimated using a simple maximum principal strain criterion [53,54], 
described in detail elsewhere [31,53]. MATLAB (MathWorks, Inc., 
Natick, MA, USA) was used to estimate the fracture load. MFS (minimum 
fall strength) was defined as the lowest fracture load among the 12 
different fall configurations in each proximal femur [35,36,40]. 

2.4. Statistical analysis 

Statistical analyses were performed using SPSS 25.0 (IBM Corp., 
Armonk NY, USA). Mean and standard deviation (SD) of participants' 
background characteristics, fall direction-wise fracture loads, and MFSs 
were given as descriptive statistics. Prior to following statistical ana-
lyses, logarithmic transformation of the fall direction-wise fracture load 
and MFS were performed to control for the skewness of the data, and the 
normality of the transformed data was confirmed by the Shapiro-Wilk 
test. 

The primary objective of the present study was addressed in three 
different statistical analyses. First, a two-way repeated measures anal-
ysis of variance (ANOVA) was performed to evaluate the association of 
fall angles α and β with fracture loads within each group. A Sidak 
correction was used to control for multiple comparisons in this analysis. 
Second, a split-plot ANOVA was performed to evaluate whether the 
potential associations and interactions of α and β with the fracture loads 
differed between the groups. Third, both one-way ANOVA and analysis 
of covariance (ANCOVA) using BW or LM as a covariate were performed 
to estimate the differences in the fracture loads between each exercise 
loading group and the control group in each fall direction. Covariates 
were selected through the following process. Pearson correlation ana-
lyses showed that the height, BW, and LM had significant (p < 0.05) low- 
to-moderate correlations (r = 0.29, 0.33 and 0.50, respectively) with 

Fig. 1. Multiple sideways fall configuration. An angle α denotes the hip adduction angle or the angle between the femoral shaft and the ground (A) while the angle β 
denotes the internal rotation angle of femoral neck (B). This angle α was rotated in steps from 0◦, 10◦, 20◦, to 30◦ while the angle β was increased in steps from 0◦, 
15◦, and 30◦. A total of 12 different fall directions were simulated by combining four α angles and three β angles, and each direction is represented by a α – β pair (C). 
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equally osteogenic and the effectiveness may vary between anatomical 
sites [7,8]. Animal experimental studies suggest that the effective 
loading types are dynamic and include sufficiently high-magnitude 
strains produced at high strain rate or frequencies [3,9]. For the prox-
imal femur, finding effective exercises is highly important because of 
increasing social and economic burden caused by hip fractures. 

Hip fracture is a major public health problem leading to high rates of 
disability, morbidity, and mortality in the elderly population and huge 
financial burden to societies [10]. Over 90% of hip fractures are caused 
by falls [11,12]. A typical sideways fall imposes a high impact force on 
the greater trochanter resulting in unusually high compressive loading 
on the superolateral cortex of the femoral neck [13–16], where the bone 
structure is inherently fragile due to substantial age-related cortical 
thinning [17–20]. Hence, if a specific type of exercise can increase or 
maintain bone strength, hip fracture risk may be decreased through this 
exercise. There is convincing epidemiological evidence that physical 
activity is associated with lower hip fracture risk in a dose-response 
manner [21,22]. Lower fracture risk is also confirmed in a meta- 
analysis of exercise randomized controlled trials (RCT) [23]. 

Comparing the bones between athletes and non-athletic people 
provides a unique opportunity to explore long-term adaptation of bones 
to specific exercise loading. Such studies based on dual-energy X-ray 
absorptiometry (DXA) have found that young female athletes with a 
history of high-impact (e.g., jumps generating high ground reaction 
forces) and/or odd-impact exercise (e.g., generating ground impact from 
unusual directions common in ball games like football, tennis, and 
squash) had greater areal bone mineral density (aBMD), bone mineral 
content, cross-sectional area, and section modulus at the femoral neck 
compared to non-athletic female controls [24–28]. Our previous study 
based on magnetic resonance imaging (MRI) [29] has shown that the 
cortical bone around the femoral neck cross-section was distributed 
differently in athletes representing different sports: long-term high- 
impact and odd-impact exercises were associated with ~20% thicker 
cortical bone around the femoral neck including the vulnerable 
superolateral region. Subsequently, we have created proximal femur 
finite element (FE) models utilizing the same MRI data in a sideways fall 
configuration to examine whether the exercise-induced benefits at the 
athletes' femoral neck could translate into reduced fracture risk [30,31]. 
It was found that the proximal femur subjected to not only high-impact 
and odd-impact exercises, but also repetitive impact loading (e.g., 
endurance running) had significantly higher fracture loads suggesting 
the lower fall-induced fracture risk compared to the controls [30,31]. 
However, in these previous studies, our FE analyses were limited only to 
a single sideways fall direction. Since the athletes' bones are adapted to 
long-term exercise loading characterized by specific magnitude, rate, 
frequency, and direction, it remains unclear whether the exercise- 
induced higher fracture load is specific to only certain fall directions. 

Previous experimental or FE modeling studies of multiple fall con-
figurations have confirmed the following points: 1) fracture loads vary 
depending on the fall directions [32–36]; 2) fall-induced strain distri-
butions within the loaded bone structure differ depending on the fall 
directions [14,37]; and 3) the simulation of multiple fall configurations 
is essential for evaluating the ability of FE-derived hip strength to pre-
dict the actual hip fracture occurrence in clinical applications 
[34–36,38–40]. However, to the present authors' knowledge, no study 
so far has addressed whether the exercise-induced gains in the proximal 
femur strength persist regardless of the fall direction or whether they are 
fall-direction specific. Furthermore, since falling is an unpredictable 
event, it is difficult to predict its direction and the weakest fall orien-
tation is likely femur-specific. Therefore, a concept of a minimum fall 
strength (MFS) among the multiple fall conditions, indicating the lowest 
fracture load, has been recently proposed as a more advantageous var-
iable to predict the hip fracture risk [35,40]. In fact, Falcinelli et al. [35] 
and Qasim et al. [40] reported that MFS can identify the actual hip 
fracture cases more accurately than the fracture load in a single specific 
fall direction or proximal femur aBMD. 

The present study was therefore undertaken to expand our previous 
FE studies of the proximal femur in young adult female athletes and their 
controls [30,31] by simulating multiple sideways fall configurations. 
The primary objective was to evaluate whether and how the high 
femoral strength attributed to the specific exercise loading history 
depended on the fall direction. The secondary objective of the present 
study was to investigate whether the minimum fall strength among the 
multiple fall configurations differed between the exercise loading groups 
and their controls. 

2. Materials and methods 

2.1. Study participants 

Proximal femur MRI data of 91 adult female athletes (aged 24.7 ±
6.1 years), competing actively at national or international level, and 20 
habitually active female controls (aged 23.7 ± 3.8 years) were obtained 
from our previous study [29]. According to our standard exercise clas-
sification scheme [24,41], the athletes were divided into five different 
groups based on the typical loading patterns of their sports: high-impact 
(H-I) (9 triple- and 10 high-jumpers); odd-impact (O-I) (9 soccer and 10 
squash players); high-magnitude (H-M) (17 powerlifters); repetitive- 
impact (R-I) (18 endurance runners); and the repetitive, non-impact 
group (R-NI) (18 swimmers). The controls indulged in recreational ex-
ercise 2–3 times a week but had never taken part in any sport at a 
competitive level. The study protocol was approved by the Ethics 
Committee of the Pirkanmaa Hospital District, and written informed 
consent was obtained from each participant. 

Body height and weight (BW) were measured in light indoor clothing 
without shoes with standard methods. The body fat-% and lean body 
mass (LM) were measured with DXA (GE Lunar Prodigy Advance, 
Madison, WI, USA). Questionnaires were completed by all participants 
to obtain their training history including weekly sport-specific training 
hours and the number of training sessions during at least five preceding 
years [29]. 

2.2. MRI scanning procedure 

Participants' hip regions were scanned using 1.5-T MRI system 
(Avanto Syngo MR B15, Siemens, Erlangen, Germany). The scanned hip 
region volume covered the proximal femur from the top of the femoral 
head to the subtrochanteric level of the femoral diaphysis. The imaging 
sequence was a standardized axial T1-weighted gradient echo volu-
metric interpolated breath-hold (VIBE)-examination with the following 
parameters: FOV 35 × 26 cm, TR 15.3 ms, TE 3.32 ms, in-plane reso-
lution (pixel size) 0.9 mm × 0.9 mm, slice thickness 1 mm without gaps, 
echo train length = 1, flip angle = 10◦, matrix 384 × 288. With two half- 
Fourier acquisition single-shot turbo spin-echo localization series, 
sagittal, axial, and coronal images of the hip region of the dominant side 
were scanned. The reconstructed imaging plane was adjusted so that the 
cross-sectional plane of the femoral neck was perpendicular to the 
femoral neck axis [29]. 

2.3. FE modeling and multiple sideways fall simulation 

The procedure for creating the proximal femur FE models from the 
MRI data is described in detail elsewhere [30,31]. In short, the proximal 
femur MRI data were first manually segmented by delineating the 
periosteal and endocortical boundaries of cortical bone [42]. For the 
present study, the effect of segmentation error on the estimated fracture 
load was evaluated by re-segmenting MRI data from 12 randomly 
selected proximal femora, two from each group. Root-mean-square co-
efficient of variation (RMS-CV) and mean CV were calculated as indices 
of intra-operator reproducibility. The present 2.3% RMS-CV was com-
parable to RMS-CV of 1.9–3.6% for duplicate scans reported elsewhere 
[43,44]. In these two studies, the in-plane image resolution was similar 
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to the present study. The present 0.9% mean CV was higher than the 
0.23% CV for the yield strength in a recent MRI based study [45]. This 
difference was likely due to ~4 times higher in-plane image resolution 
(0.234 mm × 0.234 mm) compared to ours (0.9 mm × 0.9 mm). 
Nonetheless, the present re-segmentation error was considered marginal 
to evaluate the expectedly much higher between-group differences in 
the fracture load. 

After the segmention, the proximal femur geometries were converted 
into a volume mesh, which surface was smoothed using a method by 
Taubin [46]. Then, the 3D solid bodies of the proximal femur were 
created in SolidWorks (SolidWorks Corp., Waltham, MA, USA) before 
importing them into ANSYS (ANSYS Inc., Houston, PA, USA) for FE 
meshing and analysis. 

The cortical and trabecular bone tissues in the proximal femur were 
modeled as homogeneous isotropic, linear elastic materials with Young's 
moduli of 17 GPa [47–49] and 1500 MPa [47,49], respectively. Poisson's 
ratio was assumed as 0.33 for all materials [47–49]. Similar cortical 
modulus (~15–20 GPa) was also reported for the adult population aged 
22–61 years [50] and thus the choice of 17GPa was considered appro-
priate for the present study. As regards the trabecular modulus, Sylvester 
and Kramer [51] compared recently their homogeneous proximal femur 
FE models to the experimental data of Cristofolini et al. [52] and 
concluded that the modulus of the entire trabecular compartment of the 
proximal femur likely varies between 500 MPa and 1500 MPa. 

A total of 12 different sideways fall configurations were created for 
each of the 111 proximal femur FE models by increasing the hip 
adduction angle α (an angle between the femoral shaft and the ground) 
in steps of 10◦ (0◦, 10◦, 20◦, and 30◦) and the internal rotation angle β of 
the femoral neck in steps of 15◦ (0◦, 15◦, and 30◦) (Fig. 1), similar to 
previous studies [14,35,37,40]. Note that each fall direction is repre-
sented by a α–β pair henceforth (e.g., 10◦–15◦: α = 10◦ and β = 15◦). 

Boundary conditions simulating the complex loading and con-
straining conditions in the experimental sideways fall setting [53] were 
used in the present study (Fig. 2). The loading force and restraining 
conditions were applied through polymethyl methacrylate (PMMA) caps 
and an aluminum distal pot. All materials were modeled with 10-noded 
tetrahedral finite elements and a 2 mm element size was used for the 
entire proximal femur, the PMMA caps, and the boundary between the 
distal end of the proximal femur bone and the distal pot. The conver-
gence analysis was conducted with four different element sizes (4 mm, 3 

mm, 2 mm, and 1 mm) in the FE model (in 10◦–15◦) using 30 randomly 
selected proximal femora, five from each group. The converged solution 
was obtained by extrapolating the fracture loads from these element- 
sized FE models. Compared to the converged solution, the mean abso-
lute percentage error in the fracture load for 4 mm, 3 mm, 2 mm, and 1 
mm element-sized FE models were 5.5%, 4.7%, 2.9%, and 2.2%, 
respectively. Furthermore, the absolute errors in the relative difference 
in bone strength (Section 2.4) were 3.6%, 4.1%, 1.5%, and 1.6%, 
respectively. The 2 mm element size was considered acceptable, as the 
estimated errors remained consistently below 3%. Fracture load was 
estimated using a simple maximum principal strain criterion [53,54], 
described in detail elsewhere [31,53]. MATLAB (MathWorks, Inc., 
Natick, MA, USA) was used to estimate the fracture load. MFS (minimum 
fall strength) was defined as the lowest fracture load among the 12 
different fall configurations in each proximal femur [35,36,40]. 

2.4. Statistical analysis 

Statistical analyses were performed using SPSS 25.0 (IBM Corp., 
Armonk NY, USA). Mean and standard deviation (SD) of participants' 
background characteristics, fall direction-wise fracture loads, and MFSs 
were given as descriptive statistics. Prior to following statistical ana-
lyses, logarithmic transformation of the fall direction-wise fracture load 
and MFS were performed to control for the skewness of the data, and the 
normality of the transformed data was confirmed by the Shapiro-Wilk 
test. 

The primary objective of the present study was addressed in three 
different statistical analyses. First, a two-way repeated measures anal-
ysis of variance (ANOVA) was performed to evaluate the association of 
fall angles α and β with fracture loads within each group. A Sidak 
correction was used to control for multiple comparisons in this analysis. 
Second, a split-plot ANOVA was performed to evaluate whether the 
potential associations and interactions of α and β with the fracture loads 
differed between the groups. Third, both one-way ANOVA and analysis 
of covariance (ANCOVA) using BW or LM as a covariate were performed 
to estimate the differences in the fracture loads between each exercise 
loading group and the control group in each fall direction. Covariates 
were selected through the following process. Pearson correlation ana-
lyses showed that the height, BW, and LM had significant (p < 0.05) low- 
to-moderate correlations (r = 0.29, 0.33 and 0.50, respectively) with 

Fig. 1. Multiple sideways fall configuration. An angle α denotes the hip adduction angle or the angle between the femoral shaft and the ground (A) while the angle β 
denotes the internal rotation angle of femoral neck (B). This angle α was rotated in steps from 0◦, 10◦, 20◦, to 30◦ while the angle β was increased in steps from 0◦, 
15◦, and 30◦. A total of 12 different fall directions were simulated by combining four α angles and three β angles, and each direction is represented by a α – β pair (C). 
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fracture loads, but the age did not (r = 0.02, p = 0.76). Also, the 
assumption of homogeneity of regression slopes was violated for age and 
height. Given these, BW and LM were used separately as the covariate in 
ANCOVA. Percentage differences in the fracture load between each ex-
ercise loading group and the control group (relative differences in bone 
strength) were calculated for each fall configuration by taking anti-log of 
unadjusted, BW-adjusted, and LM-adjusted mean fracture loads. 

For the secondary objective, the differences in the MFS between each 
exercise loading group and the control group were also estimated by the 
ANOVA and ANCOVA using BW or LM as the covariate. The percentage 
difference was calculated similarly. A p-value of less than 0.05 was 
considered statistically significant. 

3. Results 

3.1. Descriptive data of participants 

Group-wise descriptive data of age, height, weight, fat-%, lean body 
mass, and training histories characterized by the duration of competing 
career, the number of weekly training sessions, and weekly sport- 
specific training hours are presented in Table 1. The weekly mean 
training volume was at least three times higher among the athletic 
groups compared to the control group. 

3.2. Fracture load 

3.2.1. General trend and effect of fall angles 
Group-wise unadjusted mean (SD) fracture loads in each fall direc-

tion are presented in Table 2. In every group, the highest mean fracture 
loads were observed in the 0◦–0◦ direction. The lowest mean values were 
observed in the 30◦–30◦ direction in all groups except for the H-I and 

control groups where the lowest values were in the 30◦–15◦ direction. In 
general, when the angle α between the femoral shaft and the ground 
increased from 0◦ to 30◦, the mean fracture loads decreased by 32–35%, 
22–26%, and 12–15% at β = 0◦, 15◦, and 30◦, respectively among the six 
groups investigated. Similarly, when the hip internal rotation angle β 
increased from 0◦ to 30◦, the mean fracture loads decreased by 22–27%, 
12–18%, 6–11%, and 1–7% at α = 0◦, 10◦, 20◦, and 30◦, respectively. 
When both angles shifted from 0◦–0◦ to 30◦–30◦ fall direction, the mean 
fracture loads decreased by 34–36%. 

The above consistent reductions in the mean fracture load were 
indicated by the two-way repeated-measures ANOVA which showed 
significant interactions of α and β (p < 0.001) with fracture loads within 
each group. However, according to the split-plot ANOVA, the interac-
tion of α and/or β with the fracture loads did not differ statistically 
between the groups (p = 0.601, 0.507, and 0.151 for terms α*group, 
β*group, and α*β*group, respectively). However, the total mean fracture 
loads calculated by averaging the fracture loads from all 12 fall con-
figurations indicated a significant between-group difference (p = 0.033). 
Compared to the control group (mean ± SD: 2867 ± 500 N), the total 
mean fracture loads of H-I (3259 ± 388 N, p = 0.007), O-I (3146 ± 389 
N, p = 0.046), and R-I (3257 ± 485 N, p = 0.018) were significantly 
different while those of H-M (2971 ± 542 N, p = 0.541) and R-NI (3054 
± 471 N, p = 0.220) were not. 

3.2.2. Fall direction-wise fracture load 
The percentage differences in unadjusted and BW-adjusted mean 

fracture loads between each exercise loading group and the control 
group in each fall direction are shown in Fig. 3. Both unadjusted and 
BW-adjusted fracture loads in the H-I and R-I groups were significantly 
(p < 0.05) higher in all 12 fall directions compared to the control group, 
except for the near-significant difference for the unadjusted fracture 

Fig. 2. Boundary conditions of the FE model. The 
loading force was applied to the whole upper face of the 
head-protecting PMMA cap at defined angles while the 
restraining boundary condition was applied to the 
trochanter PMMA cap, prohibiting the movement in the 
direction of the force [53]. A 200 mm long aluminum 
pot was installed at 15–20 mm below the most pro-
jected part of the lesser trochanter of each proximal 
femur. A hinge-type restraining boundary condition was 
assigned to the distal face of the aluminum pot, allow-
ing nodes at the hinge-axis to freely rotate in the quasi- 
frontal plane whereas all other degrees of freedom were 
constrained. Young’s modulus of 70 GPa and 2 GPa 
were applied to aluminum pot and PMMA cup respec-
tively [53]. All materials were modeled with a 10- 
noded tetrahedral finite element and 2 mm element 
size was used for the entire proximal femur, the PMMA 
caps, and the boundary between the distal end of the 
proximal femur bone and the distal pot. The rest of the 
distal pot was modeled with 4 mm-sized element. Each 
proximal femur model, on average, had 194,000 ele-
ments and 292,000 nodes.   

Table 1 
Descriptive group characteristics.  

Group N Age (years) Height 
(cm) 

Weight 
(kg) 

Fat-% Lean body mass (kg) Competing 
career (years) 

Training sessions/week Sport-specific training hours/week 

H-I 19 22.3 (4.1) 174 (6) 60.2 (5.4) 20.0 (3.9) 45.9 (3.1) 10.1 (3.4) 6.7 (1.4) 11.5 (2.3) 
O-I 19 25.3 (6.7) 165 (8) 60.8 (8.3) 25.1 (5.9) 43.3 (4.2) 9.6 (4.8) 5.7 (1.4) 9.3 (2.7) 
H-M 17 27.5 (6.3) 158 (3) 63.3 (13.2) 27.9 (7.4) 43.2 (5.9) 8.0 (4.7) 5.8 (2.0) 9.1 (2.7) 
R-I 18 28.9 (5.6) 168 (5) 53.7 (3.4) 14.2 (3.6) 44.1 (3.1) 12.4 (6.7) 8.7 (2.1) 10.9 (3.4) 
R-NI 18 19.7 (2.4) 173 (5) 65.1 (5.6) 25.1 (5.5) 46.7 (3.5) 9.1 (2.6) 11.4 (2.0) 19.9 (4.5) 
Control 20 23.7 (3.8) 164 (5) 60.0 (7.4) 31.7 (5.8) 39.0 (4.2) � 2.8 (1.0) 2.8 (0.9) 

Mean and (SD). 
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load in the R-I group in the 0◦–0◦ direction (p = 0.053) (Table 2). The 
unadjusted and BW-adjusted percentage differences in the H-I group 
ranged from 11% to 17% compared to the control group (Fig. 3). 
Similarly, the unadjusted and BW-adjusted differences in the R-I group 
ranged from 13% to 16% and 22 to 28%, respectively (Fig. 3). 

The unadjusted and BW-adjusted fracture loads in the O-I group were 
significantly higher in five fall directions (10◦–0◦, 10◦–15◦, 10◦–30◦, 
20◦–15◦, and 30◦–15◦), except there was a near-significant (p = 0.051) 
difference for the BW-adjusted fracture load in the 10◦–15◦ direction, 
compared to the controls (Table 2). In these directions, the unadjusted 
and BW-adjusted percentage differences in the O-I group ranged from 
11% to 12% and 10% to 11%, respectively (Fig. 3). In the rest of the fall 
directions in the O-I group, there were trends (p ≤ 0.1) for 9% to 11% 
higher unadjusted and BW-adjusted fracture load (Table 2 and Fig. 3). 

The mean fracture loads in the H-M and R-NI groups did not differ 
significantly from the controls in any fall direction (Table 2). Compared 
to the control group, the unadjusted and BW-adjusted percentage dif-
ferences in the H-M group ranged from 1% to 6% and � 3% to 3% 
throughout the 12 fall directions, respectively (Fig. 3). Those in the R-NI 
group ranged from 5% to 9% and � 2 to 2%, respectively (Fig. 3). 

In contrast, once adjusted for LM, none of the exercise loading groups 
had significantly higher fracture loads in any fall direction compared to 

the control group (p > 0.05). Respective LM-adjusted percentage dif-
ferences in each exercise loading group ranged in the 12 fall configu-
ration as follows: H-I, from 0% to 5%, p > 0.42; O-I, from 2% to 6%, p >
0.35; H-M, from �8% to �1%, p > 0.16; R-I, from 0% to 4%, p > 0.53; 
and R-NI, from �10% to �6%, p > 0.15. Exact values of the unadjusted, 
BW-adjusted, and LM-adjusted percentage differences with 95% CI in all 
exercise loading groups compared to controls are given in the Supple-
mentary data (Table A-1). 

3.2.3. Minimum fall strength (MFS) 
The occurrence of MFS in each fall configuration is shown in Table 3. 

The MFSs occurred only when either or both of the fall angles α and β 
were the greatest: 1 in the 10◦–30◦, 13 in the 20◦–30◦, 23 in the 30◦–0◦, 
34 in the 30◦–15◦, 40 cases in the 30◦–30◦. 

Group-wise unadjusted mean (SD) MFSs and the percentage differ-
ences in the unadjusted, BW-adjusted, and LM-adjusted mean MFSs 
between each exercise loading group and the control group are pre-
sented in Table 4. Compared to the control group, the unadjusted MFSs 
in the H-I, O-I, and R-I groups were significantly (p < 0.05) 15%, 11%, 
and 14% higher while their BW-adjusted MFSs were significantly 15%, 
11%, and 26% higher, respectively (Table 4). The unadjusted and BW- 
adjusted MFSs in the H-M and R-NI groups did not significantly differ 

Table 2 
Unadjusted mean (SD) estimated fracture load (in N) and p values from ANOVA and ANCOVA (only BW-adjusted). A p value in each cell is the one from ANOVA 
(unadjusted) while a p* is the one from ANCOVA (BW-adjusted). The p values from ANCOVA with LM as the covariate are not included in this table since they are all 
nonsignificant (p > 0.15).  

H-I α = 0◦ α = 10◦ α = 20◦ α = 30◦

β = 0◦ 4311 (565) 
p ¼ 0.044, p* ¼ 0.031 

3551 (423) 
p ¼ 0.018, p* ¼ 0.009 

3141 (352) 
p ¼ 0.008, p* ¼ 0.003 

2951 (332) 
p ¼ 0.004, p* ¼ 0.001 

β = 15◦ 3803 (512) 
p ¼ 0.018, p* ¼ 0.010 

3268 (410) 
p = 0.013, p* ¼ 0.007 

2995 (374) 
p ¼ 0.009, p* ¼ 0.005 

2826 (357) 
p ¼ 0.007, p* ¼ 0.004 

β = 30◦ 3356 (415) 
p ¼ 0.003, p* ¼ 0.002 

3112 (424) 
p ¼ 0.004, p* ¼ 0.002 

2944 (425) 
p ¼ 0.009, p* ¼ 0.006 

2855 (420) 
p ¼ 0.012, p* ¼ 0.009 

O-I α = 0◦ α = 10◦ α = 20◦ α = 30◦

β = 0◦ 4253 (612) 
p = 0.09, p* = 0.10 

3507 (481) 
p ¼ 0.045, p* ¼ 0.047 

3017 (389) 
p = 0.074, p* = 0.076 

2816 (388) 
p = 0.07, p* = 0.071 

β = 15◦ 3673 (437) 
p = 0.065, p* = 0.068 

3189 (440) 
p ¼ 0.048, p* = 0.051 

2907 (401) 
p ¼ 0.043, p* ¼ 0.046 

2747 (382) 
p ¼ 0.036, p* ¼ 0.039 

β = 30◦ 3156 (396) 
p = 0.079, p* = 0.083 

2947 (335) 
p ¼ 0.042, p* ¼ 0.044 

2809 (338) 
p = 0.051, p* = 0.055 

2734 (330) 
p = 0.0504, p* = 0.054 

H-M α = 0◦ α = 10◦ α = 20◦ α = 30◦

β = 0◦ 4029 (838) 
p = 0.663, p* = 0.973 

3351 (633) 
p = 0.401, p* = 0.701 

2950 (508) 
p = 0.297, p* = 0.540 

2724 (439) 
p = 0.326, p* = 0.599 

β = 15◦ 3379 (660) 
p = 0.907, p* = 0.551 

2952 (584) 
p = 0.684, p* = 0.838 

2760 (534) 
p = 0.414, p* = 0.765 

2628 (475) 
p = 0.308, p* = 0.590 

β = 30◦ 2937 (518) 
p = 0.839, p* = 0.637 

2743 (520) 
p = 0.711, p* = 0.752 

2631 (542) 
p = 0.671, p* = 0.791 

2568 (522) 
p = 0.614, p* = 0.877 

R-I α = 0◦ α = 10◦ α = 20◦ α = 30◦

β = 0◦ 4387 (783) 
p = 0.053, p* ¼ 0.002 

3624 (643) 
p ¼ 0.025, p* < 0.001 

3190 (548) 
p ¼ 0.015, p* < 0.001 

3004 (482) 
p ¼ 0.006, p* < 0.001 

β = 15◦ 3780 (607) 
p ¼ 0.048, p* ¼ 0.001 

3258 (524) 
p ¼ 0.034, p* < 0.001 

2986 (471) 
p ¼ 0.023, p* < 0.001 

2860 (451) 
p ¼ 0.01, p* < 0.001 

β = 30◦ 3277 (425) 
p ¼ 0.021, p* < 0.001 

3014 (392) 
p ¼ 0.024, p* < 0.001 

2894 (395) 
p ¼ 0.022, p* < 0.001 

2807 (388) 
p ¼ 0.026, p* < 0.001 

R-NI α = 0◦ α = 10◦ α = 20◦ α = 30◦

β = 0◦ 4133 (630) 
p = 0.267, p* = 0.844 

3390 (511) 
p = 0.205, p* = 0.896 

2936 (451) 
p = 0.270, p* = 0.931 

2699 (393) 
p = 0.356, p* = 0.743 

β = 15◦ 3610 (634) 
p = 0.217, p* = 0.795 

3111 (519) 
p = 0.165, p* = 0.716 

2826 (443) 
p = 0.160, p* = 0.749 

2682 (417) 
p = 0.125, p* = 0.699 

β = 30◦ 3033 (500) 
p = 0.422, p* = 0.935 

2835 (474) 
p = 0.316, p* = 0.955 

2728 (464) 
p = 0.254, p* = 0.871 

2669 (463) 
p = 0.218, p* = 0.813 

Control α = 0◦ α = 10◦ α = 20◦ α = 30◦

β = 0◦ 3902 (709) 3176 (544) 2776 (470) 2583 (427) 
β = 15◦ 3360 (644) 2877 (564) 2622 (502) 2474 (444) 
β = 30◦ 2905 (494) 2683 (465) 2558 (477) 2487 (485) 

Statistically significant p values (p < 0.05) based on ANOVA and ANCOVA are shown in bold. 
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fracture loads, but the age did not (r = 0.02, p = 0.76). Also, the 
assumption of homogeneity of regression slopes was violated for age and 
height. Given these, BW and LM were used separately as the covariate in 
ANCOVA. Percentage differences in the fracture load between each ex-
ercise loading group and the control group (relative differences in bone 
strength) were calculated for each fall configuration by taking anti-log of 
unadjusted, BW-adjusted, and LM-adjusted mean fracture loads. 

For the secondary objective, the differences in the MFS between each 
exercise loading group and the control group were also estimated by the 
ANOVA and ANCOVA using BW or LM as the covariate. The percentage 
difference was calculated similarly. A p-value of less than 0.05 was 
considered statistically significant. 

3. Results 

3.1. Descriptive data of participants 

Group-wise descriptive data of age, height, weight, fat-%, lean body 
mass, and training histories characterized by the duration of competing 
career, the number of weekly training sessions, and weekly sport- 
specific training hours are presented in Table 1. The weekly mean 
training volume was at least three times higher among the athletic 
groups compared to the control group. 

3.2. Fracture load 

3.2.1. General trend and effect of fall angles 
Group-wise unadjusted mean (SD) fracture loads in each fall direc-

tion are presented in Table 2. In every group, the highest mean fracture 
loads were observed in the 0◦–0◦ direction. The lowest mean values were 
observed in the 30◦–30◦ direction in all groups except for the H-I and 

control groups where the lowest values were in the 30◦–15◦ direction. In 
general, when the angle α between the femoral shaft and the ground 
increased from 0◦ to 30◦, the mean fracture loads decreased by 32–35%, 
22–26%, and 12–15% at β = 0◦, 15◦, and 30◦, respectively among the six 
groups investigated. Similarly, when the hip internal rotation angle β 
increased from 0◦ to 30◦, the mean fracture loads decreased by 22–27%, 
12–18%, 6–11%, and 1–7% at α = 0◦, 10◦, 20◦, and 30◦, respectively. 
When both angles shifted from 0◦–0◦ to 30◦–30◦ fall direction, the mean 
fracture loads decreased by 34–36%. 

The above consistent reductions in the mean fracture load were 
indicated by the two-way repeated-measures ANOVA which showed 
significant interactions of α and β (p < 0.001) with fracture loads within 
each group. However, according to the split-plot ANOVA, the interac-
tion of α and/or β with the fracture loads did not differ statistically 
between the groups (p = 0.601, 0.507, and 0.151 for terms α*group, 
β*group, and α*β*group, respectively). However, the total mean fracture 
loads calculated by averaging the fracture loads from all 12 fall con-
figurations indicated a significant between-group difference (p = 0.033). 
Compared to the control group (mean ± SD: 2867 ± 500 N), the total 
mean fracture loads of H-I (3259 ± 388 N, p = 0.007), O-I (3146 ± 389 
N, p = 0.046), and R-I (3257 ± 485 N, p = 0.018) were significantly 
different while those of H-M (2971 ± 542 N, p = 0.541) and R-NI (3054 
± 471 N, p = 0.220) were not. 

3.2.2. Fall direction-wise fracture load 
The percentage differences in unadjusted and BW-adjusted mean 

fracture loads between each exercise loading group and the control 
group in each fall direction are shown in Fig. 3. Both unadjusted and 
BW-adjusted fracture loads in the H-I and R-I groups were significantly 
(p < 0.05) higher in all 12 fall directions compared to the control group, 
except for the near-significant difference for the unadjusted fracture 

Fig. 2. Boundary conditions of the FE model. The 
loading force was applied to the whole upper face of the 
head-protecting PMMA cap at defined angles while the 
restraining boundary condition was applied to the 
trochanter PMMA cap, prohibiting the movement in the 
direction of the force [53]. A 200 mm long aluminum 
pot was installed at 15–20 mm below the most pro-
jected part of the lesser trochanter of each proximal 
femur. A hinge-type restraining boundary condition was 
assigned to the distal face of the aluminum pot, allow-
ing nodes at the hinge-axis to freely rotate in the quasi- 
frontal plane whereas all other degrees of freedom were 
constrained. Young’s modulus of 70 GPa and 2 GPa 
were applied to aluminum pot and PMMA cup respec-
tively [53]. All materials were modeled with a 10- 
noded tetrahedral finite element and 2 mm element 
size was used for the entire proximal femur, the PMMA 
caps, and the boundary between the distal end of the 
proximal femur bone and the distal pot. The rest of the 
distal pot was modeled with 4 mm-sized element. Each 
proximal femur model, on average, had 194,000 ele-
ments and 292,000 nodes.   

Table 1 
Descriptive group characteristics.  

Group N Age (years) Height 
(cm) 

Weight 
(kg) 

Fat-% Lean body mass (kg) Competing 
career (years) 

Training sessions/week Sport-specific training hours/week 

H-I 19 22.3 (4.1) 174 (6) 60.2 (5.4) 20.0 (3.9) 45.9 (3.1) 10.1 (3.4) 6.7 (1.4) 11.5 (2.3) 
O-I 19 25.3 (6.7) 165 (8) 60.8 (8.3) 25.1 (5.9) 43.3 (4.2) 9.6 (4.8) 5.7 (1.4) 9.3 (2.7) 
H-M 17 27.5 (6.3) 158 (3) 63.3 (13.2) 27.9 (7.4) 43.2 (5.9) 8.0 (4.7) 5.8 (2.0) 9.1 (2.7) 
R-I 18 28.9 (5.6) 168 (5) 53.7 (3.4) 14.2 (3.6) 44.1 (3.1) 12.4 (6.7) 8.7 (2.1) 10.9 (3.4) 
R-NI 18 19.7 (2.4) 173 (5) 65.1 (5.6) 25.1 (5.5) 46.7 (3.5) 9.1 (2.6) 11.4 (2.0) 19.9 (4.5) 
Control 20 23.7 (3.8) 164 (5) 60.0 (7.4) 31.7 (5.8) 39.0 (4.2) � 2.8 (1.0) 2.8 (0.9) 

Mean and (SD). 
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load in the R-I group in the 0◦–0◦ direction (p = 0.053) (Table 2). The 
unadjusted and BW-adjusted percentage differences in the H-I group 
ranged from 11% to 17% compared to the control group (Fig. 3). 
Similarly, the unadjusted and BW-adjusted differences in the R-I group 
ranged from 13% to 16% and 22 to 28%, respectively (Fig. 3). 

The unadjusted and BW-adjusted fracture loads in the O-I group were 
significantly higher in five fall directions (10◦–0◦, 10◦–15◦, 10◦–30◦, 
20◦–15◦, and 30◦–15◦), except there was a near-significant (p = 0.051) 
difference for the BW-adjusted fracture load in the 10◦–15◦ direction, 
compared to the controls (Table 2). In these directions, the unadjusted 
and BW-adjusted percentage differences in the O-I group ranged from 
11% to 12% and 10% to 11%, respectively (Fig. 3). In the rest of the fall 
directions in the O-I group, there were trends (p ≤ 0.1) for 9% to 11% 
higher unadjusted and BW-adjusted fracture load (Table 2 and Fig. 3). 

The mean fracture loads in the H-M and R-NI groups did not differ 
significantly from the controls in any fall direction (Table 2). Compared 
to the control group, the unadjusted and BW-adjusted percentage dif-
ferences in the H-M group ranged from 1% to 6% and � 3% to 3% 
throughout the 12 fall directions, respectively (Fig. 3). Those in the R-NI 
group ranged from 5% to 9% and � 2 to 2%, respectively (Fig. 3). 

In contrast, once adjusted for LM, none of the exercise loading groups 
had significantly higher fracture loads in any fall direction compared to 

the control group (p > 0.05). Respective LM-adjusted percentage dif-
ferences in each exercise loading group ranged in the 12 fall configu-
ration as follows: H-I, from 0% to 5%, p > 0.42; O-I, from 2% to 6%, p >
0.35; H-M, from �8% to �1%, p > 0.16; R-I, from 0% to 4%, p > 0.53; 
and R-NI, from �10% to �6%, p > 0.15. Exact values of the unadjusted, 
BW-adjusted, and LM-adjusted percentage differences with 95% CI in all 
exercise loading groups compared to controls are given in the Supple-
mentary data (Table A-1). 

3.2.3. Minimum fall strength (MFS) 
The occurrence of MFS in each fall configuration is shown in Table 3. 

The MFSs occurred only when either or both of the fall angles α and β 
were the greatest: 1 in the 10◦–30◦, 13 in the 20◦–30◦, 23 in the 30◦–0◦, 
34 in the 30◦–15◦, 40 cases in the 30◦–30◦. 

Group-wise unadjusted mean (SD) MFSs and the percentage differ-
ences in the unadjusted, BW-adjusted, and LM-adjusted mean MFSs 
between each exercise loading group and the control group are pre-
sented in Table 4. Compared to the control group, the unadjusted MFSs 
in the H-I, O-I, and R-I groups were significantly (p < 0.05) 15%, 11%, 
and 14% higher while their BW-adjusted MFSs were significantly 15%, 
11%, and 26% higher, respectively (Table 4). The unadjusted and BW- 
adjusted MFSs in the H-M and R-NI groups did not significantly differ 

Table 2 
Unadjusted mean (SD) estimated fracture load (in N) and p values from ANOVA and ANCOVA (only BW-adjusted). A p value in each cell is the one from ANOVA 
(unadjusted) while a p* is the one from ANCOVA (BW-adjusted). The p values from ANCOVA with LM as the covariate are not included in this table since they are all 
nonsignificant (p > 0.15).  

H-I α = 0◦ α = 10◦ α = 20◦ α = 30◦

β = 0◦ 4311 (565) 
p ¼ 0.044, p* ¼ 0.031 

3551 (423) 
p ¼ 0.018, p* ¼ 0.009 

3141 (352) 
p ¼ 0.008, p* ¼ 0.003 

2951 (332) 
p ¼ 0.004, p* ¼ 0.001 

β = 15◦ 3803 (512) 
p ¼ 0.018, p* ¼ 0.010 

3268 (410) 
p = 0.013, p* ¼ 0.007 

2995 (374) 
p ¼ 0.009, p* ¼ 0.005 

2826 (357) 
p ¼ 0.007, p* ¼ 0.004 

β = 30◦ 3356 (415) 
p ¼ 0.003, p* ¼ 0.002 

3112 (424) 
p ¼ 0.004, p* ¼ 0.002 

2944 (425) 
p ¼ 0.009, p* ¼ 0.006 

2855 (420) 
p ¼ 0.012, p* ¼ 0.009 

O-I α = 0◦ α = 10◦ α = 20◦ α = 30◦

β = 0◦ 4253 (612) 
p = 0.09, p* = 0.10 

3507 (481) 
p ¼ 0.045, p* ¼ 0.047 

3017 (389) 
p = 0.074, p* = 0.076 

2816 (388) 
p = 0.07, p* = 0.071 

β = 15◦ 3673 (437) 
p = 0.065, p* = 0.068 

3189 (440) 
p ¼ 0.048, p* = 0.051 

2907 (401) 
p ¼ 0.043, p* ¼ 0.046 

2747 (382) 
p ¼ 0.036, p* ¼ 0.039 

β = 30◦ 3156 (396) 
p = 0.079, p* = 0.083 

2947 (335) 
p ¼ 0.042, p* ¼ 0.044 

2809 (338) 
p = 0.051, p* = 0.055 

2734 (330) 
p = 0.0504, p* = 0.054 

H-M α = 0◦ α = 10◦ α = 20◦ α = 30◦

β = 0◦ 4029 (838) 
p = 0.663, p* = 0.973 

3351 (633) 
p = 0.401, p* = 0.701 

2950 (508) 
p = 0.297, p* = 0.540 

2724 (439) 
p = 0.326, p* = 0.599 

β = 15◦ 3379 (660) 
p = 0.907, p* = 0.551 

2952 (584) 
p = 0.684, p* = 0.838 

2760 (534) 
p = 0.414, p* = 0.765 

2628 (475) 
p = 0.308, p* = 0.590 

β = 30◦ 2937 (518) 
p = 0.839, p* = 0.637 

2743 (520) 
p = 0.711, p* = 0.752 

2631 (542) 
p = 0.671, p* = 0.791 

2568 (522) 
p = 0.614, p* = 0.877 

R-I α = 0◦ α = 10◦ α = 20◦ α = 30◦

β = 0◦ 4387 (783) 
p = 0.053, p* ¼ 0.002 

3624 (643) 
p ¼ 0.025, p* < 0.001 

3190 (548) 
p ¼ 0.015, p* < 0.001 

3004 (482) 
p ¼ 0.006, p* < 0.001 

β = 15◦ 3780 (607) 
p ¼ 0.048, p* ¼ 0.001 

3258 (524) 
p ¼ 0.034, p* < 0.001 

2986 (471) 
p ¼ 0.023, p* < 0.001 

2860 (451) 
p ¼ 0.01, p* < 0.001 

β = 30◦ 3277 (425) 
p ¼ 0.021, p* < 0.001 

3014 (392) 
p ¼ 0.024, p* < 0.001 

2894 (395) 
p ¼ 0.022, p* < 0.001 

2807 (388) 
p ¼ 0.026, p* < 0.001 

R-NI α = 0◦ α = 10◦ α = 20◦ α = 30◦

β = 0◦ 4133 (630) 
p = 0.267, p* = 0.844 

3390 (511) 
p = 0.205, p* = 0.896 

2936 (451) 
p = 0.270, p* = 0.931 

2699 (393) 
p = 0.356, p* = 0.743 

β = 15◦ 3610 (634) 
p = 0.217, p* = 0.795 

3111 (519) 
p = 0.165, p* = 0.716 

2826 (443) 
p = 0.160, p* = 0.749 

2682 (417) 
p = 0.125, p* = 0.699 

β = 30◦ 3033 (500) 
p = 0.422, p* = 0.935 

2835 (474) 
p = 0.316, p* = 0.955 

2728 (464) 
p = 0.254, p* = 0.871 

2669 (463) 
p = 0.218, p* = 0.813 

Control α = 0◦ α = 10◦ α = 20◦ α = 30◦

β = 0◦ 3902 (709) 3176 (544) 2776 (470) 2583 (427) 
β = 15◦ 3360 (644) 2877 (564) 2622 (502) 2474 (444) 
β = 30◦ 2905 (494) 2683 (465) 2558 (477) 2487 (485) 

Statistically significant p values (p < 0.05) based on ANOVA and ANCOVA are shown in bold. 

S. Abe et al.                                                                                                                                                                                                                                      



Bone 158 (2022) 116351

6

from the control group. Lastly, none of the exercise loading groups had 
significantly different LM-adjusted MFS compared to the controls 
(Table 4). 

4. Discussion 

In the present study, we elaborated whether the higher bone strength 
in athletes attributed to specific exercise loading history persisted 
regardless of the fall direction. This analysis was performed by simu-
lating proximal femur FE models of 91 female athletes, representing 
several distinct exercise loading types, and their 20 controls in multiple 
fall directions and estimated the corresponding fracture loads. The fall 
directions were associated with the fracture loads in all groups. Overall, 
the fracture loads decreased by 12–35% as the tilt angle (α) of the 
femoral shaft increased from 0◦ to 30◦, 1–27% as the hip internal rota-
tion angle (β) increased from 0◦ to 30◦, and 34–36% as both angles 
increased from 0◦ to 30◦. These trends are in line with previous exper-
imental [32] and FE modeling studies of the multiple fall configurations 
[33–36]. However, it is noted that the two FE studies [35,36] reported 
slightly different decreases in the fracture load due to changes in α or β 
alone and both of them; respective decreases were 4–12%, 14–20%, and 
24% [35], and 33–36%, 7–15%, and 38% [36]. The exact reasons 
behind these discrepancies remain unknown. However, we speculate 
that they were likely due to young and athletic participants of the pre-
sent study and methodological differences in the FE models (e.g., the use 
of homogeneous material property assignment and different distal 

Fig. 3. Unadjusted and BW-adjusted mean percentage (%) differences in the fracture loads of exercise loading groups compared to the control group. Vertical axis in 
each surface plot shows % difference. 

Table 3 
The number of MFS observed in each falling configuration. The column for α =
0◦ is omitted since there was no MFSs observed in that direction. 
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constraining conditions). Altogether, these findings suggest that hip 
fracture risk increases if the fall impact is imposed on a more superior 
aspect (reflected by a greater α angle) and/or more posterolateral aspect 
(reflected by a greater β angle) than the lateral aspect (e.g., 0◦–0◦ con-
dition) of the greater trochanter. In fact, a recent cohort study of video- 
captured falls of over 600 elderly persons demonstrated that 77% (23 
out of 30 cases) of the fall-induced hip fractures were sustained when the 
impact was imposed on the posterolateral aspect while 13% of hip 
fractures occurred when the impact was imposed on the lateral aspect 
[55]. 

A particularly important finding in the present study, based on the 
fall direction-wise fracture loads, was that the mean fracture loads in the 
H-I and R-I groups were significantly higher (11–17% and 22–28%, 
respectively) compared to the control group regardless of the fall di-
rection. In contrast, the mean fracture loads in the O-I group were 
significantly higher (10–11%) in fewer fall directions. These results 
suggest that the higher bone strength against the hip fracture risk 
associated with H-I and the R-I exercise loading types seems robust 
regardless of fall direction whereas the benefit attributed to O-I exercise 
loading appears more modest and specific to the fall direction. 

The aforementioned benefits in the H-I, O-I, and R-I groups were 
further confirmed by the significantly higher MFSs (15%, 11%, and 
26%, respectively) compared to the control group. Importantly, Falci-
nelli et al. [35] and Qasim et al. [40] found that MFS from the multiple 
fall conditions can predict the hip fracture risk slightly more accurately 
than a single direction-load (e.g., 10◦–15◦), aBMD (femoral neck, 
trochanteric, and total femur), and FRAX: areas under the curve (AUC) 
in the receiver operating characteristics for these variables were 
0.79–0.88, 0.77, 0.73–0.79, and 0.69, respectively. This highlights the 
importance of not only simulating multiple fall directions but also 
analyzing the minimum fall strength among them. It is important to note 
that the group-wise mean MFSs ranged from 2425 N to 2761 N in the 
present study (Table 4) which were quite comparable to those 
(2060–2729 N) observed in another multiple fall FE study by Altai et al. 
[36] and the two above-mentioned FE studies [35,40]. 

The analysis of the fall direction-wise fracture loads suggest that the 
weakest fall orientation of the proximal femur takes place when both of 
the α and β angles reach their maximum (30◦–30◦). The highest 36% 
occurrence of MFSs (40 out 111 cases, Table 3) corresponded to this 
orientation similar to previous studies employing the multiple fall con-
ditions [35,40]. However, it is noted that the occurrence of MFS in the 
other studies was more widespread among the fall directions including 
even the lateral fall direction (0◦–0◦) [35,40], whereas the present 
occurrence of MFSs was more concentrated on the greatest values of 
either or both α and β. We hypothesize again that this discrepancy can be 
attributed to the differences in characteristics of participants and 
methodologies between studies. 

One interesting observation in the present study is that the benefits 

observed in unadjusted and BW-adjusted higher fracture loads among 
the specific exercise loading groups disappeared once controlled for LM. 
According to bone’s functional adaptation [2,3], the bone adapts to the 
prevalent mechanical environment, which does not exclude the contri-
bution from the fat mass. It is the body weight that largely determines 
the magnitude of mechanical loading. The mechanical environment of 
bone comprises the gravitational ground reaction forces both in static (e. 
g., lying, sitting, and standing) and dynamic situations (e.g., daily 
physical activities such as walking, stair ambulation and sport-specific 
exercises such as running and jumping) as well as the internal muscle 
contraction forces [56]. LM can be used as a proxy for muscle mass and 
also muscle forces. However, the muscle mass does not necessarily 
equate with the actual maximal muscle forces employed in specific dy-
namic performances. High muscle force largely results from vigorous, 
long-term physical training that improves specific muscle performance 
via increased muscle mass and cross-sectional area, and/or enhanced 
neuromuscular networks [57]. Nonetheless, controlling the bone 
strength for muscle force (or its proxy LM) may eliminate the anabolic 
effect of exercise training on the bone that was the focus of the present 
study. The present study demonstrated this while pinpointing the 
importance of selecting the reasonable covariate for the research ques-
tions. In this respect, BW is a reasonable covariate as it takes into ac-
count both the person's body size and the loading caused by habitual 
weight-bearing physical activities and related ground reaction forces 
[56]. 

The present beneficial observations in the H-I, O-I, and R-I groups are 
likely attributed to exercise-induced structural adaptation in the cortical 
bone. Based on our previous study of the same proximal femur data [29], 
the femoral neck in the H-I group has ~10% thicker superior cortex, 
~20% thicker anterior and posterior cortex, and notably 60% thicker 
weight-bearing inferior cortex compared to the controls while the O-I 
group has consistently 15–20% thicker cortical bone around the femoral 
neck. Compared to O-I exercise loading, a remarkable adaptation 
inherent to H-I exercise loading is ~60% thicker cortex in the weight- 
bearing inferior femoral neck compared to the controls [29]. Finding 
an effective exercise to load and strengthen the fracture-prone supero-
lateral femoral neck has been the primary focus in previous studies 
[29,58–63]. However, should this be difficult, the importance of thick-
ening the inferior cortex ought not to be underestimated. From an en-
gineering perspective, thickening the inferior cortex would lead to an 
inferior shift of the neutral axis of the femoral neck in bending. Such a 
shift increases the bone cross-sectional area above the axis where 
compressive force is applied in the sideways fall situation, and thus 
decreases the magnitude of load (stress or strain) at the superior femoral 
neck. This was also suggested in a recent proximal femur FE modeling 
study of young adult male athletes by Warden et al. [58]. However, it is 
also noted that the neutral axis is also a function of the loading direction. 
Besides, the contribution of even a small amount of bone to fracture 

Table 4 
Minimum fall strength (MFS) – unadjusted mean (SD) MFS (in N) and percentage differences in unadjusted, BW-, or LM-adjusted mean MFSs between each exercise 
group and the control group with 95CI.  

Group MFS 
mean (SD) 

Unadjusted p BW-adjusted p LM-adjusted p 

% diff % diff %diff 

H-I 2761 (366) 14.9 
(3.4 to 27.6) 

0.011 14.5 
(3.9 to 26.2) 

0.007 3.1 
(�10.0 to 18.2) 

0.652 

O-I 2674 (346) 11.3 
(0.2 to 23.5) 

0.046 10.6 
(0.1 to 22.1) 

0.048 4.3 
(�6.5 to 16.4) 

0.440 

H-M 2527 (465) 4.4 
(�7.7 to 18.1) 

0.484 0.6 
(�8.9 to 11.1) 

0.900 �3.9 
(�14.2 to 7.7) 

0.486 

R-I 2752 (371) 14.4 
(2.5 to 27.6) 

0.018 25.9 
(13.2 to 40.1) 

<0.001 1.4 
(�9.6 to 13.8) 

0.804 

R-NI 2576 (381) 7.0 
(�4.3 to 19.6) 

0.229 0.7 
(�9.6 to 12.3) 

0.891 �7.3 
(�19.8 to 7.2) 

0.298 

Control 2425 (452) – – – – – – 

Statistically significant p values (p < 0.05) based on ANOVA and ANCOVA are shown in bold. 
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from the control group. Lastly, none of the exercise loading groups had 
significantly different LM-adjusted MFS compared to the controls 
(Table 4). 

4. Discussion 

In the present study, we elaborated whether the higher bone strength 
in athletes attributed to specific exercise loading history persisted 
regardless of the fall direction. This analysis was performed by simu-
lating proximal femur FE models of 91 female athletes, representing 
several distinct exercise loading types, and their 20 controls in multiple 
fall directions and estimated the corresponding fracture loads. The fall 
directions were associated with the fracture loads in all groups. Overall, 
the fracture loads decreased by 12–35% as the tilt angle (α) of the 
femoral shaft increased from 0◦ to 30◦, 1–27% as the hip internal rota-
tion angle (β) increased from 0◦ to 30◦, and 34–36% as both angles 
increased from 0◦ to 30◦. These trends are in line with previous exper-
imental [32] and FE modeling studies of the multiple fall configurations 
[33–36]. However, it is noted that the two FE studies [35,36] reported 
slightly different decreases in the fracture load due to changes in α or β 
alone and both of them; respective decreases were 4–12%, 14–20%, and 
24% [35], and 33–36%, 7–15%, and 38% [36]. The exact reasons 
behind these discrepancies remain unknown. However, we speculate 
that they were likely due to young and athletic participants of the pre-
sent study and methodological differences in the FE models (e.g., the use 
of homogeneous material property assignment and different distal 

Fig. 3. Unadjusted and BW-adjusted mean percentage (%) differences in the fracture loads of exercise loading groups compared to the control group. Vertical axis in 
each surface plot shows % difference. 

Table 3 
The number of MFS observed in each falling configuration. The column for α =
0◦ is omitted since there was no MFSs observed in that direction. 
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constraining conditions). Altogether, these findings suggest that hip 
fracture risk increases if the fall impact is imposed on a more superior 
aspect (reflected by a greater α angle) and/or more posterolateral aspect 
(reflected by a greater β angle) than the lateral aspect (e.g., 0◦–0◦ con-
dition) of the greater trochanter. In fact, a recent cohort study of video- 
captured falls of over 600 elderly persons demonstrated that 77% (23 
out of 30 cases) of the fall-induced hip fractures were sustained when the 
impact was imposed on the posterolateral aspect while 13% of hip 
fractures occurred when the impact was imposed on the lateral aspect 
[55]. 

A particularly important finding in the present study, based on the 
fall direction-wise fracture loads, was that the mean fracture loads in the 
H-I and R-I groups were significantly higher (11–17% and 22–28%, 
respectively) compared to the control group regardless of the fall di-
rection. In contrast, the mean fracture loads in the O-I group were 
significantly higher (10–11%) in fewer fall directions. These results 
suggest that the higher bone strength against the hip fracture risk 
associated with H-I and the R-I exercise loading types seems robust 
regardless of fall direction whereas the benefit attributed to O-I exercise 
loading appears more modest and specific to the fall direction. 

The aforementioned benefits in the H-I, O-I, and R-I groups were 
further confirmed by the significantly higher MFSs (15%, 11%, and 
26%, respectively) compared to the control group. Importantly, Falci-
nelli et al. [35] and Qasim et al. [40] found that MFS from the multiple 
fall conditions can predict the hip fracture risk slightly more accurately 
than a single direction-load (e.g., 10◦–15◦), aBMD (femoral neck, 
trochanteric, and total femur), and FRAX: areas under the curve (AUC) 
in the receiver operating characteristics for these variables were 
0.79–0.88, 0.77, 0.73–0.79, and 0.69, respectively. This highlights the 
importance of not only simulating multiple fall directions but also 
analyzing the minimum fall strength among them. It is important to note 
that the group-wise mean MFSs ranged from 2425 N to 2761 N in the 
present study (Table 4) which were quite comparable to those 
(2060–2729 N) observed in another multiple fall FE study by Altai et al. 
[36] and the two above-mentioned FE studies [35,40]. 

The analysis of the fall direction-wise fracture loads suggest that the 
weakest fall orientation of the proximal femur takes place when both of 
the α and β angles reach their maximum (30◦–30◦). The highest 36% 
occurrence of MFSs (40 out 111 cases, Table 3) corresponded to this 
orientation similar to previous studies employing the multiple fall con-
ditions [35,40]. However, it is noted that the occurrence of MFS in the 
other studies was more widespread among the fall directions including 
even the lateral fall direction (0◦–0◦) [35,40], whereas the present 
occurrence of MFSs was more concentrated on the greatest values of 
either or both α and β. We hypothesize again that this discrepancy can be 
attributed to the differences in characteristics of participants and 
methodologies between studies. 

One interesting observation in the present study is that the benefits 

observed in unadjusted and BW-adjusted higher fracture loads among 
the specific exercise loading groups disappeared once controlled for LM. 
According to bone’s functional adaptation [2,3], the bone adapts to the 
prevalent mechanical environment, which does not exclude the contri-
bution from the fat mass. It is the body weight that largely determines 
the magnitude of mechanical loading. The mechanical environment of 
bone comprises the gravitational ground reaction forces both in static (e. 
g., lying, sitting, and standing) and dynamic situations (e.g., daily 
physical activities such as walking, stair ambulation and sport-specific 
exercises such as running and jumping) as well as the internal muscle 
contraction forces [56]. LM can be used as a proxy for muscle mass and 
also muscle forces. However, the muscle mass does not necessarily 
equate with the actual maximal muscle forces employed in specific dy-
namic performances. High muscle force largely results from vigorous, 
long-term physical training that improves specific muscle performance 
via increased muscle mass and cross-sectional area, and/or enhanced 
neuromuscular networks [57]. Nonetheless, controlling the bone 
strength for muscle force (or its proxy LM) may eliminate the anabolic 
effect of exercise training on the bone that was the focus of the present 
study. The present study demonstrated this while pinpointing the 
importance of selecting the reasonable covariate for the research ques-
tions. In this respect, BW is a reasonable covariate as it takes into ac-
count both the person's body size and the loading caused by habitual 
weight-bearing physical activities and related ground reaction forces 
[56]. 

The present beneficial observations in the H-I, O-I, and R-I groups are 
likely attributed to exercise-induced structural adaptation in the cortical 
bone. Based on our previous study of the same proximal femur data [29], 
the femoral neck in the H-I group has ~10% thicker superior cortex, 
~20% thicker anterior and posterior cortex, and notably 60% thicker 
weight-bearing inferior cortex compared to the controls while the O-I 
group has consistently 15–20% thicker cortical bone around the femoral 
neck. Compared to O-I exercise loading, a remarkable adaptation 
inherent to H-I exercise loading is ~60% thicker cortex in the weight- 
bearing inferior femoral neck compared to the controls [29]. Finding 
an effective exercise to load and strengthen the fracture-prone supero-
lateral femoral neck has been the primary focus in previous studies 
[29,58–63]. However, should this be difficult, the importance of thick-
ening the inferior cortex ought not to be underestimated. From an en-
gineering perspective, thickening the inferior cortex would lead to an 
inferior shift of the neutral axis of the femoral neck in bending. Such a 
shift increases the bone cross-sectional area above the axis where 
compressive force is applied in the sideways fall situation, and thus 
decreases the magnitude of load (stress or strain) at the superior femoral 
neck. This was also suggested in a recent proximal femur FE modeling 
study of young adult male athletes by Warden et al. [58]. However, it is 
also noted that the neutral axis is also a function of the loading direction. 
Besides, the contribution of even a small amount of bone to fracture 

Table 4 
Minimum fall strength (MFS) – unadjusted mean (SD) MFS (in N) and percentage differences in unadjusted, BW-, or LM-adjusted mean MFSs between each exercise 
group and the control group with 95CI.  

Group MFS 
mean (SD) 

Unadjusted p BW-adjusted p LM-adjusted p 

% diff % diff %diff 

H-I 2761 (366) 14.9 
(3.4 to 27.6) 

0.011 14.5 
(3.9 to 26.2) 

0.007 3.1 
(�10.0 to 18.2) 

0.652 

O-I 2674 (346) 11.3 
(0.2 to 23.5) 

0.046 10.6 
(0.1 to 22.1) 

0.048 4.3 
(�6.5 to 16.4) 

0.440 

H-M 2527 (465) 4.4 
(�7.7 to 18.1) 

0.484 0.6 
(�8.9 to 11.1) 

0.900 �3.9 
(�14.2 to 7.7) 

0.486 

R-I 2752 (371) 14.4 
(2.5 to 27.6) 

0.018 25.9 
(13.2 to 40.1) 

<0.001 1.4 
(�9.6 to 13.8) 

0.804 

R-NI 2576 (381) 7.0 
(�4.3 to 19.6) 

0.229 0.7 
(�9.6 to 12.3) 

0.891 �7.3 
(�19.8 to 7.2) 

0.298 

Control 2425 (452) – – – – – – 

Statistically significant p values (p < 0.05) based on ANOVA and ANCOVA are shown in bold. 
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prevention is greater if the bone accrual occurs at the structurally 
weakest location in terms of a typical fall direction. Elderly people 
typically display modest osteogenic responses to exercise training, and 
then adding even a small amount of bone at the critical location of the 
proximal femur may reduce the risk of hip fracture. In fact, in a 12- 
month exercise RCT of older males aged 70 years, Allison et al. [60] 
reported that daily multidirectional moderate impact hopping exercise, 
generating impact magnitudes of about 3 BW, resulted in regional bone 
accrual also at the fracture-prone superolateral cortex. Nonetheless, 
whether such a regional adaptation at the femoral neck would 
contribute to the fracture prevention remains speculative and calls for a 
further study examining, e.g., whether thickening inferior cortex can 
compensate for superior cortex thinning and its effect on the fracture 
load. 

The higher femoral strength attributed to H-I or moderate impact 
exercise loadings has also been reported in recent studies of young male 
and female athletes by Warden et al. and Fuchs et al. [58,63]. Warden 
et al. [58] reported that the FE-estimated bone strength in the male 
jumpers, representing H-I exercise loading, was significantly higher in 
the sideways fall situation compared to the matched controls, similar to 
the present results of female athletes. Fuchs et al. [63] also demon-
strated that female softball pitchers exhibited 11% dominant-to- 
nondominant leg side differences in the FE-estimated yield strength in 
the sideways fall. The softball pitching imposes an asymmetric loading 
such that the dominant leg, the contralateral side to their throwing arm, 
experiences more impact-generating landing than the non-dominant leg. 
This finding further confirms the benefit of impact loading on the 
proximal femur strength. 

In contrast to the H-I and O-I groups, the R-I group did not show such 
regional cortical thickening of the femoral neck [29]. This indicates that 
the observed substantial benefit in the bone strength attributed to R-I 
exercise loading reflects other mechanical factors than the cortical 
thickness. The femoral neck cross-section in the R-I group appeared 
more circular [64], which provides a mechanically more robust struc-
ture in all directions compared to an oval-shaped bone. A recent study 
identified the femoral neck roundness as an important geometric factor 
among other geometrical parameters that determines its strength 
against fall-induced fracture [65]. Similarly, 1.3–1.5 times lower fall- 
induced stress was estimated in a more circular femoral neck cross- 
section of medieval people compared to the oval-shaped femoral neck 
of present-day, habitually more sedentary people [66]. The present BW- 
adjusted 22–28% higher fracture load in the R-I group complies closely 
with this estimation. However, these considerations are speculative and 
the apparent benefits in the proximal femur strength in the R-I group 
warrant further investigation. 

No benefit in bone strength was observed in the H-M and R-NI groups 
in any fall direction. Likewise, their MFSs were not any higher than the 
controls. These findings most likely reflect the lack of beneficial struc-
tural adaptations in the proximal femora of these groups [24,29]. 

Exploring the loading characteristics of the five distinct exercise 
loading types in the present study may help identify essential compo-
nents that underlie loading-specific beneficial adaptations in the prox-
imal femur. Peak ground reaction forces (GRF expressed in BW) and 
estimated maximum loading rates (BW s−1) are 12–20 BW and 400–480 
BW s−1 for H-I [67,68]; 2.5–3.5 BW and 20–180 BW s−1 for O-I 
[59,69–71]; and 2–2.5 BW and 60–150 BW s−1 for R-I loadings [72–74]. 
Despite slightly lower GRFs and loading rates in O-I and R-I exercise 
loading compared to H-I exercise loading, the O-I and R-I exercises 
naturally have higher loading frequencies. A large number of repetitive 
movements and high muscle activity are also involved in swimming. 
However, the magnitude of mechanical loads is substantially lower in 
water due to its buoyancy, making it an aquatic hypo-gravitational 
environment. Some impact in swimming may occur during the push- 
off phase of turning against the pool wall, but its reaction force and 
loading rate are essentially smaller (<1.5 BW, and <10 BW s−1 

respectively) [75,76]. Despite the extreme weights lifted, the peak GRF 

in the H-M exercise (e.g. a squat and deadlift) is comparable (2–3 times 
BW) [77] to those in the O-I and R-I exercises. Besides, due to the nature 
of H-M exercises (inherent slow movement and the low number of 
repetitions), the loading rate (5–6 BW s−1) as well as the loading fre-
quency remain marginal compared to the impact exercises [77]. Overall, 
the moderate-to-high GRF alone may not be sufficient but it needs to be 
applied at a high loading rate or frequency to trigger the beneficial 
structural adaptations within the cortical bone of the proximal femur. 
These considerations are essentially in line with observations from 
previous animal experimental studies [3,9]. 

Information on exercise-specific GRFs and loading rates may not be 
sufficient to characterize effective exercises since they convey infor-
mation about loading only at the ground level, but do not necessarily tell 
how much loading is actually transferred to the hip joint and proximal 
femur. Recent musculoskeletal modeling studies with the FE analyses 
have evaluated hip contact force (HCF) and femoral neck strain during 
various movements [61,62,78,79]. Compared to the HCF (4–5 BW) in 
walking at 4 km/h, unilateral vertical hopping and running at 6–12 km/ 
h induced substantially higher HCFs: 7.5 BW and 6–10 BW, respectively 
[62,78]. In contrast, hip resistance training (abduction, adduction, 
flexion, and extension exercises) at 40–80% of 1 repetition maximum 
(RM) induced similar or even smaller HCFs than that in walking [62]. 
These musculoskeletal modeling studies provide estimates of joint re-
action and muscle forces. However, caution is needed when interpreting 
these results mainly because of two reasons. First, calculations in the 
(inverse) kinematic analysis may amplify the noise present in the 
measured data and result in substantial errors in the estimated joint 
forces, especially in highly dynamic vigorous movements and sports 
performances involving maximum efforts and rapid accelerations or 
decelerations. Second, the estimation of muscle forces is mostly based on 
the optimization using energy minimization norms which most likely 
does not reflect the extreme performances inherent in sports. In fact, 
estimated muscle forces have not been validated [62]. 

According to classic Frost’s mechanostat theory [2] and bone 
remodeling theory by Huiskes et al. [80,81], the osteogenic adaptive 
bone response is triggered if the strain magnitude and/or strain energy 
exceeds the homeostatic threshold around 1500 με or by 75% respec-
tively. Pellikaan et al. [62] showed that, compared to walking at 4 km/h, 
unilateral vertical hopping and running at 7–9 km/h induced signifi-
cantly higher compressive and tensile strains at both the inferior and 
superior femoral neck, exceeding the homeostatic threshold. It is note-
worthy that the unilateral vertical hopping induced up to 7 times higher 
strain at the inferior femoral neck than walking. This may further 
explain the aforementioned ~60% thicker inferior femoral neck cortical 
bone in the H-I group [29]. Martelli et al. [79] demonstrated that uni-
lateral long jump and bilateral vertical jump can induce considerably 
high strain energy at the femoral neck exceeding homeostatic value by 
about 500% and 200%, respectively. However, it is noted that in these 
studies [62,79] dynamic loading activities were discretized into several 
time-instances, at each of which these estimates were obtained by static 
FE models. Therefore, future studies should consider dynamic FE models 
to include the relevant dynamic bone behavior such as strain-rate 
dependent viscoelasticity and a potential contribution of pore pressure 
[82,83]. The unilateral vertical hopping can be considered a moderate 
H-I exercise and/or a part of the O-I exercise excluding the multidirec-
tional components. Thus, these high HCFs, and femoral neck strain and 
energy induced by the jumping, hopping, and running exercises further 
support the effectiveness of impact exercises in triggering osteogenic 
adaptation within the proximal femur. 

Multidirectional O-I exercise has not been specifically analyzed in 
the previous musculoskeletal FE modeling studies [61,62,78,79]. We 
hypothesized that the O-I exercise can cause more uniform strain dis-
tribution across the femoral neck due to repeated impacts from varying 
directions within a short period of time. Thus, it may promote a more 
symmetric osteogenic adaptation around the femoral neck cortical bone, 
including the vulnerable superolateral femoral neck. However, the hip 
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contact forces and femoral neck strains during O-I exercise may be 
smaller than those in H-I and R-I exercises. Loads generated by ground 
impacts from unusual directions may be largely dissipated by the ac-
tivity of muscles that maintain the kinematic posture before reaching the 
hip joint. It is important to note that a recent review by Martelli et al. 
[84] analyzed the hip strains during different exercises assessed in 
musculoskeletal and FE modeling studies. They did not only confirm the 
anabolic osteogenic effect of moderate H-I exercises (e.g., vertical hop-
ping) on the proximal femur including the fracture-prone superolateral 
region of the femoral neck but also suggested that the multidirectional 
O-I exercises may also confer such a beneficial effect owing to its non- 
habitual strain patterns within the femoral neck, supporting thus our 
speculation. Therefore, this calls for future musculoskeletal FE modeling 
studies to include the multidirectional O-I exercise. Besides, considering 
the importance of the loading rate, an additional analysis on such in-
formation at the hip joint from these musculoskeletal FE modeling 
studies [61,62,78,79] may further elucidate the mechanism of exercise- 
induced osteogenic adaptation. 

The clinical relevance of present results should be interpreted with 
caution. Since our study was conducted in young adult females, the 
findings cannot be translated directly into the general or older popula-
tion. However, the efficacy of the H-I, O-I, and R-I impact exercises in 
inducing beneficial adaptation in the femoral neck has been confirmed 
in several meta-analyses of RCTs regardless of age, including pre- and 
postmenopausal females [85–87]. Nonetheless, the feasibility of impact 
exercises for the older population should be carefully considered. 
Despite clear benefits on bone, the H-I exercise generating extreme 
ground reaction forces (12–20 times BW) is too risky not only for older 
people but also for sedentary persons regardless of age. In contrast, the 
risk of musculoskeletal injuries is likely lower for the O-I and R-I exer-
cises due to more moderate impact magnitudes. Thus, these exercises 
can offer a safe and feasible option to increase or maintain the proximal 
femur strength. Moderate R-I exercises such as fast walking (6 km/h) 
and stair ambulation have been found to induce potentially osteogenic 
higher strain at the fracture-prone superior femoral neck compared to 
normal walking (4 km/h) [61,62,84]. Since these exercises are safe and 
require less effort than running, they can be easily implemented into 
habitual daily activities even in the elderly population. However, it 
should be noted that although a few meta-analyses of (R)CTs in post-
menopausal females have reported that walking or combined jogging 
with walking and stair ambulation can increase the femoral neck aBMD, 
the observed increases have remained too small to be of clinical signif-
icance concerning the reduction of hip fractures [87,88]. The potential 
of these moderate R-I exercises is likely limited in preserving bone mass 
and mitigating age-related bone fragility. Whether these moderate R-I 
exercises can decrease the hip fracture risk is yet unclear and calls 
further investigation including the effective intensity (walking speed) 
and volume of these exercises to prevent hip fractures. 

There are several limitations in the present study. First, the homoge-
neous material property assignment was used instead of density-based 
inhomogeneous material property assignment. The trabecular bone is a 
two-phased material comprising a mineralized bone tissue (solid phase), 
forming a highly porous three-dimensional lattice structure, and a fluid 
phase such as interstitial fluid and bone marrow, filling the interconnected 
pores. The apparent density due to the porosity is strongly related to me-
chanical properties of bone, including strength and modulus [89,90]. 
Ununiform distribution of apparent density and subsequent variation in the 
modulus within the proximal femur are typically implemented by inho-
mogeneous material property mapping technique in the previous QCT- 
based FE models [16,33–38,40,53,54,91,92]. However, this inhomoge-
neous material property assignment could not be realized in the present 
study due to the inherent limitation to the present MRI data. Nonetheless, 
the use of inhomogeneous material properties may have enhanced the 
model accuracy to some extent. However, considering that the present 
athletic groups have a higher proximal femur aBMD than their nonathlete 
peers [29], if the inhomogeneous material properties were applied in the 

present study, the between-group differences in the fracture load could 
have been higher. Moreover, the present controls were physically active 
and engaged in recreational exercise 2–3 times a week. Given this, the 
benefits observed in the exercise loading groups could have been higher if 
the comparisons were made against truly sedentary people. Although the 
use of QCT would have enabled us to include the inhomogeneous material 
property assignment through utilizing data on bone apparent density 
derived from the voxel-based Hounsfield unit, exposing fertile young adult 
females to ionizing X-ray radiation from QCT for non-diagnostic purposes 
would have been ethically unacceptable. 

Moreover, the trabecular elastic modulus of 1500 MPa employed in 
the present study may have been too low for young and athletic females. 
Nicks et al. [93] reported that the mean femoral neck trabecular volu-
metric BMD among 20–29 years old females was 0.268 g/cm3, which 
yields trabecular modulus of ~2600 MPa through the density-modulus 
relationship [53,90,94]. We have previously shown that the use of this 
high modulus would increase the estimated fracture loads by 10–15% 
[31], and thus in absolute terms, the present fracture loads were 
underestimated. However, the present study primarily aimed to eval-
uate the relative differences in the fracture load between groups. In our 
previous study [31], we also investigated the influence of varying 
cortical and trabecular moduli on relative between-group strengths and 
found only a negligible less than 3% effect by this variation. Therefore, 
the moduli adopted in the present study are conceivable to address the 
present research questions properly. 

Another major limitation of the present study pertains to MRI-based 
FE models not being validated by an experimental mechanical testing. 
However, Rajapakse et al. [95] recently validated their proximal femur 
MRI-based FE models including inhomogeneous material property 
assignment. They achieved a strong agreement between experimental 
fracture loads and FE-derived ones (r = 0.89 for yield load; r = 0.92 for 
failure load). The main differences between our and their studies pertain 
to the field strength (1.5 T vs. 3.0 T) and the spatial resolution (0.9 mm 
× 0.9 mm × 1 mm vs. 0.3 mm × 0.3 mm × 0.3 mm) of the MRI system 
used. Because of a better signal-to-noise ratio, 3.0 T MRI achieves a 
higher spatial resolution than 1.5 T MRI, resulting in clearer and more 
detailed images. Phan et al. [96] have reported better performance for 
3.0 T MRI in capturing the trabecular structure than the 1.5 T MRI. 
Based on the high-resolution pQCT data obtained from proximal femur 
ex vivo specimens from osteoporotic females aged from 67 to 94 years 
[97], Chang et al. [98] implied that it would be ideal if the resolution of 
imaging is comparable to the mean trabecular thickness varying site- 
specifically from 0.19 to 0.26 mm and the mean trabecular spacing 
varying from 0.67 mm to 0.98 mm. Among younger females aged from 
16 to 66 years, the trabecular thickness and separation are comparable 
being 0.15 mm and 0.75 mm on average, respectively [99]. Obviously, 
the resolution of our MRI data is larger than these numbers and not able 
to capture the actual porous trabecular structure. Accordingly, we 
considered the inhomogeneous material property assignment unrea-
sonable to our MRI-based FE-model. 

Due to the lack of validation of our MRI-based FE model, caution is 
needed when interpreting the results. However, our results were quite 
similar to those studies which employed either the same failure criterion 
or presented the yield strength. The group-wise mean fracture loads 
from the 12 fall directions ranged from 2474 N to 4311 N in the present 
study of young adult females. These values were slightly higher than the 
mean values in QCT-based FE studies of old persons aged over 60 years 
where either only single fall direction (10◦–15◦) or multiple fall di-
rections were simulated: 3099 N [53] in the 10◦–15◦ direction; 
2284–2995 N [35] and 1999–3227 N [36] in similar multiple fall con-
figurations to the present study. A slightly lower mean fracture load 
(2342 N) was also reported in a recent MRI-based FE study of old persons 
with a mean age of 76 years [95]. As discussed earlier, the present 
fracture load values were underestimated for the young athletic females 
because of the low elastic modulus (1500 MPa) for trabecular bone. A 
recent QCT-based FE study of young adult male long and high jumpers, 

S. Abe et al.                                                                                                                                                                                                                                      



Bone 158 (2022) 116351

8

prevention is greater if the bone accrual occurs at the structurally 
weakest location in terms of a typical fall direction. Elderly people 
typically display modest osteogenic responses to exercise training, and 
then adding even a small amount of bone at the critical location of the 
proximal femur may reduce the risk of hip fracture. In fact, in a 12- 
month exercise RCT of older males aged 70 years, Allison et al. [60] 
reported that daily multidirectional moderate impact hopping exercise, 
generating impact magnitudes of about 3 BW, resulted in regional bone 
accrual also at the fracture-prone superolateral cortex. Nonetheless, 
whether such a regional adaptation at the femoral neck would 
contribute to the fracture prevention remains speculative and calls for a 
further study examining, e.g., whether thickening inferior cortex can 
compensate for superior cortex thinning and its effect on the fracture 
load. 

The higher femoral strength attributed to H-I or moderate impact 
exercise loadings has also been reported in recent studies of young male 
and female athletes by Warden et al. and Fuchs et al. [58,63]. Warden 
et al. [58] reported that the FE-estimated bone strength in the male 
jumpers, representing H-I exercise loading, was significantly higher in 
the sideways fall situation compared to the matched controls, similar to 
the present results of female athletes. Fuchs et al. [63] also demon-
strated that female softball pitchers exhibited 11% dominant-to- 
nondominant leg side differences in the FE-estimated yield strength in 
the sideways fall. The softball pitching imposes an asymmetric loading 
such that the dominant leg, the contralateral side to their throwing arm, 
experiences more impact-generating landing than the non-dominant leg. 
This finding further confirms the benefit of impact loading on the 
proximal femur strength. 

In contrast to the H-I and O-I groups, the R-I group did not show such 
regional cortical thickening of the femoral neck [29]. This indicates that 
the observed substantial benefit in the bone strength attributed to R-I 
exercise loading reflects other mechanical factors than the cortical 
thickness. The femoral neck cross-section in the R-I group appeared 
more circular [64], which provides a mechanically more robust struc-
ture in all directions compared to an oval-shaped bone. A recent study 
identified the femoral neck roundness as an important geometric factor 
among other geometrical parameters that determines its strength 
against fall-induced fracture [65]. Similarly, 1.3–1.5 times lower fall- 
induced stress was estimated in a more circular femoral neck cross- 
section of medieval people compared to the oval-shaped femoral neck 
of present-day, habitually more sedentary people [66]. The present BW- 
adjusted 22–28% higher fracture load in the R-I group complies closely 
with this estimation. However, these considerations are speculative and 
the apparent benefits in the proximal femur strength in the R-I group 
warrant further investigation. 

No benefit in bone strength was observed in the H-M and R-NI groups 
in any fall direction. Likewise, their MFSs were not any higher than the 
controls. These findings most likely reflect the lack of beneficial struc-
tural adaptations in the proximal femora of these groups [24,29]. 

Exploring the loading characteristics of the five distinct exercise 
loading types in the present study may help identify essential compo-
nents that underlie loading-specific beneficial adaptations in the prox-
imal femur. Peak ground reaction forces (GRF expressed in BW) and 
estimated maximum loading rates (BW s−1) are 12–20 BW and 400–480 
BW s−1 for H-I [67,68]; 2.5–3.5 BW and 20–180 BW s−1 for O-I 
[59,69–71]; and 2–2.5 BW and 60–150 BW s−1 for R-I loadings [72–74]. 
Despite slightly lower GRFs and loading rates in O-I and R-I exercise 
loading compared to H-I exercise loading, the O-I and R-I exercises 
naturally have higher loading frequencies. A large number of repetitive 
movements and high muscle activity are also involved in swimming. 
However, the magnitude of mechanical loads is substantially lower in 
water due to its buoyancy, making it an aquatic hypo-gravitational 
environment. Some impact in swimming may occur during the push- 
off phase of turning against the pool wall, but its reaction force and 
loading rate are essentially smaller (<1.5 BW, and <10 BW s−1 

respectively) [75,76]. Despite the extreme weights lifted, the peak GRF 

in the H-M exercise (e.g. a squat and deadlift) is comparable (2–3 times 
BW) [77] to those in the O-I and R-I exercises. Besides, due to the nature 
of H-M exercises (inherent slow movement and the low number of 
repetitions), the loading rate (5–6 BW s−1) as well as the loading fre-
quency remain marginal compared to the impact exercises [77]. Overall, 
the moderate-to-high GRF alone may not be sufficient but it needs to be 
applied at a high loading rate or frequency to trigger the beneficial 
structural adaptations within the cortical bone of the proximal femur. 
These considerations are essentially in line with observations from 
previous animal experimental studies [3,9]. 

Information on exercise-specific GRFs and loading rates may not be 
sufficient to characterize effective exercises since they convey infor-
mation about loading only at the ground level, but do not necessarily tell 
how much loading is actually transferred to the hip joint and proximal 
femur. Recent musculoskeletal modeling studies with the FE analyses 
have evaluated hip contact force (HCF) and femoral neck strain during 
various movements [61,62,78,79]. Compared to the HCF (4–5 BW) in 
walking at 4 km/h, unilateral vertical hopping and running at 6–12 km/ 
h induced substantially higher HCFs: 7.5 BW and 6–10 BW, respectively 
[62,78]. In contrast, hip resistance training (abduction, adduction, 
flexion, and extension exercises) at 40–80% of 1 repetition maximum 
(RM) induced similar or even smaller HCFs than that in walking [62]. 
These musculoskeletal modeling studies provide estimates of joint re-
action and muscle forces. However, caution is needed when interpreting 
these results mainly because of two reasons. First, calculations in the 
(inverse) kinematic analysis may amplify the noise present in the 
measured data and result in substantial errors in the estimated joint 
forces, especially in highly dynamic vigorous movements and sports 
performances involving maximum efforts and rapid accelerations or 
decelerations. Second, the estimation of muscle forces is mostly based on 
the optimization using energy minimization norms which most likely 
does not reflect the extreme performances inherent in sports. In fact, 
estimated muscle forces have not been validated [62]. 

According to classic Frost’s mechanostat theory [2] and bone 
remodeling theory by Huiskes et al. [80,81], the osteogenic adaptive 
bone response is triggered if the strain magnitude and/or strain energy 
exceeds the homeostatic threshold around 1500 με or by 75% respec-
tively. Pellikaan et al. [62] showed that, compared to walking at 4 km/h, 
unilateral vertical hopping and running at 7–9 km/h induced signifi-
cantly higher compressive and tensile strains at both the inferior and 
superior femoral neck, exceeding the homeostatic threshold. It is note-
worthy that the unilateral vertical hopping induced up to 7 times higher 
strain at the inferior femoral neck than walking. This may further 
explain the aforementioned ~60% thicker inferior femoral neck cortical 
bone in the H-I group [29]. Martelli et al. [79] demonstrated that uni-
lateral long jump and bilateral vertical jump can induce considerably 
high strain energy at the femoral neck exceeding homeostatic value by 
about 500% and 200%, respectively. However, it is noted that in these 
studies [62,79] dynamic loading activities were discretized into several 
time-instances, at each of which these estimates were obtained by static 
FE models. Therefore, future studies should consider dynamic FE models 
to include the relevant dynamic bone behavior such as strain-rate 
dependent viscoelasticity and a potential contribution of pore pressure 
[82,83]. The unilateral vertical hopping can be considered a moderate 
H-I exercise and/or a part of the O-I exercise excluding the multidirec-
tional components. Thus, these high HCFs, and femoral neck strain and 
energy induced by the jumping, hopping, and running exercises further 
support the effectiveness of impact exercises in triggering osteogenic 
adaptation within the proximal femur. 

Multidirectional O-I exercise has not been specifically analyzed in 
the previous musculoskeletal FE modeling studies [61,62,78,79]. We 
hypothesized that the O-I exercise can cause more uniform strain dis-
tribution across the femoral neck due to repeated impacts from varying 
directions within a short period of time. Thus, it may promote a more 
symmetric osteogenic adaptation around the femoral neck cortical bone, 
including the vulnerable superolateral femoral neck. However, the hip 
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contact forces and femoral neck strains during O-I exercise may be 
smaller than those in H-I and R-I exercises. Loads generated by ground 
impacts from unusual directions may be largely dissipated by the ac-
tivity of muscles that maintain the kinematic posture before reaching the 
hip joint. It is important to note that a recent review by Martelli et al. 
[84] analyzed the hip strains during different exercises assessed in 
musculoskeletal and FE modeling studies. They did not only confirm the 
anabolic osteogenic effect of moderate H-I exercises (e.g., vertical hop-
ping) on the proximal femur including the fracture-prone superolateral 
region of the femoral neck but also suggested that the multidirectional 
O-I exercises may also confer such a beneficial effect owing to its non- 
habitual strain patterns within the femoral neck, supporting thus our 
speculation. Therefore, this calls for future musculoskeletal FE modeling 
studies to include the multidirectional O-I exercise. Besides, considering 
the importance of the loading rate, an additional analysis on such in-
formation at the hip joint from these musculoskeletal FE modeling 
studies [61,62,78,79] may further elucidate the mechanism of exercise- 
induced osteogenic adaptation. 

The clinical relevance of present results should be interpreted with 
caution. Since our study was conducted in young adult females, the 
findings cannot be translated directly into the general or older popula-
tion. However, the efficacy of the H-I, O-I, and R-I impact exercises in 
inducing beneficial adaptation in the femoral neck has been confirmed 
in several meta-analyses of RCTs regardless of age, including pre- and 
postmenopausal females [85–87]. Nonetheless, the feasibility of impact 
exercises for the older population should be carefully considered. 
Despite clear benefits on bone, the H-I exercise generating extreme 
ground reaction forces (12–20 times BW) is too risky not only for older 
people but also for sedentary persons regardless of age. In contrast, the 
risk of musculoskeletal injuries is likely lower for the O-I and R-I exer-
cises due to more moderate impact magnitudes. Thus, these exercises 
can offer a safe and feasible option to increase or maintain the proximal 
femur strength. Moderate R-I exercises such as fast walking (6 km/h) 
and stair ambulation have been found to induce potentially osteogenic 
higher strain at the fracture-prone superior femoral neck compared to 
normal walking (4 km/h) [61,62,84]. Since these exercises are safe and 
require less effort than running, they can be easily implemented into 
habitual daily activities even in the elderly population. However, it 
should be noted that although a few meta-analyses of (R)CTs in post-
menopausal females have reported that walking or combined jogging 
with walking and stair ambulation can increase the femoral neck aBMD, 
the observed increases have remained too small to be of clinical signif-
icance concerning the reduction of hip fractures [87,88]. The potential 
of these moderate R-I exercises is likely limited in preserving bone mass 
and mitigating age-related bone fragility. Whether these moderate R-I 
exercises can decrease the hip fracture risk is yet unclear and calls 
further investigation including the effective intensity (walking speed) 
and volume of these exercises to prevent hip fractures. 

There are several limitations in the present study. First, the homoge-
neous material property assignment was used instead of density-based 
inhomogeneous material property assignment. The trabecular bone is a 
two-phased material comprising a mineralized bone tissue (solid phase), 
forming a highly porous three-dimensional lattice structure, and a fluid 
phase such as interstitial fluid and bone marrow, filling the interconnected 
pores. The apparent density due to the porosity is strongly related to me-
chanical properties of bone, including strength and modulus [89,90]. 
Ununiform distribution of apparent density and subsequent variation in the 
modulus within the proximal femur are typically implemented by inho-
mogeneous material property mapping technique in the previous QCT- 
based FE models [16,33–38,40,53,54,91,92]. However, this inhomoge-
neous material property assignment could not be realized in the present 
study due to the inherent limitation to the present MRI data. Nonetheless, 
the use of inhomogeneous material properties may have enhanced the 
model accuracy to some extent. However, considering that the present 
athletic groups have a higher proximal femur aBMD than their nonathlete 
peers [29], if the inhomogeneous material properties were applied in the 

present study, the between-group differences in the fracture load could 
have been higher. Moreover, the present controls were physically active 
and engaged in recreational exercise 2–3 times a week. Given this, the 
benefits observed in the exercise loading groups could have been higher if 
the comparisons were made against truly sedentary people. Although the 
use of QCT would have enabled us to include the inhomogeneous material 
property assignment through utilizing data on bone apparent density 
derived from the voxel-based Hounsfield unit, exposing fertile young adult 
females to ionizing X-ray radiation from QCT for non-diagnostic purposes 
would have been ethically unacceptable. 

Moreover, the trabecular elastic modulus of 1500 MPa employed in 
the present study may have been too low for young and athletic females. 
Nicks et al. [93] reported that the mean femoral neck trabecular volu-
metric BMD among 20–29 years old females was 0.268 g/cm3, which 
yields trabecular modulus of ~2600 MPa through the density-modulus 
relationship [53,90,94]. We have previously shown that the use of this 
high modulus would increase the estimated fracture loads by 10–15% 
[31], and thus in absolute terms, the present fracture loads were 
underestimated. However, the present study primarily aimed to eval-
uate the relative differences in the fracture load between groups. In our 
previous study [31], we also investigated the influence of varying 
cortical and trabecular moduli on relative between-group strengths and 
found only a negligible less than 3% effect by this variation. Therefore, 
the moduli adopted in the present study are conceivable to address the 
present research questions properly. 

Another major limitation of the present study pertains to MRI-based 
FE models not being validated by an experimental mechanical testing. 
However, Rajapakse et al. [95] recently validated their proximal femur 
MRI-based FE models including inhomogeneous material property 
assignment. They achieved a strong agreement between experimental 
fracture loads and FE-derived ones (r = 0.89 for yield load; r = 0.92 for 
failure load). The main differences between our and their studies pertain 
to the field strength (1.5 T vs. 3.0 T) and the spatial resolution (0.9 mm 
× 0.9 mm × 1 mm vs. 0.3 mm × 0.3 mm × 0.3 mm) of the MRI system 
used. Because of a better signal-to-noise ratio, 3.0 T MRI achieves a 
higher spatial resolution than 1.5 T MRI, resulting in clearer and more 
detailed images. Phan et al. [96] have reported better performance for 
3.0 T MRI in capturing the trabecular structure than the 1.5 T MRI. 
Based on the high-resolution pQCT data obtained from proximal femur 
ex vivo specimens from osteoporotic females aged from 67 to 94 years 
[97], Chang et al. [98] implied that it would be ideal if the resolution of 
imaging is comparable to the mean trabecular thickness varying site- 
specifically from 0.19 to 0.26 mm and the mean trabecular spacing 
varying from 0.67 mm to 0.98 mm. Among younger females aged from 
16 to 66 years, the trabecular thickness and separation are comparable 
being 0.15 mm and 0.75 mm on average, respectively [99]. Obviously, 
the resolution of our MRI data is larger than these numbers and not able 
to capture the actual porous trabecular structure. Accordingly, we 
considered the inhomogeneous material property assignment unrea-
sonable to our MRI-based FE-model. 

Due to the lack of validation of our MRI-based FE model, caution is 
needed when interpreting the results. However, our results were quite 
similar to those studies which employed either the same failure criterion 
or presented the yield strength. The group-wise mean fracture loads 
from the 12 fall directions ranged from 2474 N to 4311 N in the present 
study of young adult females. These values were slightly higher than the 
mean values in QCT-based FE studies of old persons aged over 60 years 
where either only single fall direction (10◦–15◦) or multiple fall di-
rections were simulated: 3099 N [53] in the 10◦–15◦ direction; 
2284–2995 N [35] and 1999–3227 N [36] in similar multiple fall con-
figurations to the present study. A slightly lower mean fracture load 
(2342 N) was also reported in a recent MRI-based FE study of old persons 
with a mean age of 76 years [95]. As discussed earlier, the present 
fracture load values were underestimated for the young athletic females 
because of the low elastic modulus (1500 MPa) for trabecular bone. A 
recent QCT-based FE study of young adult male long and high jumpers, 
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baseball pitchers, and their age-matched controls showed mean fracture 
loads of 4519 N, 3190 N, and 2931 N in the fall direction of 10◦–35◦, 
respectively [58]. However, the fact that the participants were all male 
likely explains the higher values compared to the present study, where 
the respective group-wise mean values (10◦–30◦) were 2487–2855 N. 
Their recent FE study [63] similarly analyzed the proximal femur of 
young adult female softball pitchers and cross-country runners but the 
fracture loads were not reported. Furthermore, as discussed earlier, both 
the MFSs and the decreasing trends of fracture loads along with 
increasing fall angles were also comparable to those reported in QCT- 
based FE studies of the multiple fall configurations [35,36,40]. 
Considering the present fracture loads and their trends being compara-
ble to those from previous QCT/MRI-based FE studies, we venture to 
claim that our MRI-based FE model is adequately valid, especially for 
evaluating the relative strength of proximal femur between exercise 
loading groups. 

Besides the application of the homogeneous material property 
assignment, the proximal femur was modeled as the quasi-static linear 
isotropic FE models in the present study. It is known that the mechanical 
properties of the cortical and trabecular bones depend on the strain rate 
such that the elastic modulus and strength values rise as the strain rate is 
increased [89,100,101]. Thus, this strain-rate dependent mechanical 
behavior has been taken into account in recent FE studies [16,53,91]. 
Fall is a highly dynamic event and the impact velocity to the hip reaches 
approximately 3.0 m/s or higher [102]. A drawback of quasi-static 
modeling of the proximal femur in a fall situation is that it disregards 
important dynamic mechanical properties of bone such as viscoelas-
ticity, viscoplasticity, inertia, and shock-propagation. Recent studies 
[91,92] have developed dynamic proximal femur FE models and 
observed strain rates from 1/s to 200/s [91] at elements in the femoral 
head, neck, and greater trochanter. These findings underline the 
importance of including the strain-rate dependency in future FE 
modeling studies. Furthermore, the complex microarchitecture of the 
trabecular bone results in anisotropic mechanical properties, which 
have also been implemented in proximal femur FE models utilizing high- 
resolution pQCT (spatial resolution <100 μm) [103,104]. These aspects 
were not considered in the present study and their inclusion would likely 
result in improved model accuracy. 

Estimation of the fracture load in the fall is only one aspect of assessing 
the hip fracture risk. The risk is also largely influenced by the likelihood of 
the fall and fall dynamics [105,106]. Participant’s body height and weight, 
as well as the fall-specific impact velocity, determine largely the impact 
force while the trochanteric soft tissue may attenuate the impact force and 
absorb energy during the impact [106]. Recent biofidelic dynamic FE 
models by Fleps et al. [92,107] demonstrated that, depending on the 
thickness of soft tissue, ~30–50% of the peak impact force and ~30% of 
impact energy can be absorbed by the soft tissue. Importantly, these find-
ings highlight the beneficial results observed in the impact loading exercise 
groups since the exercise can decrease the hip fracture risk not only by 
increasing bone strength but also by improving neuromuscular perfor-
mance, coordination, and balance. The latter improvements decrease the 
fall risk, and in case of a fall, more muscle tissue around the hip increases 
the absorption of the impact energy. 

In conclusion, the present MRI-based FE study of 111 young adult 
females representing histories of distinct exercise loading patterns, 
based on 1332 pertinent FE models covering 12 multiple fall directions, 
demonstrated that the lower risk of hip fracture judged from higher 
estimated fracture loads in athletes engaged in high impact or repetitive 
impact sports is independent of the fall direction. In contrast, the lower 
fracture risk attributed to the odd-impact exercise remains more modest 
and specific to the fall direction. The analysis of the minimum fall 
strength spanning the multiple fall directions also indicated lower hip 
fracture risk in these athletes. In concordance with the literature, the 
present results confirmed that the most critical fall direction is the 
posterolateral direction. As a clinical prospect, the present results 
highlight the importance of impact exercises in combat against hip 

fracture, and therefore, even the elderly should be provided feasible and 
moderate impact exercises as strategies for falls and fracture prevention. 
Because the present participants were young adult females, for ethical 
reasons, it was necessary to use MRI in bone imaging instead of QCT, 
which led to employing homogeneous material property assignment and 
non-validated FE-models. However, a thorough comparison to the 
literature provided sufficient evidence for the validity of the present 
models and gave credibility to the findings. Lastly, the present results 
call for retrospective studies to investigate whether a specific impact 
exercise history in adolescence and young adulthood is specifically 
associated with a lower incidence of hip fractures in later life. 
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baseball pitchers, and their age-matched controls showed mean fracture 
loads of 4519 N, 3190 N, and 2931 N in the fall direction of 10◦–35◦, 
respectively [58]. However, the fact that the participants were all male 
likely explains the higher values compared to the present study, where 
the respective group-wise mean values (10◦–30◦) were 2487–2855 N. 
Their recent FE study [63] similarly analyzed the proximal femur of 
young adult female softball pitchers and cross-country runners but the 
fracture loads were not reported. Furthermore, as discussed earlier, both 
the MFSs and the decreasing trends of fracture loads along with 
increasing fall angles were also comparable to those reported in QCT- 
based FE studies of the multiple fall configurations [35,36,40]. 
Considering the present fracture loads and their trends being compara-
ble to those from previous QCT/MRI-based FE studies, we venture to 
claim that our MRI-based FE model is adequately valid, especially for 
evaluating the relative strength of proximal femur between exercise 
loading groups. 

Besides the application of the homogeneous material property 
assignment, the proximal femur was modeled as the quasi-static linear 
isotropic FE models in the present study. It is known that the mechanical 
properties of the cortical and trabecular bones depend on the strain rate 
such that the elastic modulus and strength values rise as the strain rate is 
increased [89,100,101]. Thus, this strain-rate dependent mechanical 
behavior has been taken into account in recent FE studies [16,53,91]. 
Fall is a highly dynamic event and the impact velocity to the hip reaches 
approximately 3.0 m/s or higher [102]. A drawback of quasi-static 
modeling of the proximal femur in a fall situation is that it disregards 
important dynamic mechanical properties of bone such as viscoelas-
ticity, viscoplasticity, inertia, and shock-propagation. Recent studies 
[91,92] have developed dynamic proximal femur FE models and 
observed strain rates from 1/s to 200/s [91] at elements in the femoral 
head, neck, and greater trochanter. These findings underline the 
importance of including the strain-rate dependency in future FE 
modeling studies. Furthermore, the complex microarchitecture of the 
trabecular bone results in anisotropic mechanical properties, which 
have also been implemented in proximal femur FE models utilizing high- 
resolution pQCT (spatial resolution <100 μm) [103,104]. These aspects 
were not considered in the present study and their inclusion would likely 
result in improved model accuracy. 

Estimation of the fracture load in the fall is only one aspect of assessing 
the hip fracture risk. The risk is also largely influenced by the likelihood of 
the fall and fall dynamics [105,106]. Participant’s body height and weight, 
as well as the fall-specific impact velocity, determine largely the impact 
force while the trochanteric soft tissue may attenuate the impact force and 
absorb energy during the impact [106]. Recent biofidelic dynamic FE 
models by Fleps et al. [92,107] demonstrated that, depending on the 
thickness of soft tissue, ~30–50% of the peak impact force and ~30% of 
impact energy can be absorbed by the soft tissue. Importantly, these find-
ings highlight the beneficial results observed in the impact loading exercise 
groups since the exercise can decrease the hip fracture risk not only by 
increasing bone strength but also by improving neuromuscular perfor-
mance, coordination, and balance. The latter improvements decrease the 
fall risk, and in case of a fall, more muscle tissue around the hip increases 
the absorption of the impact energy. 

In conclusion, the present MRI-based FE study of 111 young adult 
females representing histories of distinct exercise loading patterns, 
based on 1332 pertinent FE models covering 12 multiple fall directions, 
demonstrated that the lower risk of hip fracture judged from higher 
estimated fracture loads in athletes engaged in high impact or repetitive 
impact sports is independent of the fall direction. In contrast, the lower 
fracture risk attributed to the odd-impact exercise remains more modest 
and specific to the fall direction. The analysis of the minimum fall 
strength spanning the multiple fall directions also indicated lower hip 
fracture risk in these athletes. In concordance with the literature, the 
present results confirmed that the most critical fall direction is the 
posterolateral direction. As a clinical prospect, the present results 
highlight the importance of impact exercises in combat against hip 

fracture, and therefore, even the elderly should be provided feasible and 
moderate impact exercises as strategies for falls and fracture prevention. 
Because the present participants were young adult females, for ethical 
reasons, it was necessary to use MRI in bone imaging instead of QCT, 
which led to employing homogeneous material property assignment and 
non-validated FE-models. However, a thorough comparison to the 
literature provided sufficient evidence for the validity of the present 
models and gave credibility to the findings. Lastly, the present results 
call for retrospective studies to investigate whether a specific impact 
exercise history in adolescence and young adulthood is specifically 
associated with a lower incidence of hip fractures in later life. 
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dation; Päivikki and Sakari Sohlberg Foundation; the Doctoral Educa-
tion Council of Computing and Electrical Engineering of TUT; and 
Human Spare Parts project from the Finnish Funding Agency for Tech-
nology and Innovation (TEKES). 

Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.bone.2022.116351. 

References 

[1] N.H. Hart, S. Nimphius, T. Rantalainen, A. Ireland, A. Siafarikas, R.U. Newton, 
Mechanical basis of bone strength: influence of bone material, bone structure and 
muscle action, J. Musculoskelet. Neuronal Interact. 17 (2017) 114–139. 

[2] H.M. Frost, Bone’s mechanostat: A 2003 update, Anat Rec A Discov Mol Cell Evol 
Biol. 275 (2003) 1081–1101. 

[3] C. Ruff, B. Holt, E. Trinkaus, Who’s afraid of the big bad Wolff?: “Wolff’s law” 
and bone functional adaptation, Am. J. Phys. Anthropol. 129 (2006) 484–498. 

[4] C.M. Weaver, C.M. Gordon, K.F. Janz, H.J. Kalkwarf, J.M. Lappe, R. Lewis, 
M. O’Karma, T.C. Wallace, B.S. Zemel, The National Osteoporosis Foundation’s 
position statement on peak bone mass development and lifestyle factors: a 
systematic review and implementation recommendations, Osteoporos. Int. 27 
(2016) 1281–1386. 

[5] B.A. Wallace, R.G. Cumming, Systematic review of randomized trials of the effect 
of exercise on bone mass in pre- and postmenopausal women, Calcif. Tissue Int. 
67 (2000) 10–18. 

[6] W. Kemmler, K. Engelke, S. von Stengel, Long-term exercise and bone mineral 
density changes in postmenopausal women-are there periods of reduced 
effectiveness? J. Bone Miner. Res. 31 (2016) 215–222. 

[7] M. Kistler-Fischbacher, B.K. Weeks, B.R. Beck, The effect of exercise intensity on 
bone in postmenopausal women (part 1): a systematic review, Bone 143 (2021), 
115696. 

S. Abe et al.                                                                                                                                                                                                                                      Bone 158 (2022) 116351

11

[8] R. Nikander, H. Sievänen, A. Heinonen, R.M. Daly, K. Uusi-Rasi, P. Kannus, 
Targeted exercise against osteoporosis: a systematic review and meta-analysis for 
optimising bone strength throughout life, BMC Med. 8 (2010) 47. 

[9] T.M. Skerry, One mechanostat or many? Modifications of the site-specific 
response of bone to mechanical loading by nature and nurture, J Musculoskelet 
Neuronal Interact. 6 (2006) 122–127. 

[10] N. Veronese, H. Kolk, S. Maggi, Epidemiology of fragility fractures and social 
impact, in: P. Falaschi, D. Marsh (Eds.), Orthogeriatrics Manag Older Patients 
with Fragility Fract, Springer, Cham, 2020, pp. 19–34. 

[11] J. Parkkari, P. Kannus, M. Palvanen, A. Natri, J. Vainio, H. Aho, I. Vuori, 
M. Järvinen, Majority of hip fractures occur as a result of a fall and impact on the 
greater trochanter of the femur: a prospective controlled hip fracture study with 
206 consecutive patients, Calcif. Tissue Int. 65 (1999) 183–187. 

[12] C.M. Court-Brown, N.D. Clement, A.D. Duckworth, L.C. Biant, M.M. McQueen, 
The changing epidemiology of fall-related fractures in adults, Injury 48 (2017) 
819–824. 

[13] P.M. de Bakker, S.L. Manske, V. Ebacher, T.R. Oxland, P.A. Cripton, P. Guy, 
During sideways falls proximal femur fractures initiate in the superolateral 
cortex: evidence from high-speed video of simulated fractures, J. Biomech. 42 
(2009) 1917–1925. 

[14] L. Zani, P. Erani, L. Grassi, F. Taddei, L. Cristofolini, Strain distribution in the 
proximal human femur during in vitro simulated sideways fall, J. Biomech. 48 
(2015) 2130–2143. 

[15] L. Grassi, J. Kok, A. Gustafsson, Y. Zheng, S.P. Väänänen, J.S. Jurvelin, 
H. Isaksson, Elucidating failure mechanisms in human femurs during a fall to the 
side using bilateral digital image correlation, J. Biomech. 106 (2020), 109826. 

[16] B. Helgason, S. Gilchrist, O. Ariza, J.D. Chak, G. Zheng, R.P. Widmer, S. 
J. Ferguson, P. Guy, P.A. Cripton, Development of a balanced experimental- 
computational approach to understanding the mechanics of proximal femur 
fractures, Med. Eng. Phys. 36 (2014) 793–799. 

[17] B.C.C. Khoo, K. Brown, J.R. Lewis, E. Perilli, R.L. Prince, Ageing effects on 3- 
dimensional femoral neck cross-sectional asymmetry: implications for age-related 
bone fragility in falling, J. Clin. Densitom. 22 (2019) 153–161. 

[18] K.E. Poole, P.M. Mayhew, C.M. Rose, J.K. Brown, P.J. Bearcroft, N. Loveridge, 
J. Reeve, Changing structure of the femoral neck across the adult female lifespan, 
J. Bone Miner. Res. 25 (2010) 482–491. 

[19] J. Carballido-Gamio, R. Harnish, I. Saeed, T. Streeper, S. Sigurdsson, S. Amin, E. 
J. Atkinson, T.M. Therneau, K. Siggeirsdottir, X. Cheng, L.J. Melton III, J. 
H. Keyak, V. Gudnason, S. Khosla, T.B. Harris, T.F. Lang, Proximal femoral 
density distribution and structure in relation to age and hip fracture risk in 
women, J. Bone Miner. Res. 28 (2013) 537–546. 

[20] F. Johannesdottir, B. Allaire, M.L. Bouxsein, Fracture prediction by computed 
tomography and finite element analysis: current and future perspectives, Curr. 
Osteoporos. Rep. 16 (2018) 411–422. 

[21] Y.T. Lagerros, E. Hantikainen, K. Michaëlsson, W. Ye, H.O. Adami, R. Bellocco, 
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Ricci-flow based conformal 
mapping of the proximal femur to 
identify exercise loading effects
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The causal relationship between habitual loading and adaptive response in bone morphology is 
commonly explored by analysing the spatial distribution of mechanically relevant features. In this 
study, 3D distribution of features in the proximal femur of 91 female athletes (5 exercise loading 
groups representing habitual loading) is contrasted with 20 controls. A femur specific Ricci-flow based 
conformal mapping procedure was developed for establishing correspondence among the periosteal 
surfaces. The procedure leverages the invariance of the conformal mapping method to isometric shape 
differences to align surfaces in the 2D parametric domain, to produce dense correspondences across 
an isotopological set of surfaces. This is implemented through a multi-parametrisation approach to 
detect surface features and to overcome the issue of inconsistency in the anatomical extent present 
in the data. Subsequently, the group-wise distribution of two mechanically relevant features was 
studied – cortical thickness and surface principal strains (simulation results of a sideways fall). Statistical 
inferences over the surfaces were made by contrasting the athlete groups with the controls through 
statistical parametric mapping. With the aid of group-wise and composite-group maps, proximal femur 
regions affected by specific loading groups were identified with a high degree of spatial localisation.

Bone is an adaptive hard tissue which, among its other characteristics, is designed to be robust against physiolog-
ical loads. The position of the bone and its function within the skeletal frame limits its range of motion through 
linkages between bones, joints and muscle attachments. This results in a constrained envelope of loading direc-
tions that a particular load bearing bone can experience during common habitual movements. In humans, the 
femur is indispensable for locomotion and load-bearing functions within a large range of motion under poten-
tially high load magnitudes and impacts. The ability of the femur to withstand these loads is achieved through 
adaptive processes that modulate its morphology and composition. The cortical geometry at the proximal femur 
consequently reflects the most robust construction adapted for the specific loading it habitually experiences (e.g., 
locomotion and physical activity). Thus, consistent loading in specific directions, such as physical training of 
athletes over a long period of time, can induce corresponding local adaptations in the cortical geometry1,2. While 
loading stimuli have the most pronounced effect in adolescence3, their effectiveness in stimulating an adaptation 
decreases after bone reaches maturity4. However, it is known that the exercise-induced bone thickening during 
growth occurs through new bone formation on the periosteal bone surface, while age-related bone loss takes 
place at the endocortical bone surface5. Thus, beneficial geometric adaptations accrued during adolescence and 
young adulthood may have lasting benefits in senescence despite associated bone loss6. This was observed in 
retired (>60 years) ice-hockey and soccer players as reduced fracture risk, in comparison to age matched controls, 
despite some loss of exercise-induced gain in bone7. Moreover, studies have shown that beneficial bone adaptation 
can be observed through exercise even in older people8 and can help in arresting the attenuation of bone strength 
due to age-related bone loss9. Studying this cause-effect relationship between physical loading and regional adap-
tation is an area of active pursuit. Understanding the mechanisms that modulate specific adaptations at bone 
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The causal relationship between habitual loading and adaptive response in bone morphology is 
commonly explored by analysing the spatial distribution of mechanically relevant features. In this 
study, 3D distribution of features in the proximal femur of 91 female athletes (5 exercise loading 
groups representing habitual loading) is contrasted with 20 controls. A femur specific Ricci-flow based 
conformal mapping procedure was developed for establishing correspondence among the periosteal 
surfaces. The procedure leverages the invariance of the conformal mapping method to isometric shape 
differences to align surfaces in the 2D parametric domain, to produce dense correspondences across 
an isotopological set of surfaces. This is implemented through a multi-parametrisation approach to 
detect surface features and to overcome the issue of inconsistency in the anatomical extent present 
in the data. Subsequently, the group-wise distribution of two mechanically relevant features was 
studied – cortical thickness and surface principal strains (simulation results of a sideways fall). Statistical 
inferences over the surfaces were made by contrasting the athlete groups with the controls through 
statistical parametric mapping. With the aid of group-wise and composite-group maps, proximal femur 
regions affected by specific loading groups were identified with a high degree of spatial localisation.

Bone is an adaptive hard tissue which, among its other characteristics, is designed to be robust against physiolog-
ical loads. The position of the bone and its function within the skeletal frame limits its range of motion through 
linkages between bones, joints and muscle attachments. This results in a constrained envelope of loading direc-
tions that a particular load bearing bone can experience during common habitual movements. In humans, the 
femur is indispensable for locomotion and load-bearing functions within a large range of motion under poten-
tially high load magnitudes and impacts. The ability of the femur to withstand these loads is achieved through 
adaptive processes that modulate its morphology and composition. The cortical geometry at the proximal femur 
consequently reflects the most robust construction adapted for the specific loading it habitually experiences (e.g., 
locomotion and physical activity). Thus, consistent loading in specific directions, such as physical training of 
athletes over a long period of time, can induce corresponding local adaptations in the cortical geometry1,2. While 
loading stimuli have the most pronounced effect in adolescence3, their effectiveness in stimulating an adaptation 
decreases after bone reaches maturity4. However, it is known that the exercise-induced bone thickening during 
growth occurs through new bone formation on the periosteal bone surface, while age-related bone loss takes 
place at the endocortical bone surface5. Thus, beneficial geometric adaptations accrued during adolescence and 
young adulthood may have lasting benefits in senescence despite associated bone loss6. This was observed in 
retired (>60 years) ice-hockey and soccer players as reduced fracture risk, in comparison to age matched controls, 
despite some loss of exercise-induced gain in bone7. Moreover, studies have shown that beneficial bone adaptation 
can be observed through exercise even in older people8 and can help in arresting the attenuation of bone strength 
due to age-related bone loss9. Studying this cause-effect relationship between physical loading and regional adap-
tation is an area of active pursuit. Understanding the mechanisms that modulate specific adaptations at bone 
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regions susceptible to fractures can be used as paradigms for preventing age-related degradation of bone robus-
ticity, or alternatively, increased bone fragility. Also, establishing morphological features that result from specific 
loading patterns may help in recreating activity of past populations in the field of archaeological anthropology10.

Studies exploring the spatial heterogeneity in the adaptive response to physical loading have traditionally 
analysed bone cross-sections with respect to mechanically relevant (morphometric) features. To increase the 
detectability of this heterogeneity it is necessary to increase the spatial resolution of analyses. Within femoral neck 
cross-sections this has been achieved by partitioning into quadrants1, octants or higher angular divisions2,11,12 
defined with respect to anatomical directions (e.g. superior, posterior, anterior). Access to 3D tomographic data 
has extended the potential for such detailed analyses. Concepts of computational anatomy13 and statistical para-
metric mapping14 make it possible to investigate the distribution of relevant parameters over 3D regions15–17 and 
assess their statistical significance. In large sample studies, establishing anatomical correspondence across sam-
ples is a prerequisite. Often noise and varying, or even incomplete, anatomical extents in the data can compro-
mise the consistency in the shape registration process. Thus, methods that can provide computationally reliable 
registration across multiple surface instances can expand the tool-set beyond the commonly used iterative closest 
point (ICP) based methods18.

This study introduces a novel application of the conformal mapping method for establishing correspondence 
between proximal femur instances. The method treats the surface as a differentiable manifold and converts the 
3D registration problem into 2D. This dimension reduction is achieved by a parametrisation procedure where 
the surface is conformally mapped to the planar domain using discrete surface Ricci-flow19,20 implemented in 
MATLAB (Release 2016b, The MathWorks, Inc., Natick, Massachusetts, United States). The advantages of this 
method in shape registration and indexing21 have been exhibited for anatomical objects such as brain22 and 
colon23. As a supporting case study, this registration approach was developed into a procedural chain to analyse 
the spatial distribution of geometric adaptation in the proximal femur in response to long-term habitual phys-
ical activity. The present dataset consists of young adult female athletes whose consistent and vigorous training 
regimen represented habitual activity. Geometric morphology was quantified in terms of the spatial distribution 
of cortical thickness. Adaptation was consequently defined spatially as regions exhibiting statistically significant 
differences from the controls. Adaptation can also be studied in terms of behaviour under specific mechanical 
loading. The recent finite element (FE) study conducted by Abe and colleagues simulated a ‘supra-physiological’ 
loading caused by sideways falling, to assess fracture risk of proximal femur24. Utilizing the results of this simula-
tion, we illustrated the influence of adapted geometry in lowering fall-induced stresses in the femoral neck region. 
A geometric adaptation that can improve ‘bone mechanical performance’ at critical fracture sites can help identify 
beneficial exercises and mobility patterns.

Methods
Data preparation. The data consisted of tomographic Magnetic Resonance (MR) images of the proximal 
femur of 111 participants - 91 female athletes (age: 24.7 ± 6.1 years) and 20 physically active women serving 
as a control group (age: 23.7 ± 3.8 years). The MR imaging protocol was based on axial T1-weighted gradient 
echo VIBE examination with (0.9 mm × 0.9 mm) in-plane pixel size and 1 mm slice thickness1. The study protocol 
was approved by the Ethics Committee of the Pirkanmaa Hospital District and each participant gave a written 
informed consent before the study. All methods implemented and used on the data for analysis in this study 
were in accordance with relevant guidelines and regulations. The athletes were categorised into mutually exclu-
sive exercise loading groups by their characteristic loading patterns in their respective sports according to our 
standard procedure1,25: high impact (HI) group associated with maximal vertical jumps and high impacts (High 
jumpers and long jumpers, N = 19); odd impact (OI) group associated with rapid acceleration and deceleration as 
well as moderate to high impacts and bending forces from varying directions (Squash and soccer players, N = 19); 
high magnitude (HM) group associated with movements with coordinated high muscle force production at low 
rate (Powerlifters, N = 17), repetitive impact (RI) group associated with highly repetitive weight bearing impacts 
and bending forces (Endurance runners, N = 18) and repetitive non-impact (RNI) group associated with highly 
repetitive movements lacking ground impacts (Swimmers, N = 18). The anatomy of interest – proximal femur 
cortical geometry – was manually segmented from the MR image data of each participant. Apparently, the limited 
in-plane resolution of the native MR images compromises reliable inferences at locations with very thin cortices 
such as the femoral head and some regions of the femoral neck and the trochanters. However, it has been shown 
that MR-imaged cross-sections of the femoral neck are sufficiently precise and accurate for study purposes26. To 
extract the proximal femur cortical geometry, the image data of each participant was manually segmented by 
delineating periosteal and endosteal cortical surfaces. Thereafter the segmented geometry was converted into a 
volume mesh (10-node tetrahedral elements) for constructing a finite element (FE) model24. The nodes from the 
periosteal and endosteal surfaces of the volume mesh were extracted, along with the maximum and minimum 
principal strain values from the above-noted simulation results. The selected nodes were used to reconstruct 
the inner and outer triangular surface meshes of the cortical bone in MeshLab (Visual Computing Lab-ISTI-
CNR, http://meshlab.sourceforge.net/). The nodes in the point cloud (n > 80,000) were first down-sampled to 
(n ≈ 25,000) using the Poisson disk sampling module27 and a surface reconstructed using the ball-pivoting mod-
ule28. After checking for and cleaning any major errors (e.g. intersections, face flips, duplicates, holes) in the sur-
faces, they were remeshed to improve the quality (aspect ratio < 20) of the mesh in Avizo (FEI, Hillsboro, USA). 
The module implemented in this software attempts isotropic vertex placement based on Lloyd relaxation29. The 
final result of these preparation steps were the inner and outer surface meshes of the cortical bone. The image data 
included femoral anatomy from the femoral head to the proximal diaphysis of the femur below lesser trochanter. 
Thus, the open surfaces contained a single boundary at the lower extent of the data representing the distal extent 
of the femoral diaphysis. The feature vector at every node of the outer surface consisted of the cortical thickness 
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and the maximum and minimum principal strains. Cortical thickness was calculated at the nodes of the outer 
surface and defined as the shortest distance to the inner surface.

Planar parametrisation: Discrete Ricci-flow. To analyse and contrast the group-wise morphology of the 
proximal femurs, it was essential to establish correspondence between all individual surface meshes. The approach 
used in this work transforms the 3D surfaces into 2D (planar domain) using an angle preserving conformal 
method based on Ricci-flow. This approach leverages the methodological advantages of invariance towards rigid 
motion, scale and isometric deformations21. The residual deformations such as large non-isotropic deformations 
can then subsequently be accounted for in the 2D domain – which is a relatively simpler task. We present here a 
very brief description of the geometric basis for the implemented approach. For details, we refer readers to the 
textbook by Zeng & Gu where relevant references for the proofs can be found30. The discrete representation of the 
femur surfaces embedded in the Euclidean space 3 allows them to be treated as differentiable manifolds 
(2-manifold). Any surface in Euclidean space is a Riemannian surface with an inherent metric called Riemannian 
metric and a conformal structure. The Uniformisation theorem states that the Riemannian metric can be 
deformed to admit uniform curvature over the surface: +1, 0 or −1. Thus any closed Riemannian surface can be 
conformally mapped to one of these fundamental surface domains: unit sphere (+1), Euclidean plane (0) or 
hyperbolic plane (−1). The embedding in the relevant domain, referred to as parametrisation, reflects an angle 
preserving (conformal) transformation. Ricci-flow is a robust curvature flow method introduced by Hamilton31 
that evolves the metric towards uniformisation as a heat diffusion process. It is a powerful method that provides 
the flexibility to design the final metric based on user-defined distribution of target Gaussian curvature. However, 
the total curvature is determined by the topology of the surface (S) according to the Gauss-Bonnet theorem: 
2πχ(S). For an open orientable surface of genus (g) and number of boundaries (b), the Euler number is given by 
χ(S) = 2 − 2g − b. The genus of a closed surface can be intuitively thought of as the number of handles contained. 
The proximal femur data presented challenges that were addressed by tailoring specific solutions. The foremost 
challenge was the lack of anatomical correspondence at the distal boundary (femur diaphysis) of the surfaces 
across subjects because of different image field of views. This inconsistency of the boundary made it an unreliable 
reference for the subsequent correspondence detection. Thus appropriate references were derived from surface 
features through a two-step parametrisation procedure. The first step was devised to detect shape features to 
introduce a consistently defined reference feature for each mesh. The second step was devised to produce a map-
ping in a common coordinate space using the reference points for alignment (Fig. 1). The topology of the outer 
cortical surface (χ = 1; g = 0; b = 1) is conformally equivalent to a disk 2 (Fig. 1b). Ricci-flow mapping was per-
formed by assigning zero target curvature to all interior points and leaving the boundary node metric unchanged 
(i.e. a free boundary condition). The resulting conformal factor distribution was used to investigate detectable 
surface features. Two prominent feature processes were identified from the disk parametrisation – the femoral 
head (FH) and the greater trochanter (GT). The two features can be seen as peaks whose representative centres 
were designated as feature points (Fig. 1c). These feature points were used consistently across all participants to 
introduce a stable reference in the form of an inter-feature geodesic. This was achieved by inserting a boundary 
(mesh slit) along the inter-feature geodesic path in the parametrised disk (i.e. straight line) and reflected in the 
native 3D surface. This modified surface (χ = 0; g = 0; b = 2) is conformally equivalent to a Euclidean annulus. 
The mapping was performed by assigning a target curvature of 0 to all nodes. A cut graph between the GT point 
and the distal boundary was calculated and the mesh slit along the edges. This enabled the fundamental domain 
of mapping to be embedded in the complex plane. Subsequently the embedded mesh was oriented so that the 
inter-feature boundary lay on the imaginary axis with the distal boundary parallel to it and incident on the nega-
tive real axis. Finally the mesh was resized such that the inter-feature boundary (on the imaginary axis) was scaled 
to [0, 2π] (Fig. 1d). The annulus was produced through an exponential map of the complex coordinates. The 
implemented MATLAB script accepts the 3D proximal femur surfaces as input and outputs the parametrised 
annulus with no user input required in between.

Femur correspondence: planar domains. The result of the above-described parametrisation process 
produced 111 parametrised meshes embedded in a 2D complex coordinate frame. The embedded nodes benefit 
from the invariance accorded by the conformal method. That is, any node on the surface would retain its posi-
tion in the parametric plane even if subjected to rigid, affine or isometric deformations in the native 3D domain. 
Consequently, the approach for establishing correspondence relied on matching a canonical template mesh (2D) 
to each of the individual 111 parametrized meshes. For each participant, the nodes of the template were desig-
nated with a natural representation32 which described their position with respect to the target mesh in barycentric 
coordinates. The 3D coordinates of the template nodes were calculated from the target nodes. This resulted in 
an elastic registration, where the template mesh conformed to the shape of every proximal femur surface in the 
dataset. The nodes of the template mesh were used as a dense set of corresponding feature locations across the 
111 femur instances. If the variations in the proximal femoral anatomy only exhibited pure isometries then the 
template nodes would be aligned so that they represented correspondence. However, the shapes did exhibit dif-
ferences that reflected anisotropic deformations. Thus, in the parametric plane, algorithmically detected features 
were mapped to clustered locations but were not precisely coincident. Figure 2 illustrates this for five distinct 
anatomic features33 that were independently annotated by three researchers experienced in femur anatomy, from 
30 different proximal femora meshes randomly chosen from the dataset. Within each annotation cluster, their 
relative deviation from each other indicates the extent of anisotropy present in the sampled shapes. This deviation, 
and its contribution towards registration error, was reduced by locally deforming the parametrised template mesh 
to match the target mesh. In the present work, deformations of the template to correct anisotropic variations 
(Fig. 3) were based on two feature regions: femoral head and lesser trochanter (LT). Each region consisted of the 
feature point and the surrounding nodes, which acted as the feature support. The support nodes were defined 
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regions susceptible to fractures can be used as paradigms for preventing age-related degradation of bone robus-
ticity, or alternatively, increased bone fragility. Also, establishing morphological features that result from specific 
loading patterns may help in recreating activity of past populations in the field of archaeological anthropology10.

Studies exploring the spatial heterogeneity in the adaptive response to physical loading have traditionally 
analysed bone cross-sections with respect to mechanically relevant (morphometric) features. To increase the 
detectability of this heterogeneity it is necessary to increase the spatial resolution of analyses. Within femoral neck 
cross-sections this has been achieved by partitioning into quadrants1, octants or higher angular divisions2,11,12 
defined with respect to anatomical directions (e.g. superior, posterior, anterior). Access to 3D tomographic data 
has extended the potential for such detailed analyses. Concepts of computational anatomy13 and statistical para-
metric mapping14 make it possible to investigate the distribution of relevant parameters over 3D regions15–17 and 
assess their statistical significance. In large sample studies, establishing anatomical correspondence across sam-
ples is a prerequisite. Often noise and varying, or even incomplete, anatomical extents in the data can compro-
mise the consistency in the shape registration process. Thus, methods that can provide computationally reliable 
registration across multiple surface instances can expand the tool-set beyond the commonly used iterative closest 
point (ICP) based methods18.

This study introduces a novel application of the conformal mapping method for establishing correspondence 
between proximal femur instances. The method treats the surface as a differentiable manifold and converts the 
3D registration problem into 2D. This dimension reduction is achieved by a parametrisation procedure where 
the surface is conformally mapped to the planar domain using discrete surface Ricci-flow19,20 implemented in 
MATLAB (Release 2016b, The MathWorks, Inc., Natick, Massachusetts, United States). The advantages of this 
method in shape registration and indexing21 have been exhibited for anatomical objects such as brain22 and 
colon23. As a supporting case study, this registration approach was developed into a procedural chain to analyse 
the spatial distribution of geometric adaptation in the proximal femur in response to long-term habitual phys-
ical activity. The present dataset consists of young adult female athletes whose consistent and vigorous training 
regimen represented habitual activity. Geometric morphology was quantified in terms of the spatial distribution 
of cortical thickness. Adaptation was consequently defined spatially as regions exhibiting statistically significant 
differences from the controls. Adaptation can also be studied in terms of behaviour under specific mechanical 
loading. The recent finite element (FE) study conducted by Abe and colleagues simulated a ‘supra-physiological’ 
loading caused by sideways falling, to assess fracture risk of proximal femur24. Utilizing the results of this simula-
tion, we illustrated the influence of adapted geometry in lowering fall-induced stresses in the femoral neck region. 
A geometric adaptation that can improve ‘bone mechanical performance’ at critical fracture sites can help identify 
beneficial exercises and mobility patterns.

Methods
Data preparation. The data consisted of tomographic Magnetic Resonance (MR) images of the proximal 
femur of 111 participants - 91 female athletes (age: 24.7 ± 6.1 years) and 20 physically active women serving 
as a control group (age: 23.7 ± 3.8 years). The MR imaging protocol was based on axial T1-weighted gradient 
echo VIBE examination with (0.9 mm × 0.9 mm) in-plane pixel size and 1 mm slice thickness1. The study protocol 
was approved by the Ethics Committee of the Pirkanmaa Hospital District and each participant gave a written 
informed consent before the study. All methods implemented and used on the data for analysis in this study 
were in accordance with relevant guidelines and regulations. The athletes were categorised into mutually exclu-
sive exercise loading groups by their characteristic loading patterns in their respective sports according to our 
standard procedure1,25: high impact (HI) group associated with maximal vertical jumps and high impacts (High 
jumpers and long jumpers, N = 19); odd impact (OI) group associated with rapid acceleration and deceleration as 
well as moderate to high impacts and bending forces from varying directions (Squash and soccer players, N = 19); 
high magnitude (HM) group associated with movements with coordinated high muscle force production at low 
rate (Powerlifters, N = 17), repetitive impact (RI) group associated with highly repetitive weight bearing impacts 
and bending forces (Endurance runners, N = 18) and repetitive non-impact (RNI) group associated with highly 
repetitive movements lacking ground impacts (Swimmers, N = 18). The anatomy of interest – proximal femur 
cortical geometry – was manually segmented from the MR image data of each participant. Apparently, the limited 
in-plane resolution of the native MR images compromises reliable inferences at locations with very thin cortices 
such as the femoral head and some regions of the femoral neck and the trochanters. However, it has been shown 
that MR-imaged cross-sections of the femoral neck are sufficiently precise and accurate for study purposes26. To 
extract the proximal femur cortical geometry, the image data of each participant was manually segmented by 
delineating periosteal and endosteal cortical surfaces. Thereafter the segmented geometry was converted into a 
volume mesh (10-node tetrahedral elements) for constructing a finite element (FE) model24. The nodes from the 
periosteal and endosteal surfaces of the volume mesh were extracted, along with the maximum and minimum 
principal strain values from the above-noted simulation results. The selected nodes were used to reconstruct 
the inner and outer triangular surface meshes of the cortical bone in MeshLab (Visual Computing Lab-ISTI-
CNR, http://meshlab.sourceforge.net/). The nodes in the point cloud (n > 80,000) were first down-sampled to 
(n ≈ 25,000) using the Poisson disk sampling module27 and a surface reconstructed using the ball-pivoting mod-
ule28. After checking for and cleaning any major errors (e.g. intersections, face flips, duplicates, holes) in the sur-
faces, they were remeshed to improve the quality (aspect ratio < 20) of the mesh in Avizo (FEI, Hillsboro, USA). 
The module implemented in this software attempts isotropic vertex placement based on Lloyd relaxation29. The 
final result of these preparation steps were the inner and outer surface meshes of the cortical bone. The image data 
included femoral anatomy from the femoral head to the proximal diaphysis of the femur below lesser trochanter. 
Thus, the open surfaces contained a single boundary at the lower extent of the data representing the distal extent 
of the femoral diaphysis. The feature vector at every node of the outer surface consisted of the cortical thickness 
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and the maximum and minimum principal strains. Cortical thickness was calculated at the nodes of the outer 
surface and defined as the shortest distance to the inner surface.

Planar parametrisation: Discrete Ricci-flow. To analyse and contrast the group-wise morphology of the 
proximal femurs, it was essential to establish correspondence between all individual surface meshes. The approach 
used in this work transforms the 3D surfaces into 2D (planar domain) using an angle preserving conformal 
method based on Ricci-flow. This approach leverages the methodological advantages of invariance towards rigid 
motion, scale and isometric deformations21. The residual deformations such as large non-isotropic deformations 
can then subsequently be accounted for in the 2D domain – which is a relatively simpler task. We present here a 
very brief description of the geometric basis for the implemented approach. For details, we refer readers to the 
textbook by Zeng & Gu where relevant references for the proofs can be found30. The discrete representation of the 
femur surfaces embedded in the Euclidean space 3 allows them to be treated as differentiable manifolds 
(2-manifold). Any surface in Euclidean space is a Riemannian surface with an inherent metric called Riemannian 
metric and a conformal structure. The Uniformisation theorem states that the Riemannian metric can be 
deformed to admit uniform curvature over the surface: +1, 0 or −1. Thus any closed Riemannian surface can be 
conformally mapped to one of these fundamental surface domains: unit sphere (+1), Euclidean plane (0) or 
hyperbolic plane (−1). The embedding in the relevant domain, referred to as parametrisation, reflects an angle 
preserving (conformal) transformation. Ricci-flow is a robust curvature flow method introduced by Hamilton31 
that evolves the metric towards uniformisation as a heat diffusion process. It is a powerful method that provides 
the flexibility to design the final metric based on user-defined distribution of target Gaussian curvature. However, 
the total curvature is determined by the topology of the surface (S) according to the Gauss-Bonnet theorem: 
2πχ(S). For an open orientable surface of genus (g) and number of boundaries (b), the Euler number is given by 
χ(S) = 2 − 2g − b. The genus of a closed surface can be intuitively thought of as the number of handles contained. 
The proximal femur data presented challenges that were addressed by tailoring specific solutions. The foremost 
challenge was the lack of anatomical correspondence at the distal boundary (femur diaphysis) of the surfaces 
across subjects because of different image field of views. This inconsistency of the boundary made it an unreliable 
reference for the subsequent correspondence detection. Thus appropriate references were derived from surface 
features through a two-step parametrisation procedure. The first step was devised to detect shape features to 
introduce a consistently defined reference feature for each mesh. The second step was devised to produce a map-
ping in a common coordinate space using the reference points for alignment (Fig. 1). The topology of the outer 
cortical surface (χ = 1; g = 0; b = 1) is conformally equivalent to a disk 2 (Fig. 1b). Ricci-flow mapping was per-
formed by assigning zero target curvature to all interior points and leaving the boundary node metric unchanged 
(i.e. a free boundary condition). The resulting conformal factor distribution was used to investigate detectable 
surface features. Two prominent feature processes were identified from the disk parametrisation – the femoral 
head (FH) and the greater trochanter (GT). The two features can be seen as peaks whose representative centres 
were designated as feature points (Fig. 1c). These feature points were used consistently across all participants to 
introduce a stable reference in the form of an inter-feature geodesic. This was achieved by inserting a boundary 
(mesh slit) along the inter-feature geodesic path in the parametrised disk (i.e. straight line) and reflected in the 
native 3D surface. This modified surface (χ = 0; g = 0; b = 2) is conformally equivalent to a Euclidean annulus. 
The mapping was performed by assigning a target curvature of 0 to all nodes. A cut graph between the GT point 
and the distal boundary was calculated and the mesh slit along the edges. This enabled the fundamental domain 
of mapping to be embedded in the complex plane. Subsequently the embedded mesh was oriented so that the 
inter-feature boundary lay on the imaginary axis with the distal boundary parallel to it and incident on the nega-
tive real axis. Finally the mesh was resized such that the inter-feature boundary (on the imaginary axis) was scaled 
to [0, 2π] (Fig. 1d). The annulus was produced through an exponential map of the complex coordinates. The 
implemented MATLAB script accepts the 3D proximal femur surfaces as input and outputs the parametrised 
annulus with no user input required in between.

Femur correspondence: planar domains. The result of the above-described parametrisation process 
produced 111 parametrised meshes embedded in a 2D complex coordinate frame. The embedded nodes benefit 
from the invariance accorded by the conformal method. That is, any node on the surface would retain its posi-
tion in the parametric plane even if subjected to rigid, affine or isometric deformations in the native 3D domain. 
Consequently, the approach for establishing correspondence relied on matching a canonical template mesh (2D) 
to each of the individual 111 parametrized meshes. For each participant, the nodes of the template were desig-
nated with a natural representation32 which described their position with respect to the target mesh in barycentric 
coordinates. The 3D coordinates of the template nodes were calculated from the target nodes. This resulted in 
an elastic registration, where the template mesh conformed to the shape of every proximal femur surface in the 
dataset. The nodes of the template mesh were used as a dense set of corresponding feature locations across the 
111 femur instances. If the variations in the proximal femoral anatomy only exhibited pure isometries then the 
template nodes would be aligned so that they represented correspondence. However, the shapes did exhibit dif-
ferences that reflected anisotropic deformations. Thus, in the parametric plane, algorithmically detected features 
were mapped to clustered locations but were not precisely coincident. Figure 2 illustrates this for five distinct 
anatomic features33 that were independently annotated by three researchers experienced in femur anatomy, from 
30 different proximal femora meshes randomly chosen from the dataset. Within each annotation cluster, their 
relative deviation from each other indicates the extent of anisotropy present in the sampled shapes. This deviation, 
and its contribution towards registration error, was reduced by locally deforming the parametrised template mesh 
to match the target mesh. In the present work, deformations of the template to correct anisotropic variations 
(Fig. 3) were based on two feature regions: femoral head and lesser trochanter (LT). Each region consisted of the 
feature point and the surrounding nodes, which acted as the feature support. The support nodes were defined 
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Figure 1. An illustrated description of the parametrising procedure developed for (a) proximal femur 
triangular surface meshes MN(V, E, F); where V = set of nodes; E = set of edges; F = set of faces (N = 111, in this 
study). (b) In the first parametrisation step, the surface is conformally mapped to its topological equivalent: 
disk. The single boundary (∂1M) at the distal end of the proximal femur (shaft) is mapped to the edge of the 
disk under a free boundary condition, where the metric on the boundary nodes is left unchanged (colour map: 
conformal factor). (c) The parametrised disk along with the conformal factor at the nodes as a height map. 
The femoral head (FH) and greater trochanter (GT) features are detected as the peaks (inset). The straight line 
between these features is used to introduce a second boundary (∂2M) by slitting the mesh along the line. (d) In 
the first parametrisation step, the surface is conformally mapped to its topological equivalent: annulus. The map 
is embedded in the complex plane by introducing a cut graph between the GT node and ∂1M. The embedded 
meshes are then transformed such that the ∂2M boundary lies on the imaginary axis scaled within [0, 2π]. An 
exponential map consequently results in the annulus. (e) Parametrised meshes in the a common coordinate 
frame. The boundary edges and feature points are colour coded consistently across all images.
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as those within one standard deviation of the Gaussian surface centred on the feature point, that best fits the 
particular feature process. The feature processes were observed by mapping the conformal factor distribution 
over the planar parametrised mesh. The support nodes for each feature in the template were matched by deform-
ing the nodes to occupy corresponding support region in the target parametrised mesh. The FH region was 
identified from the parametrised disk and the LT region was identified from the parametrised annulus. Smooth 
deformation of the template mesh was solved through Wendland based radial basis functions34, driven by the 
explicit deformations calculated within the two feature regions (FH and LT). To gauge the ability of the procedure 
in establishing correspondence, the mean distance between the annotations and their associated feature points 
(detected geometrically) were calculated for each annotator and illustrated as box plots (Fig. 2b). In order to 
visualize the 3D distribution of the features with respect to the annotations, the annotations of one expert for 
all 30 samples were mutually aligned using generalised Procrustes analysis. Subsequently, the corresponding 
transformations were applied to the associated feature points. This was used as a visual confirmation of the rela-
tive consistency in the distances between the features and the annotations (Fig. 2c). it should be noted that while 
the definitions of 4 landmark sites (FC, GT, TF and LT) coincide with their associated geometric feature points, 
FH and sFH are defined differently. FH represents the femoral head process as a geometric feature, while sFH 
is defined as the superiormost point on the head. This explains the large average distance between Fh and sFH. 
However, the plots indicate a consistency in their relative locations, displayed in the restricted spread in the box 
plots and the 3D distribution render.

The implemented script accepts the user defined template mesh and the stack of 111 parametrised target 
meshes. The output is a stack of morphed template meshes registered to each of the targets. The nodes of the 
morphed template meshes were attached with the natural representation with respect to their respective tar-
get meshes. The 3D coordinates at the nodes of the 111 morphed templates formed a set of 111 isotopological 
surfaces (i.e. same number of nodes and connectivity). The nodes were used as a dense set of correspondences 
established over the surface topologies across all individuals.

Figure 2. Assessment of the ability of the procedure to establish correspondence through expert annotations. 
5 features were annotated by 3 experts on the surfaces of 30 subjects. The subjects were chosen randomly from 
the dataset of 111. The sites annotated were: superiormost point of femoral head (sFH), fovea capitis centre 
(FC), tip of greater trochanter (GT), trochanteric fossa centre (TF) and tip of lesser trochanter process(LT). (a) 
Clustering of features in the parametric plane: each surface was parametrised and the position of the annotated 
node plotted in the parametric plane. The sites are plotted in colour (sFH - red; FC - balck; GT - green; TF - 
cyan; LT - blue) and each annotator is indicated by a different marker (‘x’, ‘o’ and ‘.’). It should be noted that the 
boundary introduced along the geodesic between the two algorithmically detected features lies along imaginary 
axis (femoral head feature at π & greater trochanter feature at [0, 2π]). Thus, the GT and sFH annotations are 
reflected about this symmetry. (b) Box-plots of the distance between annotations and the associated feature, 
detected algorithmically, for each annotator (3 experts: each in blue, red and black). (c) A visual illustration of 
the distributions of the annotations (of one expert) and the detected features for 30 samples. Expert annotations 
are coloured in darker shades and detected features are coloured in lighter shades. The rendered surface of the 
femur is only for representation to convey a sense of location over the surface.
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Figure 1. An illustrated description of the parametrising procedure developed for (a) proximal femur 
triangular surface meshes MN(V, E, F); where V = set of nodes; E = set of edges; F = set of faces (N = 111, in this 
study). (b) In the first parametrisation step, the surface is conformally mapped to its topological equivalent: 
disk. The single boundary (∂1M) at the distal end of the proximal femur (shaft) is mapped to the edge of the 
disk under a free boundary condition, where the metric on the boundary nodes is left unchanged (colour map: 
conformal factor). (c) The parametrised disk along with the conformal factor at the nodes as a height map. 
The femoral head (FH) and greater trochanter (GT) features are detected as the peaks (inset). The straight line 
between these features is used to introduce a second boundary (∂2M) by slitting the mesh along the line. (d) In 
the first parametrisation step, the surface is conformally mapped to its topological equivalent: annulus. The map 
is embedded in the complex plane by introducing a cut graph between the GT node and ∂1M. The embedded 
meshes are then transformed such that the ∂2M boundary lies on the imaginary axis scaled within [0, 2π]. An 
exponential map consequently results in the annulus. (e) Parametrised meshes in the a common coordinate 
frame. The boundary edges and feature points are colour coded consistently across all images.
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as those within one standard deviation of the Gaussian surface centred on the feature point, that best fits the 
particular feature process. The feature processes were observed by mapping the conformal factor distribution 
over the planar parametrised mesh. The support nodes for each feature in the template were matched by deform-
ing the nodes to occupy corresponding support region in the target parametrised mesh. The FH region was 
identified from the parametrised disk and the LT region was identified from the parametrised annulus. Smooth 
deformation of the template mesh was solved through Wendland based radial basis functions34, driven by the 
explicit deformations calculated within the two feature regions (FH and LT). To gauge the ability of the procedure 
in establishing correspondence, the mean distance between the annotations and their associated feature points 
(detected geometrically) were calculated for each annotator and illustrated as box plots (Fig. 2b). In order to 
visualize the 3D distribution of the features with respect to the annotations, the annotations of one expert for 
all 30 samples were mutually aligned using generalised Procrustes analysis. Subsequently, the corresponding 
transformations were applied to the associated feature points. This was used as a visual confirmation of the rela-
tive consistency in the distances between the features and the annotations (Fig. 2c). it should be noted that while 
the definitions of 4 landmark sites (FC, GT, TF and LT) coincide with their associated geometric feature points, 
FH and sFH are defined differently. FH represents the femoral head process as a geometric feature, while sFH 
is defined as the superiormost point on the head. This explains the large average distance between Fh and sFH. 
However, the plots indicate a consistency in their relative locations, displayed in the restricted spread in the box 
plots and the 3D distribution render.

The implemented script accepts the user defined template mesh and the stack of 111 parametrised target 
meshes. The output is a stack of morphed template meshes registered to each of the targets. The nodes of the 
morphed template meshes were attached with the natural representation with respect to their respective tar-
get meshes. The 3D coordinates at the nodes of the 111 morphed templates formed a set of 111 isotopological 
surfaces (i.e. same number of nodes and connectivity). The nodes were used as a dense set of correspondences 
established over the surface topologies across all individuals.

Figure 2. Assessment of the ability of the procedure to establish correspondence through expert annotations. 
5 features were annotated by 3 experts on the surfaces of 30 subjects. The subjects were chosen randomly from 
the dataset of 111. The sites annotated were: superiormost point of femoral head (sFH), fovea capitis centre 
(FC), tip of greater trochanter (GT), trochanteric fossa centre (TF) and tip of lesser trochanter process(LT). (a) 
Clustering of features in the parametric plane: each surface was parametrised and the position of the annotated 
node plotted in the parametric plane. The sites are plotted in colour (sFH - red; FC - balck; GT - green; TF - 
cyan; LT - blue) and each annotator is indicated by a different marker (‘x’, ‘o’ and ‘.’). It should be noted that the 
boundary introduced along the geodesic between the two algorithmically detected features lies along imaginary 
axis (femoral head feature at π & greater trochanter feature at [0, 2π]). Thus, the GT and sFH annotations are 
reflected about this symmetry. (b) Box-plots of the distance between annotations and the associated feature, 
detected algorithmically, for each annotator (3 experts: each in blue, red and black). (c) A visual illustration of 
the distributions of the annotations (of one expert) and the detected features for 30 samples. Expert annotations 
are coloured in darker shades and detected features are coloured in lighter shades. The rendered surface of the 
femur is only for representation to convey a sense of location over the surface.
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Feature mapping and statistical analysis. After defining correspondence between the individual 
shapes, the average shape was calculated by generalised Procrustes analysis of the 3D coordinates attached to 
the nodes. The features of interest (thickness and principal strains) were calculated at the template node loca-
tions with respect to the target nodes of the individual mesh based on the natural representation. This resulted 
in feature maps for every participant, which were subsequently used for making statistical inferences. However 
making group-wise statistical tests at every node would introduce errors due to the large number of comparisons 
(n ≈ 25,000). Statistical parametric mapping (SPM) as implemented in the SurfStat package35 was used to correct 
for multiple comparisons (http://www.math.mcgill.ca/keith/surfstat/). The significance of the group term was 
tested by calculating the t-statistics, and subsequently random field theory based multiple comparison correction 
was performed. Patches were identified on the surface where the features of the loading group differed signifi-
cantly from the controls. The identified patches represented a cluster of contiguous surface nodes that showed sig-
nificance. In this study, a threshold of p < 0.005 was used for defining supra-threshold clusters and subsequently 
p < 0.05 as random field theory-correlated cluster threshold. Additionally, in order to account for the resolution 
limitation of the MRI dataset, regions with cortical thickness <1 mm were masked out in SurfStat. The spatial 
distribution of these clusters is visualised over the surface of the canonical femur to intuitively illustrate their 
extent. In this work, true anatomical correspondence was implicitly approximated through the parametrisation of 
representative geometric features. In the presence of anisotropic variations, the algorithm would likely systemati-
cally misregister the surfaces. To alleviate the effects of such registration errors the method recommended by Gee 
and Treece36 was implemented here by including shape modes as confounding factors. The first 5 shape modes 
which contain most (≈80%) of the variation were included in the SPM linear model37,38. The shape modes were 

Figure 3. The correspondence procedure illustrated on 3 sample femur shapes from the dataset. (a) The three 
shapes chosen, were selected as they show clearly the differences in femoral neck lengths, shaft lengths and 
relative positions between the main feature processes - femoral head (FH), greater trochanter (GT) & lesser 
trochanter (LT). (b) The parametric meshes embedded in complex domain illustrate the positions of the FH 
(black circle) and LT (red circle). The consistent boundary of the mesh is aligned along the imaginary axis. (c) 
The canonical template mesh is matched to each of the parametrisations. The relative positions of the main 
features (LT and FH regions) in the common coordinate frame are illustrated in colour (red, blue and green 
for each of the 3 samples femurs). This misalignment is corrected locally on the template mesh through radial 
basis functions. (d) the resulting elastic registration of template mesh to each femoral instance produces an 
isotopological set of surfaces. The distribution of the cortical thickness values at the nodes are displayed as 
colour maps for illustrative purposes.
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calculated from vertex deformations, from their mean positions, following a generalised Procrustes alignment. 
As the scale was normalised in the procrustes analysis, the first shape mode did not reflect the scale and was thus 
included as a confounding factor. The linear model used for analysing the cortical thickness distribution involved 
the following variables – exercise loading group, body weight, shape and femur scale (size). Scale factor of each 
participant was defined relative to the average (canonical) shape which was transformed (Procrustes) to each 
shape in the isotopological dataset. The linear model variables for the principal strains (maximum and minimum) 
distribution were group, shape and individually estimated impact force. This impact force was obtained from 
the previous study24 and represented the applied force under which the respective FE models were simulated. 
The weight and height of each subject was used in calculating this force and thus, were excluded from the linear 
model.

Data availability. The MATLAB code for the procedure developed in this study are available in the GitHub 
repository, Repository-link https://github.com/NathanielNarra/Femur-RicciFlow. The datasets generated during 
the current study and a select sample of 20 femur shapes from the dataset (for testing purposes) are also made 
available.

Results
All parametrisation and registration processes were implemented in MATLAB. When the triangular surface 
meshes were treated for mesh quality, the parametrisation of a single femur mesh (≈25,000 nodes) took approx-
imately 2 minutes on a desktop computer (Intel Xeon 2.4 GHz, RAM 54 GB). Bad triangle quality in the input 
mesh increased the convergence time of the evolving metric (≈4–5 mins).

The cortical thickness distribution in each loading group was contrasted with the control group, and statistical 
significances inferred by controlling for body weight, femur scale and shape (Fig. 4). The average femur shape of 
the entire dataset was used to illustrate the node clusters that differed statistically significantly from the control 
group. The percentage differences in cortical thickness at the nodes within these significant clusters were mapped 
in colour. In the HI group, the area covered by the clusters was the largest among all groups, indicating a greater 
extent of response in this group. Clusters were observed in the inferior and posterior regions of the femoral neck, 
with up to 90–110% thicker cortices. Significant response was also observed below the inter-trochanteric line in 
the metaphysis/proximal diaphysis regions, with mean differences in the identified clusters mostly in the range 
of 20–50% (median: 40%). In the OI group, large clusters were seen in the medial and posterior regions around 
lesser trochanter. Interestingly, a large cluster spanned the anterior aspect of the proximal femur; extending into 
the important superior region of the femoral neck. The mean percentage differences in the clusters were mostly in 
the range of 15–40% (median: 26%). The HM group showed a relatively minor cluster extent in the superior and 

Figure 4. Regions of significant difference in cortical thickness (adjusted for weight, femur size and shape) 
illustrated on the surface of an average femur as colour patches. Colour maps in these patches represent mean 
percentage difference in cortical thickness between each exercise loading group and the control group (% higher 
than control). Their distribution within the patches is plotted as node counts above the colour bar. A relaxed 
multiple-comparison correction threshold (p < 0.025) for defining supra-threshold clusters (in white) was used 
purely to illustrate the trend in the distribution of these clusters; no formal inferences were made or discussed. 
The RNI group did not show any significant difference from controls, due to which it was omitted from this 
illustration.
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Feature mapping and statistical analysis. After defining correspondence between the individual 
shapes, the average shape was calculated by generalised Procrustes analysis of the 3D coordinates attached to 
the nodes. The features of interest (thickness and principal strains) were calculated at the template node loca-
tions with respect to the target nodes of the individual mesh based on the natural representation. This resulted 
in feature maps for every participant, which were subsequently used for making statistical inferences. However 
making group-wise statistical tests at every node would introduce errors due to the large number of comparisons 
(n ≈ 25,000). Statistical parametric mapping (SPM) as implemented in the SurfStat package35 was used to correct 
for multiple comparisons (http://www.math.mcgill.ca/keith/surfstat/). The significance of the group term was 
tested by calculating the t-statistics, and subsequently random field theory based multiple comparison correction 
was performed. Patches were identified on the surface where the features of the loading group differed signifi-
cantly from the controls. The identified patches represented a cluster of contiguous surface nodes that showed sig-
nificance. In this study, a threshold of p < 0.005 was used for defining supra-threshold clusters and subsequently 
p < 0.05 as random field theory-correlated cluster threshold. Additionally, in order to account for the resolution 
limitation of the MRI dataset, regions with cortical thickness <1 mm were masked out in SurfStat. The spatial 
distribution of these clusters is visualised over the surface of the canonical femur to intuitively illustrate their 
extent. In this work, true anatomical correspondence was implicitly approximated through the parametrisation of 
representative geometric features. In the presence of anisotropic variations, the algorithm would likely systemati-
cally misregister the surfaces. To alleviate the effects of such registration errors the method recommended by Gee 
and Treece36 was implemented here by including shape modes as confounding factors. The first 5 shape modes 
which contain most (≈80%) of the variation were included in the SPM linear model37,38. The shape modes were 

Figure 3. The correspondence procedure illustrated on 3 sample femur shapes from the dataset. (a) The three 
shapes chosen, were selected as they show clearly the differences in femoral neck lengths, shaft lengths and 
relative positions between the main feature processes - femoral head (FH), greater trochanter (GT) & lesser 
trochanter (LT). (b) The parametric meshes embedded in complex domain illustrate the positions of the FH 
(black circle) and LT (red circle). The consistent boundary of the mesh is aligned along the imaginary axis. (c) 
The canonical template mesh is matched to each of the parametrisations. The relative positions of the main 
features (LT and FH regions) in the common coordinate frame are illustrated in colour (red, blue and green 
for each of the 3 samples femurs). This misalignment is corrected locally on the template mesh through radial 
basis functions. (d) the resulting elastic registration of template mesh to each femoral instance produces an 
isotopological set of surfaces. The distribution of the cortical thickness values at the nodes are displayed as 
colour maps for illustrative purposes.
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calculated from vertex deformations, from their mean positions, following a generalised Procrustes alignment. 
As the scale was normalised in the procrustes analysis, the first shape mode did not reflect the scale and was thus 
included as a confounding factor. The linear model used for analysing the cortical thickness distribution involved 
the following variables – exercise loading group, body weight, shape and femur scale (size). Scale factor of each 
participant was defined relative to the average (canonical) shape which was transformed (Procrustes) to each 
shape in the isotopological dataset. The linear model variables for the principal strains (maximum and minimum) 
distribution were group, shape and individually estimated impact force. This impact force was obtained from 
the previous study24 and represented the applied force under which the respective FE models were simulated. 
The weight and height of each subject was used in calculating this force and thus, were excluded from the linear 
model.

Data availability. The MATLAB code for the procedure developed in this study are available in the GitHub 
repository, Repository-link https://github.com/NathanielNarra/Femur-RicciFlow. The datasets generated during 
the current study and a select sample of 20 femur shapes from the dataset (for testing purposes) are also made 
available.

Results
All parametrisation and registration processes were implemented in MATLAB. When the triangular surface 
meshes were treated for mesh quality, the parametrisation of a single femur mesh (≈25,000 nodes) took approx-
imately 2 minutes on a desktop computer (Intel Xeon 2.4 GHz, RAM 54 GB). Bad triangle quality in the input 
mesh increased the convergence time of the evolving metric (≈4–5 mins).

The cortical thickness distribution in each loading group was contrasted with the control group, and statistical 
significances inferred by controlling for body weight, femur scale and shape (Fig. 4). The average femur shape of 
the entire dataset was used to illustrate the node clusters that differed statistically significantly from the control 
group. The percentage differences in cortical thickness at the nodes within these significant clusters were mapped 
in colour. In the HI group, the area covered by the clusters was the largest among all groups, indicating a greater 
extent of response in this group. Clusters were observed in the inferior and posterior regions of the femoral neck, 
with up to 90–110% thicker cortices. Significant response was also observed below the inter-trochanteric line in 
the metaphysis/proximal diaphysis regions, with mean differences in the identified clusters mostly in the range 
of 20–50% (median: 40%). In the OI group, large clusters were seen in the medial and posterior regions around 
lesser trochanter. Interestingly, a large cluster spanned the anterior aspect of the proximal femur; extending into 
the important superior region of the femoral neck. The mean percentage differences in the clusters were mostly in 
the range of 15–40% (median: 26%). The HM group showed a relatively minor cluster extent in the superior and 

Figure 4. Regions of significant difference in cortical thickness (adjusted for weight, femur size and shape) 
illustrated on the surface of an average femur as colour patches. Colour maps in these patches represent mean 
percentage difference in cortical thickness between each exercise loading group and the control group (% higher 
than control). Their distribution within the patches is plotted as node counts above the colour bar. A relaxed 
multiple-comparison correction threshold (p < 0.025) for defining supra-threshold clusters (in white) was used 
purely to illustrate the trend in the distribution of these clusters; no formal inferences were made or discussed. 
The RNI group did not show any significant difference from controls, due to which it was omitted from this 
illustration.
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supero-anterior regions of the femoral neck; with the mean percentage difference in the cluster within 25–40% 
(median: 32%). The RI group showed a small region of significant clusters with a median 28% difference in 
cortical thickness on the lateral side of the greater trochanteric process. The RNI group did not show significant 
differences in the cortical distribution from the control group.

Surface maximum and minimum principal strain distribution revealed differences in response regions when 
exercise loading groups were contrasted with the controls (Fig. 5). Statistical significances were inferred by con-
trolling for estimated individual impact force during a sideways fall. The HI group showed large cluster extents in 
the inferior and posterior regions of the femoral neck. Clusters were also observed in the anterior region roughly 
extending distally from the inter-trochanteric line. In the OI group a large cluster was found spanning the anterior 
aspect of the inter-trochanteric line. The RI group showed large clusters nearly all around the femoral neck region 
except a small span at the supero-anterior region. Other clusters in the RI group were also found in the lateral 

Figure 5. Regions of significant difference in maximum and minimum principal strains at the surface nodes 
(adjusted for individual impact force and shape) illustrated on the surface of an average femur as colour patches. 
Colour maps in these patches represent mean percentage difference in the principal strains between each 
exercise loading group and the control group (% lower than control). Their distribution within the patches is 
plotted as node counts above the colour bar. A relaxed multi-comparison correction threshold (p < 0.025) for 
defining supra-threshold clusters (in white) was used purely to illustrate the trend in the distribution of these 
clusters; no formal inferences were made or discussed. The RNI group did not show any significant difference 
from controls, due to which it was omitted from this illustration.
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region of the greater trochanter and superior region of the femoral head. In the HM group, only a tiny cluster was 
found while the RNI group showed no significantly differing clusters from the control group.

The group-wise clusters were used to construct a single composite surface visualisation for cortical thickness 
(Fig. 6a), maximum principal strain (Fig. 6b) and minimum principal strain (Fig. 6c). Here, unique regions were 
identified that showed significant response to specific loading regimes. Moreover, regions that might respond to 
combinations of different loading types were also identified.

Discussion
In large sample analyses of the proximal femur geometry, the co-registration of multiple femur instances is an 
essential pre-processing step. The task of establishing correspondence is commonly done by first removing rigid 
motion to normalise the global pose of the femur shapes. Subsequently non-rigid registration is performed, rely-
ing typically on iterative closest point and b-splines to perform non-rigid registration. The external phenotype of 
the femur is relatively simple (as a geometric topology) and largely similar within population. However, distinct 
anatomical features that can be reliably detected are sparse in number. Some studies have supplemented the count 
with derived landmarks and have created procedures that perform the identifications autonomously39. A majority 
of these features are located in the proximal and distal epiphysis of the femur. The femur dataset studied in this 
work is not only incomplete representing the proximal part only but also inconsistent in its anatomical extent, 
which made the registration process challenging. Thus, an elegant solution was sought to manage these challenges 
and in turn to develop a tool for proximal femur registration.

This study presents an application of Ricci-flow based conformal surface parametrisation for analysing the 
proximal femur morphology. The implemented procedural chain defines correspondence between the surface 
meshes by using only three consistently detectable anatomic features (automated landmarks). In its current form, 
the algorithm relies on the presence of the complete epiphysis to enable the detection of the femoral head and 
greater trochanter processes. Inconsistencies in the femur anatomy distal to the inter-trochanteric line are accom-
modated. Thus the method was designed to establish correspondence between surfaces with varying femur shaft 

Figure 6. The significant clusters from the loading groups are combined into a single map. The regions are 
colour coded according to the specific or combination of loading groups responsible (n/s: no significance). 
The combination regions are where multiple loading groups (as indicated) show significant differences from 
controls. Compiled from the results for (a) cortical thickness (b) maximum principal strain (c) minimum 
principal strain.
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supero-anterior regions of the femoral neck; with the mean percentage difference in the cluster within 25–40% 
(median: 32%). The RI group showed a small region of significant clusters with a median 28% difference in 
cortical thickness on the lateral side of the greater trochanteric process. The RNI group did not show significant 
differences in the cortical distribution from the control group.

Surface maximum and minimum principal strain distribution revealed differences in response regions when 
exercise loading groups were contrasted with the controls (Fig. 5). Statistical significances were inferred by con-
trolling for estimated individual impact force during a sideways fall. The HI group showed large cluster extents in 
the inferior and posterior regions of the femoral neck. Clusters were also observed in the anterior region roughly 
extending distally from the inter-trochanteric line. In the OI group a large cluster was found spanning the anterior 
aspect of the inter-trochanteric line. The RI group showed large clusters nearly all around the femoral neck region 
except a small span at the supero-anterior region. Other clusters in the RI group were also found in the lateral 

Figure 5. Regions of significant difference in maximum and minimum principal strains at the surface nodes 
(adjusted for individual impact force and shape) illustrated on the surface of an average femur as colour patches. 
Colour maps in these patches represent mean percentage difference in the principal strains between each 
exercise loading group and the control group (% lower than control). Their distribution within the patches is 
plotted as node counts above the colour bar. A relaxed multi-comparison correction threshold (p < 0.025) for 
defining supra-threshold clusters (in white) was used purely to illustrate the trend in the distribution of these 
clusters; no formal inferences were made or discussed. The RNI group did not show any significant difference 
from controls, due to which it was omitted from this illustration.
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region of the greater trochanter and superior region of the femoral head. In the HM group, only a tiny cluster was 
found while the RNI group showed no significantly differing clusters from the control group.

The group-wise clusters were used to construct a single composite surface visualisation for cortical thickness 
(Fig. 6a), maximum principal strain (Fig. 6b) and minimum principal strain (Fig. 6c). Here, unique regions were 
identified that showed significant response to specific loading regimes. Moreover, regions that might respond to 
combinations of different loading types were also identified.

Discussion
In large sample analyses of the proximal femur geometry, the co-registration of multiple femur instances is an 
essential pre-processing step. The task of establishing correspondence is commonly done by first removing rigid 
motion to normalise the global pose of the femur shapes. Subsequently non-rigid registration is performed, rely-
ing typically on iterative closest point and b-splines to perform non-rigid registration. The external phenotype of 
the femur is relatively simple (as a geometric topology) and largely similar within population. However, distinct 
anatomical features that can be reliably detected are sparse in number. Some studies have supplemented the count 
with derived landmarks and have created procedures that perform the identifications autonomously39. A majority 
of these features are located in the proximal and distal epiphysis of the femur. The femur dataset studied in this 
work is not only incomplete representing the proximal part only but also inconsistent in its anatomical extent, 
which made the registration process challenging. Thus, an elegant solution was sought to manage these challenges 
and in turn to develop a tool for proximal femur registration.

This study presents an application of Ricci-flow based conformal surface parametrisation for analysing the 
proximal femur morphology. The implemented procedural chain defines correspondence between the surface 
meshes by using only three consistently detectable anatomic features (automated landmarks). In its current form, 
the algorithm relies on the presence of the complete epiphysis to enable the detection of the femoral head and 
greater trochanter processes. Inconsistencies in the femur anatomy distal to the inter-trochanteric line are accom-
modated. Thus the method was designed to establish correspondence between surfaces with varying femur shaft 

Figure 6. The significant clusters from the loading groups are combined into a single map. The regions are 
colour coded according to the specific or combination of loading groups responsible (n/s: no significance). 
The combination regions are where multiple loading groups (as indicated) show significant differences from 
controls. Compiled from the results for (a) cortical thickness (b) maximum principal strain (c) minimum 
principal strain.
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lengths. The robustness of Ricci-flow based conformal mapping method was leveraged to establish isometry 
invariant global correspondence through a dimension reduction approach (3D  2D). This could be observed in 
Fig. 3 where the three sample femurs illustrate differences in femoral neck length, shaft length and lesser tro-
chanter position. It can be seen that the protrusion near the lesser trochanter (Fig. 3a, mesh: M )V E F( , , )

2
2 2 2

 and the 
varying shaft lengths in all three did not skew the registration process. The residual variations in the shape that are 
not isometric in nature can manifest as differences in the relative distances between the features. This can be 
observed by the plotted lesser trochanter regions and the head-neck contour (Fig. 3c). Residual variations were 
locally handled in the 2D planar domain using simple 2D deformation methods, specifically using radial basis 
functions.

While the procedure developed in this work is entirely tuned towards the analysis of the proximal femur, 
the Ricci flow method provides flexibility to handle any topology. By perceiving the surface data as a geometric 
manifold, their topological invariance can be used to compute conformal maps. Working within the constraints 
of the Gauss-Bonnet theorem, consequently any number of parametrisations can be computed to facilitate feature 
detection. Different parametrisations result in different conformal factors distributions that can be used as addi-
tional parameters in detecting surface features. In this work, the femur was parametrised in two different ways to 
detect three anatomic features, represented in terms of their geometric shape. Disk parametrisation was used to 
detect the greater trochanter and femoral head, while the annulus parametrisation was used to detect the lesser 
trochanter. Though not used in this work, multiple such parametrisations can be used to further decrease area dis-
tortion related registration errors32. Further avenues for improvements that will be explored in the future include 
using features like the trochanteric fossa, fovea capitis and the greater trochanteric process. Geodesics between 
features (e.g. inter-trochanteric line) can be used to improve co-registration between shapes in the inter-feature 
regions to estimate the closest anatomical correspondence.

The developed method was applied to investigate morphological adaptations in the proximal femur in 
response to long-term exercise loading. The 3D distribution of the cortical thickness was contrasted between 
five exclusive exercise loading groups and controls. Analysing its distribution over the surface helped localise the 
regions, in terms of coloured patches of surface node clusters, where the response was significant in comparison 
to controls. Thus, the present study complements the inferences drawn from previous studies with this data1,2,24,40. 
The HI and OI groups showed large clusters, while the HM and RI groups showed small clusters. The RNI group 
showed no significant response. In the HI group the clusters were broadly in the inferior, anterior and posterior 
regions of the femoral neck; at and below the lateral aspect of the greater trochanter and in the proximal diaph-
ysis below the inter trochanteric line. In the OI group, smaller patches were observed in the femoral neck region 
and the proximal diaphysis, the regions mostly coincident with those of HI group. The HM group showed much 
smaller clusters but they were located in the superior and supero-anterior sector of the femoral neck. The RI 
group had a single cluster located at the lateral side of the greater trochanter process. In terms of cortical thick-
ness, the results clearly indicate that the HI and OI groups demonstrate spatially diverse response. The composite 
map in Fig. 6a, maps identified clusters to the specific exercise loading group or their combinations.

Similar analysis of the maximum and minimum principal strains at the surface nodes extracted from a sim-
ulation study revealed large response regions in the HI and RI groups. Smaller regions were observed in the OI 
and HM groups, while the RNI group did not differ from the controls. The composite images in Fig. 6b,c shows 
that the response in the RI group is spatially distributed around most of the femoral neck. In the HI group, the 
response in the femoral neck is predominantly in the inferior and posterior regions. Interestingly, the OI and HM 
group showed very little response. When comparing with the results of octant analysis of von Mises stresses per-
formed by Abe et al.24, the present results suggest that the OI group do not differ from controls in terms of princi-
pal strain. The discrepancy in the OI group between the present and earlier study may be due to the fact that only 
the surface strains were studied here while the previous study analyses stresses through volume aggregates within 
octant sectors. Thus in the future a more comprehensive study will be conducted for volume averaged stress and 
strain maps. Nevertheless, the surface stain maps illustrate an apparent increase in robustness due to repetitive 
loading activity (RI group), seemingly achieved without an associated increase in cortical thickness. This is in 
line with the results reported in the study by Abe et al.24, and based on the cross-sectional shape differences for 
this group reported by Narra et al.2, it likely points to the role of curvature of the cortical shell in the improved 
performance. Thus, the procedure of mapping FE simulation results, enhances the ability to explore and localise 
significant patterns in the distribution of mechanically relevant features.

The method developed and the case study have limitations that ultimately temper the derived statistical infer-
ences. The relatively low in-plane resolution of the MR images, while shown to be sufficient for the analysis of 
the entire femoral neck cross-section26, precludes drawing conclusions in regions with very thin cortices locally 
(e.g. femoral head and some femoral neck regions). In addition, the highly adaptive trabecular bone which plays 
a significant role in buttressing the thin cortical shells in the proximal femur were not included in this analysis. 
Thus, the results should not be interpreted as an exhaustive study of the total adaptive response due to each of the 
loading types. The analyses should be read within the context of purely geometric changes in the cortical shell 
due to long-term habitual exercise. In the registration task, manual annotations on a sample subset illustrated 
the insufficiency of the conformal method in accommodating anisotropic shape differences. While the isometric 
invariance of the method mapped all annotations into clusters, the spread of these clusters indicates the aniso-
metric deformations between shapes (Fig. 2a). These deformations were only explicitly handled at the three algo-
rithmically detected features (LT, GT and FH), which may be insufficient to establish precise correspondence in 
the inter-feature regions. Moreover, these three features do not necessarily represent anatomical features, as their 
detection was performed in terms of the surface geometry. Residual errors in terms of true anatomical homol-
ogy probably persist (Fig. 2b). Sliding semilandmarks-based41 procedures can be used to improve correspond-
ence in the vicinity of identifiable features. They typically require manual annotations of specific sites, which can 
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potentially be extended to work with features detected on the parametrised surface. Alternatively, best-fit based 
local searches can be implemented to account for anisometries in the inter-feature regions to increase the accu-
racy in correspondence. Similarity metrics such as mean curvature and conformal factor (i.e. area distortion) 
can be used32. It should be noted that there are faster tools based on ICP that can be used to establish acceptably 
imprecise correspondence. However, they introduce limited arbitrariness due to the reliance on the initial pose 
estimation and are susceptible to noise in the surface. The conformal map approach to the issue of shape matching 
has many appealing qualities, foremost among which are: (1) consistency in the treatment of surfaces regardless 
of initialization, surface noise and isometric deformations; (2) utility in registering incomplete anatomies without 
a need for either fine tuning initial pose or enforcing constraints. We demonstrated an unexplored application 
of conformal mapping to the proximal femur where distinct features are few. Its potential can be realised by 
employing more sophisticated 2D matching processes of the parametrised meshes (2D registration) to improve 
correspondence in the inter-feature regions. Thus, the present method can be used to address specific challenges 
posed by data collection such as incomplete surface data and anatomies with sparse features.
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lengths. The robustness of Ricci-flow based conformal mapping method was leveraged to establish isometry 
invariant global correspondence through a dimension reduction approach (3D  2D). This could be observed in 
Fig. 3 where the three sample femurs illustrate differences in femoral neck length, shaft length and lesser tro-
chanter position. It can be seen that the protrusion near the lesser trochanter (Fig. 3a, mesh: M )V E F( , , )

2
2 2 2

 and the 
varying shaft lengths in all three did not skew the registration process. The residual variations in the shape that are 
not isometric in nature can manifest as differences in the relative distances between the features. This can be 
observed by the plotted lesser trochanter regions and the head-neck contour (Fig. 3c). Residual variations were 
locally handled in the 2D planar domain using simple 2D deformation methods, specifically using radial basis 
functions.

While the procedure developed in this work is entirely tuned towards the analysis of the proximal femur, 
the Ricci flow method provides flexibility to handle any topology. By perceiving the surface data as a geometric 
manifold, their topological invariance can be used to compute conformal maps. Working within the constraints 
of the Gauss-Bonnet theorem, consequently any number of parametrisations can be computed to facilitate feature 
detection. Different parametrisations result in different conformal factors distributions that can be used as addi-
tional parameters in detecting surface features. In this work, the femur was parametrised in two different ways to 
detect three anatomic features, represented in terms of their geometric shape. Disk parametrisation was used to 
detect the greater trochanter and femoral head, while the annulus parametrisation was used to detect the lesser 
trochanter. Though not used in this work, multiple such parametrisations can be used to further decrease area dis-
tortion related registration errors32. Further avenues for improvements that will be explored in the future include 
using features like the trochanteric fossa, fovea capitis and the greater trochanteric process. Geodesics between 
features (e.g. inter-trochanteric line) can be used to improve co-registration between shapes in the inter-feature 
regions to estimate the closest anatomical correspondence.

The developed method was applied to investigate morphological adaptations in the proximal femur in 
response to long-term exercise loading. The 3D distribution of the cortical thickness was contrasted between 
five exclusive exercise loading groups and controls. Analysing its distribution over the surface helped localise the 
regions, in terms of coloured patches of surface node clusters, where the response was significant in comparison 
to controls. Thus, the present study complements the inferences drawn from previous studies with this data1,2,24,40. 
The HI and OI groups showed large clusters, while the HM and RI groups showed small clusters. The RNI group 
showed no significant response. In the HI group the clusters were broadly in the inferior, anterior and posterior 
regions of the femoral neck; at and below the lateral aspect of the greater trochanter and in the proximal diaph-
ysis below the inter trochanteric line. In the OI group, smaller patches were observed in the femoral neck region 
and the proximal diaphysis, the regions mostly coincident with those of HI group. The HM group showed much 
smaller clusters but they were located in the superior and supero-anterior sector of the femoral neck. The RI 
group had a single cluster located at the lateral side of the greater trochanter process. In terms of cortical thick-
ness, the results clearly indicate that the HI and OI groups demonstrate spatially diverse response. The composite 
map in Fig. 6a, maps identified clusters to the specific exercise loading group or their combinations.

Similar analysis of the maximum and minimum principal strains at the surface nodes extracted from a sim-
ulation study revealed large response regions in the HI and RI groups. Smaller regions were observed in the OI 
and HM groups, while the RNI group did not differ from the controls. The composite images in Fig. 6b,c shows 
that the response in the RI group is spatially distributed around most of the femoral neck. In the HI group, the 
response in the femoral neck is predominantly in the inferior and posterior regions. Interestingly, the OI and HM 
group showed very little response. When comparing with the results of octant analysis of von Mises stresses per-
formed by Abe et al.24, the present results suggest that the OI group do not differ from controls in terms of princi-
pal strain. The discrepancy in the OI group between the present and earlier study may be due to the fact that only 
the surface strains were studied here while the previous study analyses stresses through volume aggregates within 
octant sectors. Thus in the future a more comprehensive study will be conducted for volume averaged stress and 
strain maps. Nevertheless, the surface stain maps illustrate an apparent increase in robustness due to repetitive 
loading activity (RI group), seemingly achieved without an associated increase in cortical thickness. This is in 
line with the results reported in the study by Abe et al.24, and based on the cross-sectional shape differences for 
this group reported by Narra et al.2, it likely points to the role of curvature of the cortical shell in the improved 
performance. Thus, the procedure of mapping FE simulation results, enhances the ability to explore and localise 
significant patterns in the distribution of mechanically relevant features.

The method developed and the case study have limitations that ultimately temper the derived statistical infer-
ences. The relatively low in-plane resolution of the MR images, while shown to be sufficient for the analysis of 
the entire femoral neck cross-section26, precludes drawing conclusions in regions with very thin cortices locally 
(e.g. femoral head and some femoral neck regions). In addition, the highly adaptive trabecular bone which plays 
a significant role in buttressing the thin cortical shells in the proximal femur were not included in this analysis. 
Thus, the results should not be interpreted as an exhaustive study of the total adaptive response due to each of the 
loading types. The analyses should be read within the context of purely geometric changes in the cortical shell 
due to long-term habitual exercise. In the registration task, manual annotations on a sample subset illustrated 
the insufficiency of the conformal method in accommodating anisotropic shape differences. While the isometric 
invariance of the method mapped all annotations into clusters, the spread of these clusters indicates the aniso-
metric deformations between shapes (Fig. 2a). These deformations were only explicitly handled at the three algo-
rithmically detected features (LT, GT and FH), which may be insufficient to establish precise correspondence in 
the inter-feature regions. Moreover, these three features do not necessarily represent anatomical features, as their 
detection was performed in terms of the surface geometry. Residual errors in terms of true anatomical homol-
ogy probably persist (Fig. 2b). Sliding semilandmarks-based41 procedures can be used to improve correspond-
ence in the vicinity of identifiable features. They typically require manual annotations of specific sites, which can 
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potentially be extended to work with features detected on the parametrised surface. Alternatively, best-fit based 
local searches can be implemented to account for anisometries in the inter-feature regions to increase the accu-
racy in correspondence. Similarity metrics such as mean curvature and conformal factor (i.e. area distortion) 
can be used32. It should be noted that there are faster tools based on ICP that can be used to establish acceptably 
imprecise correspondence. However, they introduce limited arbitrariness due to the reliance on the initial pose 
estimation and are susceptible to noise in the surface. The conformal map approach to the issue of shape matching 
has many appealing qualities, foremost among which are: (1) consistency in the treatment of surfaces regardless 
of initialization, surface noise and isometric deformations; (2) utility in registering incomplete anatomies without 
a need for either fine tuning initial pose or enforcing constraints. We demonstrated an unexplored application 
of conformal mapping to the proximal femur where distinct features are few. Its potential can be realised by 
employing more sophisticated 2D matching processes of the parametrised meshes (2D registration) to improve 
correspondence in the inter-feature regions. Thus, the present method can be used to address specific challenges 
posed by data collection such as incomplete surface data and anatomies with sparse features.
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