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Abstract The Internet of Things (IoT) is a growing area in everyday life. New
applications under the umbrella term IoT are being developed continually. This
development has raised the need for framework definitions for different purposes.
This research introduces a special software/hardware framework for data gathering
systems to be used in IoT related systems. The purpose of the research is to show the
usability of a certain software/hardware combination in prototype development. The
software/hardware framework has been developed during several research projects by
following the same prototype development process. This is proposed as a descriptive
model for the prototyping process. The main contribution of this research is the
framework itself. The framework consists of a model of the system with selected
components. The placement of the sensor network is also presented. The purpose of
the framework is to guide and assist the construction of data gathering prototypes.
Furthermore, the advantages of the framework are to support re-usability, portability,
and interchangeability. This research introduces the framework, its main components,
and their interconnections. In addition, the prototype development process used is
presented.
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1 Introduction

The Internet of Things (IoT) is a growing area in everyday life. New applications
under the umbrella term IoT are being developed continually. The IoT paradigm
is the integration of several technologies and communications solutions [1]. This
development has raised the need for framework definitions for different purposes.
For example, the draft of the IEEE standard [2] defines an architectural framework
for the Internet of Things (IoT).

This article introduces a special software/hardware (SW/HW) framework for data
gathering systems to be used in IoT related systems. The research question can
be stated as follows: How to generalize the prototyping of IoT data gathering in a
framework of required software and hardware components?

The research question was formulated during previous data gathering prototype
system development projects. The main purpose of these prototypes is to gather
data, for example environmental data such as temperature, humidity, or carbon
dioxide levels (Fig. 1). The aim was to focus on the reproducibility of components
within the development process. This study presents guidelines for selecting the
required software and hardware components. The purpose of the SW/HW framework
is to guide and assist when constructing data gathering prototypes. Furthermore,
the advantages of the framework are that it supports re-usability, portability, and
interchangeability.

This study is part of the research related to the Internet of Things (IoT) carried
out by the Software Engineering and Intelligent Systems (SEIntS) group at Tampere
University, Pori. The SW/HW framework has been developed during several research
projects. These projects have contained multiple iteration rounds. Many of these
rounds have produced a research article, whose main target was to describe the
working prototype. The first prototype system was introduced by Saari et al. [3]
in 2015. That research introduced the initial idea of a framework and a working
implementation from it. Research on reducing energy consumption [4] presented the
advantages of rapid prototyping with off-the-shelf devices and open source software.

The main idea of prototype development has been to start with off-the-shelf
devices and open source software. These key software and hardware components
are then modified in the desired direction and usually a working prototype system is
produced.

The main result from our research is the framework itself. This has the ability to
act as a guiding principle when developing new prototypes for gathering data. This
framework also aims to represent the development of software and hardware usage
in data gathering systems; in particular the evolution in the usage of both software
and hardware is considered in different parts of the system. The framework could be
used as a model when planning new data gathering prototypes for sensor networks.

The second finding made during the research is a descriptive model for the
prototyping process (DMPP). This is a model of prototype development practices
that have been applied in several research projects between university and enterprises
(mostly small and medium-sized enterprises (SMEs)) in Finland. The purpose of the
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Fig. 1 The overall architecture of a data gathering IoT prototype system.

model is to introduce how academic research can conduct prototype development
with regional enterprises.

The structure of this paper is as follows: In Section II, we review the related
research about prototyping, the development process, and related frameworks. In
Section III, we introduce an implementation of university-enterprise collaboration
in prototype development described by means of process modeling notation. Section
IV introduces the SW/HW framework for IoT data gathering. Section V continues
by describing the validation and testing of the framework. Section VI includes a
discussion and suggestions for future research on the topic and finally, Section VI
summarizes the study.

2 Related research

The importance of prototyping embedded SW/HW systems was introduced by [5].
The reason for this was because system differences had increased, and the product
relied mainly on variations in software and system features. In addition, involving
users in the specification process is important because more and more customers
expect solutions and services tailored exactly to their particular needs. In a more
recent study, [6] developed a working prototype using off-the-shelf components.
This also showed that a lengthy product development life cycle is not required when
using a rapid prototyping process.

Rapid prototyping could be presented as a circle (Fig. 2). Rapid prototyping
includes three stages: making a prototype, reviewing the result, and refining and
iterating [7]. We used the idea of rapid prototyping in our projects. The working
prototype solution in the context of IoT requirements is as follows: hardware to run
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Fig. 2 The circle of the rapid prototyping process. Adapted from [7]

the software; software to collect, save, and transmit the data; the right technologies
for the use cases to make things easier for both developer and user. [4]

2.1 Development process of the prototypes

The IoT prototyping process can be viewed from two perspectives: a software de-
velopment process and an embedded hardware development process. Furthermore,
the authors have researched the IoT data gathering prototype development process
by collecting data from several prototyping processes.

A development process from the area of software development is suitable for this
study. The developed prototypes and the presented SW/HW framework include a lot
of software development. The process model could be descriptive or prescriptive. A
prescriptive model tells how the process should be performed, whereas a descriptive
model tells how a process is performed in a particular environment. The third
option, a proscriptive model, also describes the activities that could be done [8].
The descriptive process model (DPM) [9] [10] introduces an eight step approach
for producing a process model. These steps are divided into two phases: the set-up
phase and the execution phase. The eight step approach was used when the descriptive
model for the prototyping process (DMPP) was developed. The DMPP is presented
in Section 3.

The book "Introduction to Embedded Systems - A Cyber-Physical Systems Ap-
proach" by Lee and Sashia is based on the idea that designing and implementing
an embedded system consists of three major parts of the process: modeling, design,
and analysis [11]. The modeling phase specifies what a system does by defining the
system model and the set of requirements. The artifacts, such as a combination of
software and hardware components, are produced in the design phase. An artifact
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Fig. 3 Example of basic concepts related to the prototype development process. Adapted from [18]

is a working system and it describes how the system works. In the analysis phase,
information on the system is obtained to specify why the system works as it works.

(1]

2.2 The framework for prototyping

The SW/HW framework idea is not a new issue in the research field. For example,
earlier studies [12], [13], [14] have addressed the framework subject from a real-
time system perspective. In these studies, the design was at micro-controller level,
whereas our prototypes use off-the shelf single-board micro-controllers. For example,
Srivastava and Brodersen handled board level module generation, system software
generation, and hardware-software integration in a unified framework [14]. Their
study mentions a rapid prototyping method, but it was not explained further.

IoT architecture consists of several components, which can be divided into layers
as follows: sensing layer, networking layer, service layer, and interface layer [15],
[16]. The SW/HW framework is focused on the sensing and service layers. The
networking layer exists but is not the focus of our research. The interface layer is
described to the user in the SW/HW framework but is excluded from the study.

A wireless sensor network (WSN) can be used in various application areas. A
WSN includes sensor nodes, which consist of sensing, data processing, and com-
municating components. A sensor network is composed of a large number of sensor
nodes, which send data to the data storage. Since sensor nodes have data processing
ability, the uploaded data can be either raw or pre-processed [17].
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Fig. 4 Process model for prototype development. Adapted from [18].

3 Descriptive model for the prototyping process (DMPP)

We introduced our descriptive software process model for IoT prototyping in [18].
The purpose of this section is to present how the selected process model has supported
the development of the framework.

The DMPP [18] could be extended to include hardware, because the model itself
does not limit the type of artifact. Therefore, when the process is mentioned in this
study, it generally means every kind of artifact, i.e., software or hardware, made
in the prototype development process. The focus is on modeling the prototyping
process in a research context, but its use in general is not restricted.

The DMPP was developed using the aforementioned descriptive process model
(DPM) approach [10]. The basic concepts related to processes are role, activity,
resource, and artifact (Fig. 3). The example is illustrated by the developer (role)
involved in software developing (activity) using a programming tool (resource). The
activity produces some software (artifact) used in the prototype system. The process
data for the model is collected through interviews with the developers involved in the
four different prototype development processes. These four prototype development
projects and their outcomes are reported in several studies [19], [20], [21], [22].
Common to all of the studies are that they present developed IoT prototype systems
that gather data. Although the software and hardware components in the prototypes
vary, overall they can be used to model the prototype development process.

Fig. 4 presents the developed DMPP [18]. The model includes six steps. These
steps support or use the SW/HW framework in the following ways:

1. The first step starts from the requirements definition, a collaborative discussion
between the developers and the client. The client defines what kind of data
would be useful. The developer group starts to define the hardware and overall
architecture of system and how the data will be collected by the software. The
selected hardware mostly determines the software environment and tools used.

2. The outcome of the discussion is the first artifacts: for example, the prototype
system requirements within the discussion notes. The developer group constructs
the first architecture model of the component interconnections.
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3. The third step is the software/hardware prototype development made by the
research group including the project manager and software/hardware developers.
The clients’ representatives are involved in the development process in the role
of instructor. In this step the SW/HW framework is used as the guideline for
selecting the components for the developed prototype.

4. The fourth step introduces the working prototype artifact. It contains the developed
software and hardware components. Also, the interconnections of the components
are tested. The testing process overall is usually only the functional testing of the
prototype system. Additionally, the gathered data are inspected and if possible,
compared to the expected results.

5. The fifth step includes preparing the outcome of the development process. The
SW/HW framework can be complemented if necessary.

6. The sixth step is to publish the results, for example, the prototype system, the
collected data, and the analysis of the project.

The process model in Fig. 4 is a simplified presentation of the prototype de-
velopment process and therefore it does not mention common procedures such as
iterations, testing, and customer testing.

Iterations are an efficient way to test and develop an idea. The first working
prototype is made as simple as possible with basic components. For example, the
hardware could be chosen at first only for testing the idea. If the idea works, the
hardware is changed for more suitable hardware in the next iteration round. A good
example of this is the application where we tested the use case [23]: Is it possible to
take a photo in selected GPS coordinates automatically and send this photo to the
cloud storage? This idea was tested with the Android application in a smartphone and
the idea was found to be a workable solution. The smartphone had some limitations
with the automation: The developed photographing application had to be started,
it was not possible to be aware of the application crashing, and the possibility of
remote control was not easily implemented. The second iteration round to solve the
same use case was carried out with the following hardware: Raspberry Pi, camera,
battery, GPS sensor, WiFi, and 4G modem. This time the Raspberry Pi OS made
it possible to implement the automated operations and remote control with Linux
tools.

4 SW/HW Framework for IoT data gathering

In this section we introduce the SW/HW framework for an IoT data gathering sys-
tem. The framework consists of several hardware and software components. The
purpose and advantage of the framework is to support re-usability, portability, and
interchangeability. Another purpose of the framework is to guide and assist the
construction of data gathering prototypes.

The definition of the SW/HW framework has been made in several academic
research projects where the focus has been the collection of data using self-made
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Fig. 5 Relationships of the SW/HW framework.

prototype systems. Fig. 5 illustrates the framework and its relationships. The pre-
viously presented model in Section 3 has connections to the framework and its
development. DMPP step 1 gives guidelines for data handling. The client tells the
developers what kind of data are useful. In step 3 the developers make the decisions
on what kinds of software and hardware components are needed to fulfill the clients’
data gathering expectations.

Furthermore, Figure 5 clarifies the interconnections of the framework compo-
nents. These interconnections guide the selection of software and hardware compo-
nents when constructing a prototype. The framework relies on off-the-shelf devices,
because this speeds up development by minimizing hardware design and implemen-
tation [24]. The information that is to be collected determines the collection and
structure used by the software and hardware components. Optional features are also
used when selecting the components. In hardware, open hardware and off-the-shelf
devices are preferable, because they are reasonably priced, quickly available, and
have community support. The software components should have similar features:
open source and community support. Please note that these criteria are not preferred
when implementing the final application for production use.

The first question for the constructor of an IoT data gathering system when
implementing the prototype is what information or data to collect. The answer to
the question should be clear and it should also be the motivator of constructing the
system. The next three questions are presented after the decision to collect data:

* How to gather data?
* How to store data?
e How to process data?

For an end user or client the availability of the data is important. Therefore the
preferable place to store and process the data is in some cloud storage or server.
Cloud storage could be some old Linux server or fully optimized commercial cloud
computing service. However, before the data are in cloud storage, they have to be
collected and stored temporarily in a sensor device or gateway device. Furthermore,
the first data processing and storing should be managed by the sensor device or
gateway device. For example, if the network has a communication problem, there is
the possibility of losing data unless the data are forwarded rather than being stored
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Fig. 6 Layer diagram of IoT data gathering and how the SW/HW framework is placed in it.

temporarily. The SW/HW framework focuses on data storage and processing in the
sensor or gateway layers.

Fig. 6 shows the overall layer architecture of the IoT data gathering prototype

system in a sensor network. The presented SW/HW framework is located in the lower
part, containing the sensors, gateways, and preferable means of communication to
operate with cloud storage. A few explanations of the Fig. are given below:

The user and client layer utilizes the collected data.

A processing layer is needed in most use cases. The data are processed in the way
the clients require. The user can use the raw, unprocessed data.

The storage layer collects and saves the data. The purpose of this level is to ensure
data retention.

The outbound communication layer belongs to the SW/HW framework. Its pur-
pose is to offer a suitable data transfer method.

Data gathering has three different hardware constructions: Type 1 - master node-
sensor node combination; Type 2 - several sensor nodes collect the data in one
master node; Type 3 - Fully operational sensor device - a smartphone collects the
data.

The data flow from the sensors to the client or user. The data could be temporarily
stored on the gateway level. The data processing could be also done on then
gateway level if it is necessary and possible.

Configurations and monitoring are enabled to ensure faultless operation and for
testing purposes.

The division of the master node - sensor node into three different types of con-

struction supports the versatility of the SW/HW framework. The main idea is that
these three types make it possible to collect a wide range of data.
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Table 1 The main features of three different types of data gathering constructions

Type 1 Type 2 Type 3
Basic construction SBC with sensor(s) SBC master node and|Smart phone
group of sensor nodes
with sensors

Data gathering No limitations — suit-|Suitable for low data|Device sensors — no
able for large data|transfer — SBC limita-|hardware modifications
chunks such as photos [tions

Data processing SBC limitations Mean value calculus,|Mean value calculus
visualizing
Data storage No limitations tempo-|No limitations database|No limitations tempo-
rary storage storage rary storage

4.1 Hardware of the SW/HW Framework

The data gathering hardware can be divided on a higher level into three type of
constructions, as can be seen in Fig. 6. The framework uses off-the-shelf hardware
and devices. This limitation accelerates prototype development as at least partially
tested devices can be used. The hardware can be categorized in two parts:

* Sensor node - Sensor hardware consisting of a combination of sensors and control
device.

* Master node - data gathering and storing device that has the capability of collect-
ing, storing, and processing data.

The division into two parts is enough for hardware when compared to the three
types of data gathering devices in Table 1. On the hardware side, types 1 and 3 are
embedded together - the sensors and processing capabilities are in one device. In
type 2 the master node can control several sensor nodes.

The sensor node collects the data with sensors. The data could be simple data,
such as temperature and humidity. On the other hand, the data could be more complex,
such as photos. The hardware is selected according to the data requirement. The
separation of sensor node is made because of type 2 where the idea is to use several
sensor nodes with one master node. In type 2 construction sensors are connected
to a single-board micro-controller, such as Arduino or similar, which can handle
a lot of simple data. Simple data are numerical values. Type 2 sensor nodes are
simple, low-cost devices. These are connected to the master node and the amount
of transferred data should be in bytes or kilobytes. The preferred communication
methods include Bluetooth, ZigBee, and LoRa for short distance, low rates, and low
power consumption [25], [26]. Types 1 and 3 are similar to each other; both are
physically one entity: Type 1 consists of sensors and an SBC such as Raspberry Pi.
The collected data could be complex and may need processing power, for example,
photos. Type 3 is smartphone based solutions. A typical smartphone has several
sensors, e.g., gyroscope, accelerometer, and ambient light sensor [27]. For example,
Android phones could handle a lot of simple data from their own sensors, or complex
data such as photos from the phone’s own camera.
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Fig. 7 Diagram of software component interconnections in the SW/HW framework.

The master node collects data from the sensor nodes. The master node has
the capability to pre-process or temporarily store data if needed. The master node
has a communication channel for a larger data transfer rate and long distance, for
example, 3G / 4G / 5G, or WiFi are suitable. Depending on the master node’s
communication channel, remote control and configuration are possible. For example,
with the Raspberry Pi the remote configuration is easily constructed with a suitable
communication channel and Linux OS tools. The idea of a master node in type
3 smartphone based solutions is implemented with a self-made application, which
handles data collection, storage, and processing. The application limitations come
from the phone’s OS and the fact that hardware changes or modifications have not
been made.

This SW/HW framework relies on communication to the public Internet. The
collected data is transferred via the Internet to the data storage devices. These could
be cloud servers with a database or dedicated open source Linux servers for saving
data. There are several database models for storing sensor data and each of these has
a special use case where they are best. The SW/HW framework can be applied to all
of these techniques.

4.2 Software of the SW/HW Framework

The hardware of the SW/HW framework also requires software. The software used

is mostly open source. In this way the selected software is community tested and the

source code is freely available. Open source software is also free to use. Therefore,

several software combinations can be used for testing purposes without extra costs.
The software components are divided into three parts:

» Sensor software - gets sensor data from sensors
¢ Data gathering and pre-processing software
* Data storage software
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Regarding how these three parts work together, the diagram in Fig. 7 is a guideline
for dividing software components between the master node and sensor node on
the abstract level. This kind of approach supports the modular development and
interchangeability of components. The diagram also illustrates the input from the
sensors and the output to the cloud.

The list of software components starts from the sensor node with sensor software
and ends with data storage software for the master node. The sensing and sensor
software typically have low-level programming with C++, Python, or Perl scripts,
which are dedicated to do a few tasks, for example reading sensor data, reviewing
the data, and storing the data. Sensor devices, such as Arduino with sensors, are
typically a micro-controller board that runs a dedicated program. Types 1 and 2 in
Fig. 6 represent this kind of approach.

The Raspberry Pi based SBCs can perform both sensing and data gathering.
In type 1 for example, the sensors could be connected to the Raspberry Pi and
the sensor software reads the values from the sensors. If the construction is type
2, the gathering software handles the data collection from sensor nodes. The data
gathering and preprocessing software are more complex and usually type 2 SBC
devices are equipped with the full Linux operating system (OS). In the data storing
and preprocessing phases, the SW/HW framework utilizes pre-made software and
libraries. For example, Raspberry Pi could offer the gathered data to the Internet
with a server application. Preprocessing in this scenario could be image recognition
with image recognition software and library.

The gathered data are stored in the cloud server - this is the assumption of the
SW/HW framework. Temporarily, the data could be saved to the master node using
a suitable database. If the data meet the definition of a time series: "A sequence
of numbers collected at regular intervals over a period of time" then a good choice
is a time series database [28]. For example, the open-source time series database
InfLuxDB is suitable for SBC hardware and is widely used in IoT solutions [29].

The other suitable database model for data storage is a relational model. The col-
lected data could be stored locally in the sensor device, for example Raspberry Pi with
Linux OS, MariaDB database, and a RESTful API combination. The RESTful API
(Application Programming Interface) method allows remote control or management
of a device over the network.

Smartphones equipped with the Android OS have been tested with this SW/HW
framework. The Android OS has a software development kit (SDK), which enables
the wide use of smartphone capabilities. For example, the SDK enables phone camera
usage [23]. The SDK also enables usage of the smartphone’s accelerometer sensor
[30].

Data storage on the mobile phone is enabled by the OS. The SDK provides the
capabilities to use files and databases for data storage. In terms of the SW/HW
framework, the user should be able to use the data. The SDK also enables data
transfer to cloud services.

Cloud storage for data is a better choice than local storage. Cloud storage could
be, for example, a Linux server or maintained commercial cloud service such as
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Fig. 8 Prototypes and validation in the SW/HW framework timeline.

Google Firebase. Both of these have more capabilities to store a larger amount of
data than the local database in Raspberry Pi.

5 Validating the SW/HW Framework by prototyping

The SW/HW framework has been developed and tested during several research
projects. The majority of IoT data gathering prototype systems and their findings
have been reported in different studies [3], [31], [32], [30], [23], [22], [33]. The
timeline of studies is presented in Fig. 8. The timeline also includes the first release of
the SW/HW framework study [34]. These projects have contained multiple iteration
rounds. Each iteration has produced a working prototype system. This section gives
an overview of the systems and lists the main findings during the development of the
system. The systems are divided into the previously presented types 1, 2, and 3.

5.1 Type 1 and type 2 with SBC related prototype systems

Types 1 and 2 are SBC and Linux OS based data gathering prototype systems. Type
1 usually contains one sensor connected directly to the SBC.

* A data collector service [3] was the first implementation. The SBC was a Beagle-
bone Black which gathered temperature, humidity, and brightness data. The data
were stored in the SBC and there was a service to offer the data to users. The SBCs
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were connected with an Ethernet connection. The main goal of the study was to
experiment how well a cost-efficient SBC could be used to gather sensory data,
and how this data could be provided to the client over the public Internet. This goal
was reached successfully, and the designed system was tested and found to work
as planned [3]. The study proved that fully working data gathering prototypes can
be developed with off-the-shelf devices and open source tools.

The ability to use off-the-shelf devices prompted us to find out how others have
used these devices in academic research. A survey of prototyping was made to
find out the benefits and limitations of Raspberry Pi [32]. Also, we searched for
the testing methods of these prototypes. The study showed that the Raspberry
Pi is a widely used device in research implementations of different kinds. Some
testing methods of prototype systems were found: software testing, software
performance testing, and validation of data tests [32]. This study clarified the
operating environment for the SW/HW framework.

The third [23] and fourth [22] studies were similar to each other. Both prototypes
presented in the studies were based on a Raspberry Pi and camera combination in
a vehicular environment. The power supply was a battery backup and both used
a 3G/4G communication channel. The data, photos, were transferred to the cloud
storage where the data processing was handled. The focus of the studies was to
analyze and process the data on a cloud server but the functionality of the SBC
based prototype system was also ensured. Both of the systems were located in
a client’s environment for several weeks to collect data. The long testing time
clearly showed that the SW/HW framework needs a configuration channel from
user to device. In these systems, the SSH service and terminal were used as a
remote channel.

5.2 Type 2 with SBC related prototype systems

The type 2 configuration has been tested in three real-world projects. The common
construction of type 2 data gathering prototypes is that one master node SBC works
with several sensor nodes. The communication is one-way from sensor nodes to the
master nodes. The master node with a group of sensor nodes was tested in several
research cases:

The first was [31] where one SBC master node, an Intel Galileo Gen 2 development
board, communicated using wireless XBee technology with several sensor nodes,
on an Arduino development board. The collected data were environmental. The
targets of the study were threefold: to test the model, to determine how well cost-
efficient SBCs could be used to gather sensory data from several sensor nodes, and
how to deliver this data to clients over the public Internet [31]. The study showed
that SW/SW frameworks need a separate sensor node - master node architecture.
This is useful when several sensors are required in a small area.

The second use case [33] presented a wireless sensor system for monitoring
indoor living or working conditions. The study expanded the range of sensors by
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using wireless LoRa technology in communication between the master node and
sensor nodes. In the main construction, the master node Raspberry Pi received
environmental data from several Sodaq sensor nodes. The data were stored in the
master node for analysis and processing. The primary purpose of the tests was to
validate the sensor system construction. Based on the experiments, we found that
LoRa was a good choice for sensor applications within concrete buildings [33].
The third use case used commercial, but open hardware and open source, Ru-
uviTag sensor nodes [35]. These cost-efficient sensors collected temperature,
humidity, pressure, and motion information. The data were sent using Bluetooth
communication to the Raspberry Pi master node. The data were stored on an
InfluxDB database and visualized with Grafana visualizing software. One of the
RuuviTag experiments is documented in a study [36]. This prototype system is
quickly configurable, because RuuviTags do not need a configuration; only the
Raspberry Pi needs a setup. These prototype systems showed that even though the
gathered data were small in quantity, the Raspberry Pi limited the visualization.
The second issue raised was a limitation in the amount of memory operations
with a Raspberry Pi memory card. Therefore the prototype system experiment
showed that data should be transferred and stored on a cloud server. From the
perspective of the SW/HW framework, this prototype system showed the usability
of modular development and the fact that the sensor nodes and master node are
interchangeable.

5.3 Type 3: Smartphone related prototype systems

The smartphone is an excellent WSN sensor node. It has a working hardware package:
power source, communication skills, and sensor devices. It also has a suitable OS,
which allows the wide usage of the hardware. Our first ideas of using the smartphone
as a sensor were presented in [37]. The main question presented was "How to
utilize mobile technology to supply disaster information to both mobile terminals
and desktop computers?" [37].

In the recent type 3 prototype systems, we used Android smartphones. These two

documented data gathering prototypes are next discussed from the perspective of the
SW/HW framework.

The first data gathering prototype implementation was presented in study [30],
which utilized data collected by smartphone sensors, such as an accelerometer
and GPS, to detect variations in road surface conditions. The use of a smartphone
was preferred because the data were obtained from a group of users driving on
roads in western Finland and most of these people owned a smartphone that was
good enough for prototyping purposes. The data gathering device was therefore
an off-the-shelf Android smartphone without any hardware modifications. The
software was a combination of user interface application and background service.
The results of the study were that the basic programming task of creating a simple
application for tracking the user’s location and gathering data from the basic sen-
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sors embedded in a mobile device is a straightforward process. Minor difficulties
arose because of variations in the phones’ basic software and hardware depending
on the manufacturer. In relation to the SW/HW framework, the prototype showed
the ability to use a smartphone as a WSN sensor node.

* The second data gathering prototype was a solution for idea testing. The question
asked was: Is it possible to take a photo if the phone is in a selected GPS
position? Study [23] presents the working prototype solution for this problem.
For the SW/HW framework, this prototype again showed the ability to use a
smartphone as a WSN sensor node. The program code utilized an implementation
of the haversine formula, which determines the great circle distance between two
locations and is relatively simple to implement yet accurate enough for our use
cases. The application can be installed on any reasonably new Android device
and takes advantage of the built-in sensors and camera of the device.[23]

6 Discussion

This study aims to resolve the research question: How to generalize the prototyping
of IoT data gathering in a framework of required software and hardware components?

To answer the question, we made a reasonable number of data gathering proto-
types and reported on them in academic research papers. Thus, our earlier research
answered the question. The studies highlighted several aspects in constructing a
SW/HW framework. The framework describes the main findings from developed
prototypes. The framework brings out three different approaches for different use
cases. The research papers presented how prototyping development can be made
cost efficiently. This was enabled by using off-the-shelf embedded devices such as
smartphones and Raspberry Pi SBCs. The devices have the type of OS that can be
modified for sensor usage.

Furthermore, the prototype highlighted the knowledge we have about the process
of prototyping. The model can be used as guidance when designing a new prototyping
project together with a customer who wants to obtain information about some target
environment.

The development of the SW/HW Framework raised several new ideas for research
topics. These topics are briefly discussed here.

Each of the prototypes discussed has sensor software: software that reads the
sensor, a temperature sensor for example, changes the value form bytes to an integer
with a reasonable formula, and sends or stores the value somewhere. The study men-
tions the sensor software several times, but its construction has not been discussed
in detail. This low-level program is coded using C/C++, Python, Java, or a similar
programming language. It should be noted that at this level the initial data process-
ing could be done, e.g., the mean value of accelerometer sensor values within one
second. Is it possible to get improved performance without data loss? How should
this low-level software be programmed? These would be suitable questions for future
study.
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The topics of user and user experience are beyond the scope of this study. Our
prototypes were developed due to the needs of some project partner. The prototypes
were tested with use case testing and once the customer had received a reasonable
answer to a certain need, the development was stopped (except for one example [21]
where there was a long piloting period in a real usage environment). The project
outputs and prototypes are freely exploitable by the project partners.

The sensor prototypes produce a large amount of sensor data. Data processing
and data mining are important issues, which this study leaves for future research, as
it is such an extensive area. The issues of data visualization have been handled in
some studies [30]. In addition, sensor data will become more usable if merged with
other publicly available data. This kind of data could be weather data or map data
[38], [21].

Performance problems have not been extensively addressed in this study, but
when using the SW/HW framework they have to be taken into account. In data
gathering construction type 2, the amount of sensor nodes is limited, but no exact
limit can be set. The limit is changed by the range, communication channel, data
to be transferred and so on. The data processing can also affect the performance
problems. For example, in this study photos are often mentioned as difficult regarding
performance, especially motion detection. For example, photos should be transferred
to a cloud server for processing.

The SW/HW framework does not set the quality criteria for components, but how
can the selection of high-quality components be ensured? "The hardware quality
depends on the price" is one claim, which in most situations makes sense. The
second level for selection is "good enough". The SW/HW framework does not set
these kinds of selection criteria for software or hardware components and therefore
these decisions are left to the framework user.

The vulnerability of data is worth considering. Is the data critical and what
happens if we cannot obtain the data? Is it possible to manipulate the data and what
would the consequences be in that case? For example, what happens if somebody
changes the data. This SW/HW framework does not take a position on the matter,
but these are significant issues. Furthermore, security issues are important for IoT
devices. Security vulnerabilities and attacks on IoT systems have been covered
extensively by [39]. The SW/HW framework does not pay attention to security
except for the communication channel. This concern was raised in [31] and the
proposed, more secure, communication technology LoRa has been discussed by
[40].

7 Summary

This paper introduced the software/hardware framework and a descriptive model
for the prototyping process. The framework was developed during several research
projects by following the same prototype development process. The model pre-
sented the process for constructing and testing a data gathering prototype with six
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steps, starting from discussion of requirements and ending with the presentation of
collected data. The main aspects of these steps were presented briefly.

A sensor network consists of several layers, from data gathering devices to data
users. The framework is placed in the data gathering layer. The three types of data
gathering constructions were presented by introducing the software components, the
hardware components, and their interconnections.

Research findings: The model and the framework were validated by presenting
several previous research projects and studies.
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