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The popularity of sequential recommendations is on the rise these days. It is impor-
tant for the system not to treat each round of recommendations as an independent
activity; rather, it should store information about previous encounters. More and
more people are creating groups for activities, which makes group recommendation
systems more popular. It frequently happens, however, that recommenders are un-
able to find the most useful data pieces. This flaw is addressed by explaining why
specific suggestions are given. This work proposes visualizations for recommenda-
tions generated by SQUIRREL, A Framework for Sequential Group Recommenda-
tions through Reinforcement Learning. We explored three why questions using the
20M MovieLens dataset. Explanations rely on the aggregation method used for
the last iteration for a particular group, combined with single-user and group rec-
ommendations. The Graphical User Interface framework incorporates visualizations
and explanations. We have used three test cases and are able to provide explanations
personalized for each group.

Keywords: recommendation, sequentialrecommendation, visualization, graphicaluser-
interface.
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1 Introduction
Everything we do these days, from online shopping to watching a movie on Netflix,
has a recommendation system on its back end. These tools aid users in sorting
through the enormous quantity of information accessible and selecting options that
suit their preferences and interests. The reason for this is that recommendation
systems play a huge role in ensuring the satisfaction of end-users. As a result,
recommendation systems play a very crucial role in ensuring end-user satisfaction.
They are able to do this by examining the user’s previous interactions with the sys-
tem, which may have included search queries, scrolling behaviors, clicks, reviews, etc.
This indicates that the system takes into account the items that a user chose or liked
during a prior session in addition to the present session. Understanding consumer
preferences or generating informed decisions are the goals. This is a somewhat novel
method of recommendations because most systems look at the user’s ratings that
are now available without taking into account how the user has previously interacted
with the system. This is commonly referred to as sequential group recommenda-
tion because it takes into consideration a series of rounds of user recommendations
Stratigi, Pitoura, and Stefanidis 2023.

Besides sequential recommendations, group recommendations have recently at-
tracted a lot of attention. Instead of concentrating on one individual, the goal, in
this case, is to balance the interests of multiple individuals. For instance, a group of
friends who wish to play a game online. The computer would suggest a game that
each of them would enjoy. Group recommendations are more challenging than single
recommendations since they take into account the preferences of the entire group,
not just one individual. The algorithm for group recommendations needs to be able
to generate a list that, in principle, is pertinent to everyone’s interests Stratigi, Pi-
toura, and Stefanidis 2023. One of the most common methods for achieving group
recommendations is to use a single recommendation system for each group member
and obtain their corresponding recommendation lists. Then, using an aggregation
method, the group recommendation system takes over and tries to aggregate these
lists into a single group recommendation list Masthoff 2011.

The complexity of sequential and group recommendations increases when they
are combined. As a result, sequential group recommendations constitute a new area
of research. A sequential suggestion analyses the group’s prior interactions to provide
a more rich experience Stratigi, Pitoura, and Stefanidis 2023. Consider four siblings
who want to watch a Netflix series together, for instance. Each sibling’s previous
viewing history of their respective series will be analyzed by the recommender, who
will then make a list of series it believes all of the siblings will enjoy.
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Group suggestions are possible in many ways, but it is not always obvious which
aggregation method is appropriate for a given test scenario. To address this, the Se-
quential Group Recommendations through ReinforcEment Learning (SQUIRREL)
framework, was created. There are three primary parts to it: the state, the actions,
and the reward. The state defines the group’s current situation, the actions are the
various group recommendation techniques (aggregation methods) that can be used,
and the reward is the system’s main objective Stratigi, Pitoura, and Stefanidis 2023.

The system examined the group’s state at each recommendation round, such as
each member’s satisfaction, and then it selected an appropriate action to take, i.e., it
selected a group recommendation method to use. This made reinforcement learning
an obvious choice for SQUIRREL. A group suggestion list is created based on this
choice, given back to the group, and a reward is determined. The group’s status is
then changed to reflect the changes brought about by the action, i.e., how happy
the group members are with the most recent round of recommendations Stratigi,
Pitoura, and Stefanidis 2023.

The issue is that while efforts are made to make interesting recommendations to
users based on their interests, it is frequently possible that recommendation systems
are unable to find the best data items to recommend. There are several possible
causes for this. One is the ”cold start” issue, where the system lacks sufficient data
about a user or group of users to make reliable predictions. Another cause can be
the users’ excessive specificity. This indicates that the user has previously expressed
interest in a particular category, and the system assumes that the user adores it and
repeatedly suggests that. Uncertain data on people and their preferences may cause
the systems to be misdirected, which is a third potential explanation. Last but not
least, as a system depends substantially on hyperparameters and thresholds, bad
recommendations may be closely related to the configuration of the system Stratigi,
A. Tzompanaki, and Stefanidis 2020.

In this thesis, we combine explanations with the SQUIRREL model. We intro-
duce the notion of why questions, which are based on how many times a particular
movie genre has been recommended to the group. For this, we have worked on a
combination of two explanations, one that considers how many times a particular
genre has been recommended to group members individually and to the group as
a whole i.e., how many times a particular genre was recommended to the group in
previous rounds and the other checks the action taken in the last iteration.

The aim was not only to provide explanations but to provide them in a way that’s
interactive and more understandable. For this, an interactive GUI has been created,
which initially provides links to the plots that display the recommended items for
each iteration along with the movies recommended. Additionally, the user is able
to receive written and visual explanations of why a movie genre was recommended
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to the group.
In general, our work has contributed to the following:

• We introduce the why questions and explanations for the results of SQUIR-
REL, a model (Stratigi, Pitoura, and Stefanidis 2023) based on reinforcement
learning.

• We focus on three why questions and their explanations in particular scenarios.

• We create an interactive GUI and visualization plots to make it more under-
standable for the user.

• We evaluate the why questions and explanations using the 20M MovieLens
dataset on three use cases.
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2 Literature review

2.1 Group Recommendations

The group recommendation system, where users’ interests must be balanced rather
than focusing on just one user, has received more attention in recent years. For
instance, consider a group of friends who want to watch a series on Netflix. The sys-
tem would suggest a series that each of them would enjoy. Since each group member
has different preferences and the group recommendation system needs to balance
them in order to suggest a group recommendation list that is ideally pertinent to
the interests of all members, recommending a group is much more challenging than
recommending a single item Stratigi, Pitoura, and Stefanidis 2023.

A drawback of single-user recommendations is the cold start issue, which can
be solved by group recommenders Kompan and Bielikova 2014. From a historical
perspective, group recommendations are produced by combining user profiles, using
personal recommendations from individuals, or just by treating the entire group as
a single user and using single-user suggestions Berkovsky and Freyne 2010.

For group recommendations, there are primarily two methods Jameson and
Smyth 2007. In the first method (e.g., Z. Yu et al. 2006), we create a common
user profile by merging all user profiles and applying a standard recommendation
approach. The second method, which is also the most common approach to achiev-
ing group recommendations (e.g., Masthoff 2011, Ntoutsi et al. 2012, Baltrunas,
Makcinskas, and Ricci 2010), is to employ a single recommender system to get a
single recommendation list for each group member. After this, the group recommen-
dation system takes over and employs an aggregation mechanism to merge these lists
into a single group recommendation list.

A group recommender system can examine a wide range of factors during the
aggregation stage. Yuan, Cong, and C.-Y. Lin 2014 suggests a recommendation
model that combines the preferences of the group members with varying weights.
They state that those who are knowledgeable about subjects that are important to
the group are typically more influential and therefore they will carry more weight
during the aggregation phase. Furthermore, Cao et al. 2018 learns the aggregation
technique from data, to address the issue of preference aggregation in group recom-
mendations. Under the neural collaborative filtering (NCF) architecture, it makes
use of an attention mechanism to modify the representation of a group and learn
the relationships between groups and items. The model strengthens individual user
recommendations in addition to group recommendations, particularly for cold-start
users with no prior individual interactions. Yin et al. 2019 uses a Bipartite Graph
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Embedding Model (BGEM), in addition to an attention mechanism, to determine
how each participant influenced the group’s decision. An attention mechanism is
used to learn each user’s social influence and adapt it to various groups. They also
created a novel deep social influence learning framework to use and integrate users’
knowledge of their local and global social network structures in order to further
enhance the estimation of users’ social influences. Salehi-Abari and Boutilier 2015
created a model called preference-oriented social networks. They imply that pref-
erences (for things like goods, services, or political parties, for example) are likely
to be correlated among people who directly interact in a social network. Therefore,
their model represented these connections between individual preferences, where
preferences were expressed as rankings among many possibilities.

By noticing the way the group members engage with one another, Vinh Tran et
al. 2019 proposed a neural architecture, Medley of Sub-Attention Networks (MoSAN),
which was developed on the insight that decision-making (in groups) is typically dy-
namic, i.e., a user’s choice is greatly influenced by the other group members. Each
sub-attention module in MoSAN model represents a single member, modeling a
user’s preference in relation to every other group member. The group then uses a
Medley of Sub-Attention modules to decide on a course of action as a whole. In con-
trast to current approaches, which concentrate on small user groups, D. Qin et al.
2018 suggests a novel framework that divides big groups into subgroups based on in-
terests, uses collaborative filtering to produce suggestions within each subgroup, and
then combines the recommendations to produce a final group recommendation. By
creating a recommendation set using collaborative filtering and deleting unnecessary
items, Kim et al. 2010 suggests an enhanced group recommendation technique that
improves both the efficacy of group suggestions and the satisfaction of individual
group members.

In order to increase group members’ happiness and reduce unfairness among
them, X. Lin et al. 2017 analyzes the group recommendation problem from a fresh
angle. Depending on how pertinent the suggested items are to each group member, a
utility score is given to them. After that, it provides a list of group recommendations
by balancing the utility of the group members. In Sacharidis 2019, the similarity
between a user’s individual and group recommendations serves to quantify their
utility. When constructing the group recommendation list, their method takes sets of
N-level Pareto optimum items into account. D. Qin et al. 2018 proposes the dynamic
group aggregation system (DGAS) which is a different approach than the traditional
aggregation methods. Traditional aggregation methods give every member of a
group the same amount of weight, which does not accurately reflect their individual
contributions. In contrast, DGAS determines subgroup weights which take subgroup
contribution and interests into account and therefore overcomes the limitations of
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existing techniques.

2.2 Sequential Recommendations

In general, sequential recommenders are divided into three major categories based
on how many prior interactions they take into account: Last-N interactions-based
recommendations, Session-based recommendations and Session-aware recommenda-
tions Quadrana, Cremonesi, and Jannach 2018. The first method merely takes into
account the most recent N user actions (Cheng et al. 2013, Lian, V. Zheng, and
Xie 2013, Q. Liu et al. 2016). This is because for each user, the system records a
substantial amount of historical data, yet a sizable chunk of this data is duplicated
and offers no usable information. The system may encounter difficulties as a result
of the overwhelming volume of data since it becomes challenging to sort through
and derive useful insights from redundant and unnecessary data. Session-based rec-
ommendations do not take into account all previous interactions; rather, they just
take into account the interactions that a user engages in during the current session.
Personalized recommendations based on the user’s current interests and preferences
are frequently provided by using this strategy in news and advertising platforms
(Garcin, Dimitrakakis, and Faltings 2013, Hidasi et al. 2016). The last group of
recommenders includes data on the user’s most recent engagement as well as their
whole history. These recommenders can make more precise and customized recom-
mendations to improve the user’s experience by taking into account both the most
recent interaction and the user’s past interactions. They are commonly employed
in e-commerce and app recommendation systems (Hariri, Mobasher, and Burke
2012, Jannach, Lerche, and Jugovac 2015, Quadrana, Karatzoglou, et al. 2017). In
Hansen et al. 2020 a new session-aware music recommendation system is proposed.
It proposes a neural network that models user preferences as a series of embeddings
depending on prior consumption behavior (such as device usage and time) and the
current situation. This can anticipate the songs a user will play.

Although recommender systems are crucial for web platforms, due to varia-
tions in ranking positions and attention levels, they sometimes treat goods unfairly.
Borges and Stefanidis 2019 suggests employing Variational Autoencoders (VAEs)
with extra randomness to improve fairness Pitoura, Stefanidis, and Koutrika 2021
in numerous rounds of recommendation, while reducing bias and encouraging diver-
sity. (Borges and Stefanidis 2021, Borges and Stefanidis 2022, Borges and Stefanidis
2020) penalizes ratings awarded to items based on their previous level of popularity.

With the use of a bipartite graph representation, the framework proposed in J.
Qin et al. 2020 uses cross-neighbor relation modeling to find collaborative informa-
tion. Linkages between nodes in the graph represent the interactions between users
and items. The framework takes into account 2-hop neighbors, which are referred to
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as high-order collaborative relations, in addition to only taking into account nodes
that are directly connected. It intends to collect more detailed and nuanced infor-
mation about collaboration between users and items by taking into account these
high-order collaborative relations. In order to describe dynamic group representa-
tions, Wang et al. 2020 suggests a unique method termed GLS-GRL for sequential
group recommendation, which combines sequential recommendation and group rec-
ommendation. To capture user-item interactions and item-item co-occurrence, GLS-
GRL builds long-term and short-term graphs. Then it creates user representations
based on graph representation learning. Finally, it employs a limited user-interacted
attention mechanism to encode correlations between group members.

The work presented here is an extension of the SQUIRREL Model Stratigi,
Pitoura, and Stefanidis 2023. The model utilizes sequential group recommendation
techniques that were first put forth in (Stratigi, Nummenmaa, et al. 2020, Stratigi,
Pitoura, Nummenmaa, et al. 2021). The SDAA (Sequential Dynamic Adaptation
Aggregation method) takes the group into account as a whole and dynamically
determines a weight based on how satisfied the group members are. Using this
weight, the preference score of an item for the user who was least satisfied with the
last round of recommendations is merged with the average preference score for the
item for all group members. The Sequential Individual Adaptation Aggregation, or
SIAA, method, on the other hand, is user-centric. Each member’s satisfaction and
disagreement scores are used to determine a weight for each person, which is then
applied to the preference scores of the group members during the aggregation phase.
Average+ takes into account the complete list of data items as opposed to the other
algorithms, which examine each item separately. In order to benefit from the high
satisfaction levels, it improves on the average technique while taking into account
more than the specified k items. Items that provide the lowest disagreement ratings
as compared to the remainder of the list are gradually added to the group suggestion
list.

The empirical research of Masthoff 2004 and Piliponyte, Ricci, and Koschwitz
2013 examines several aggregation algorithms for suggesting a series of television
episodes and music tracks, respectively, to groups of users under specific application
instances. Masthoff 2004 has used strategies such as Average Strategy, Average
Without Misery Strategy, and Least Misery Strategy when selecting sequences for
groups to watch. Piliponyte, Ricci, and Koschwitz 2013 introduced a ’Balancing’
technique to produce a series of music track recommendations that continuously
balance users’ satisfaction levels. The approach that has been proposed in Stratigi,
Pitoura, and Stefanidis 2023 is the first to put a strong emphasis on choosing an
aggregation method from a pool of aggregation methods for each round of group
recommendations using reinforcement learning.
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2.3 Reinforcement Learning in Recommendations

The recommendation problem has changed in recent years. It is now thought of as a
sequential decision problem, represented as a Markov decision process (MDP), and
resolved using reinforcement learning (RL) techniques. RL-based recommender sys-
tems (RLRSs) have emerged as a result of the ability of deep reinforcement learning
(DRL) to apply RL to recommendation issues with huge state and action spaces
Afsar, Crump, and Far 2022. One of the earliest works in this field is Taghipour,
Kardan, and Ghidary 2007, which entails the system constantly engaging with users
and learning from their behavior, the research provides a fresh machine-learning
paradigm for online recommendation. Here the environment is the user’s most re-
cent N visited pages, actions are page recommendations, and rewards are a weighted
sum of the user’s time spent on the recommended page and its ranking. In order to
solve the issues of dynamic news features, user preferences, and scant user feedback
in previous models, G. Zheng et al. 2018 develops a Deep Reinforcement Learning
framework for news recommendation. The framework uses Deep Q-Learning and is
composed of two components: offline and online. In the offline stage, people and
news are mined for four different kinds of features. The reward is forecasted using
a multilayer Deep Q-Network (i.e., a combination of user-news click label and user
activeness) from these four types of features. Utilizing offline user-news click data,
this network is trained. Then, during the subsequent portion of the online training,
recommendation agent G will communicate with users and update the network.

With regard to long-term recommendation accuracy, a brand-new top-N interac-
tive recommender system built on deep reinforcement learning is proposed in Huang
et al. 2021. This system performs noticeably better than earlier approaches. They
focus on cold-start and warm-start as their two key areas. The model depended
on interactions between users (agents) and the recommender system (environment).
As a result, it could be used in settings with insufficient content knowledge. The
X. Zhao et al. 2017 suggests a novel recommender system that uses Reinforcement
Learning (RL) to continually learn better methods while interacting with users,
characterizing the interactions as a Markov Decision Process (MDP). The authors
present an online user-agent interacting environment simulator that enables pre-
training and offline evaluation of model parameters prior to the online application.
The research demonstrates the significance of list-wise suggestions during user-agent
interactions and develops a unique method to include them in the framework for
list-wise recommendations that is proposed, named LIRD. The study discusses the
shortcomings of current recommender systems, which prioritize short-term gains at
the expense of long-term gains. It uses RL to discover the best recommendation
methods that take long-term benefits into account.
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In order to track changes in user preferences over time, Yuyan, Xiayao, and
Yong 2019 proposes a deep learning movie recommender model that makes use of
reinforcement learning and prioritized experience replay. Reinforcement learning
comes into play when the model uses agents to learn about user preferences and
movie features. By employing prioritized experience replay, the model is able to
accurately represent the changing interests of users and generate recommendations
based on their choices. The deep learning methodology enables the model to record
intricate links and patterns between users and movies, resulting in more precise
and individualized suggestions and provides a fresh and practical approach to the
problem of identifying user preferences and adjusting to their evolving preferences
over time. Moling, Baltrunas, and Ricci 2012 examines a situation in which users
can get content from many channels, and a personal recommender system deployed
on the client side chooses which channel to suggest depending on the user’s listening
habits. When compared to a baseline system that does not use implicit feedback, the
suggested system allows users to listen to streaming tracks for a greater percentage
of the time since it incorporates reinforcement learning techniques to choose the
next channel to play. The customers’ preferred music channels make up the explicit
input, while their requests for new songs create the implicit feedback. The usage of
an MDP is also made in Shani, Brafman, and Heckerman 2015, where they suggest
a commercial system that uses an ordered list of choices made by each user as the
environment’s current condition to forecast and suggest a new product. They also
point out that their system is one of the few commercially available recommender
systems and the first to disclose an experimental study carried out on a genuine
commercial site, demonstrating the usefulness of their MDP-based methodology
from a business perspective.

The existing research on reinforcement learning-based recommendation systems
mainly focuses on particular recommendation domains. However, the SQUIRREL
framework Stratigi, Pitoura, and Stefanidis 2023, on the other hand, strives to
be more versatile in terms of the fields it can be used. It is made to combine
several strategies in order to deal with the problems that individual recommendation
methods have.

2.4 Transparency via Visualizations and Explanations

A lot of research has been done on how recommender systems provide explanations.
Introducing the idea of why-not questions—explanations offered after recommenda-
tions, Stratigi, A. Tzompanaki, and Stefanidis 2020 broadens the notion of post-hoc,
model-based explanations. It emphasizes the system designer as the recipient of
these justifications and offers a thorough categorization of why-not inquiries based
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on absence, granularity, and dependence on already-recommended items. Addi-
tionally, it offers tailored explanations based on models that are aimed at system
engineers.

In accordance with users’ implicit or explicit feedback, CF explanations are given
(for a review of explanations in recommenders, see Tintarev and Masthoff 2007).
Giving the user the best option is conceivably the easiest approach to presenting
a recommendation. The selection process for this item could then be part of the
justification. Let’s imagine a situation where a user of a music streaming service
prefers rock music but dislikes hip-hop and pop genres. A recent rock record, perhaps
one from a venerable rock band, can be suggested by the recommender system. This
recommendation’s generated explanation could be:

”We’ve seen from your recent listening history that you’ve been really into rock
music. We believe you’ll particularly enjoy this new album from one of the classic

rock bands given your love for rock.”

The recommender system in this example considers the user’s music listening
history and genre preferences to deliver a customized music recommendation and
an explanation Tintarev and Masthoff 2007.

Kaffes, Sacharidis, and Giannopoulos 2021 offers counterfactual explanations,
which are those minor adjustments to the user’s interaction history that caused
them to see the explanation-needed recommendation result. The suggested tech-
nique produces post-hoc explanations that are accurate, personal, defensible, and
useful. The paper Bidoit-Tollu, Herschel, and K. Tzompanaki 2014 suggests the Ted
method, which tackles the problem of developers receiving insufficient and inconsis-
tent justifications for why their data modifications did not yield desired results in
conjunctive queries. The technique makes sure that the same comprehensive query-
based explanations are generated for reordered conjunctive query trees, enhancing
usability and keeping the benefit of utilizing a declarative query language.

In Tao et al. 2019 regression trees are integrated with latent factor models for
recommendation. The path of each component on regression trees offers an explana-
tion for the suggestions that are produced as the regression tree grows and the latent
factors are further refined. Vig, Sen, and Riedl 2009 uses community tags to provide
explanations for the recommendations which they refer to as Tagsplanations. The
two main components used were tag relevance, or how well a tag describes an ob-
ject, and tag preference, or the user’s opinion of a tag. Verma et al. 2022 uses users’
preferences to explain recommendations and calls this approach as RecXplainer. In
Morisawa and Yamana 2021 the explanations are generated by extracting features
from the LIME (Local Interpretable Model-agnostic Explanations) which is the in-
terpretation model. They select an ideal number of features in the interpretation
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model rather than using all the features so that the interpretation model becomes
easy to learn. Chang, F. Harper, and Terveen 2016a created tailored natural lan-
guage explanations, a process that combined crowdsourcing and computation. The
way people explain word-of-mouth recommendations served as the inspiration for
this technique.

Visualizations are frequently employed in recommender systems to present ex-
planations due to their advantages (Nunes and Jannach 2017, Zhang and X. Chen
2020). Early studies on explainable recommendations proposed various methods of
providing the user with explanations of recommendations based on charts (e.g., bar
chart, pie chart, histogram, tag cloud), and they demonstrated how visual explana-
tions can help to improve transparency and users’ trust as well as a recommender
system’s acceptance (see e.g., (Bilgic and Mooney 2005, Gedikli, Jannach, and Ge
2014, Herlocker, Konstan, and Riedl 2000, Vig, Sen, and Riedl 2009)). For instance,
Herlocker, Konstan, and Riedl 2000 compared 21 different explanatory visualizations
based on charts that explained the recommendation in terms of the neighborhood
of similar users in their seminal work of evaluating collaborative filtering-based rec-
ommender systems. Movie tags were used by Vig, Sen, and Riedl 2009 to create
suggestions and explanations based on features. The technique employs bar charts
to display the movie’s features and explain to consumers why each element is im-
portant to them in order to explain the recommended movie.

Recent studies on visual explanation in recommender systems employed photos
as the display format to offer explanations rather than charts. An excellent starting
point for image-based, visually explicable recommender systems that exclusively
use deep learning strategies is the survey by Zhang and X. Chen 2020. This line
of research has attempted to use item images for explainable recommendations in
order to make use of the intuitive power of visual imagery.

Human control and engagement can also help to boost the transparency of AI
and decision-making systems, according to a number of research from several appli-
cation fields, including human-centered AI (Shneiderman 2020, Shneiderman 2022),
interactive machine learning (Amershi et al. 2014, Dudley and Kristensson 2018,
Jiang, S. Liu, and C. Chen 2019), and visual analytics (S. Liu et al. 2017, Spinner
et al. 2020]. Interactive, visual, and exploratory user interfaces, as noted in Shnei-
derman 2022, can help users progress progressively toward their objectives, improve
their comprehension of how the system operates, and avoid the bewilderment and
surprise that might otherwise necessitate the need for explanation. Users of inter-
active recommender systems can inspect the recommender process and manipulate
the system to improve recommendations through visual and exploratory user in-
terfaces He, Parra, and Verbert 2016. Users can influence the recommendations
made by the algorithm in a variety of ways. Users have influence over the input
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(user profiles), process (algorithm parameters), and/or output (recommendations)
of recommender systems (He, Parra, and Verbert 2016, Jannach, Naveed, and Ju-
govac 2017). Previous research demonstrates that interactive recommender systems
can improve transparency (Masthoff 2011, C.-H. Tsai and Brusilovsky 2017], trust
(Harambam et al. 2019, C. Tsai and Brusilovsky 2021), perceived effectiveness, and
user happiness (Hijikata, Kai, and Nishida 2012, Jin, Tintarev, and Verbert 2018,
Pu, L. Chen, and Hu 2012) as well as help users develop better mental models
(Eiband et al. 2018, Ngo, Kunkel, and Ziegler 2020).

Human control, or exploration, as well as explanation, can help users create
practical mental models in recommender systems, which can result in transparency.
However, they support system transparency in a variety of ways (C. Tsai and
Brusilovsky 2021). Users cannot be guaranteed to develop accurate or compre-
hensive mental models of how the system functions by using a visual exploratory
user interface that allows users to manipulate the system’s input, process, and/or
output (Jannach, Naveed, and Jugovac 2017). It may be possible to increase user
perception of transparency in some situations by letting users into the recommender
system’s ”black box” by giving them reasons for system-generated recommendations
(Gedikli, Jannach, and Ge 2014, R. Zhao, Benbasat, and Cavusoglu 2019]. This
would allow users to gain a better grasp of how the system works. Additionally,
users need insights into the system’s logic, which may be obtained through expla-
nation, in order to successfully provide feedback and exert control over the system’s
suggestions (Eiband et al. 2018, Ngo, Kunkel, and Ziegler 2020), C.-H. Tsai and
Brusilovsky 2017]. We therefore go beyond interactive recommendation in this work
and instead concentrate on pairing explanation with visualization methods to aid
users in understanding and interacting with the recommendation process.
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3 The SQUIRREL Framework
The SQUIRREL framework, SeQUentIal Group Recommendations through Rein-
forcEment Learning Stratigi, Pitoura, and Stefanidis 2023, is a model based on
reinforcement learning (RL) that addresses the sequential nature of group recom-
mendations. RL focuses on teaching computers how to make decisions in a given
environment in a way that maximizes a cumulative reward, and that is why it is a
natural choice for SQUIRREL. In the SQUIRREL, a user u’s satisfaction with the
items in the group recommendation list GLj

G is determined by comparing them to
the best items for the user u, i.e., Bj

u,k list (that contains top k recommendations
(items with the highest score) for user u at round j) and disagreement of a user u
is determined as the difference between the u’s satisfaction score and the maximum
satisfaction score among the group members Stratigi, Pitoura, and Stefanidis 2023.
SQUIRREL consists of three main components: state, actions, and reward.

• The state represents the current status of the group G (mainly how satisfied the
current group is), taking into account factors such as historical data, feedback
from users, and items recommended and selected by the group.

• The actions refer to the various group recommendation methods that can be
used. These methods are selected based on the current state of the group
and aim to produce the maximum reward (how applicable the suggested data
items are to the entire group).

• The reward is what the system aims to accomplish as its main objective, which
is typically the satisfaction of the group members with the recommended items.
The relevance of the items in the group recommendation list for each group
member is a key factor in determining this satisfaction.

In the SQUIRREL model, an agent interacts with an environment E in order to
maximize the cumulative reward at the end of each recommendation round. This is
similar to a Markov Decision Process (MDP). A tuple of (S, A, P, R) can be used
to represent the Markov decision process, where:

• S represents the environmental state, specifically the group state expressed
through the utility scores of the group members i.e., degree of satisfaction and
disagreement for the entire group. Each group member has an individual state
at each round, defined as Sj

u of user u at round j.

• A is a collection of distinct actions comprising several SQUIRREL model ag-
gregation functions, ranging from straightforward ones like Average to more
intricate ones like SDAA.
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Table 3.1 Summary of the notations used in the SQUIRREL framework Stratigi, Pitoura,
and Stefanidis 2023.

Notation Definition Notation Definition
I Set of items GLj

G Group recommendation
list at round j

U Set of users GR Sequence of group rec-
ommendations

G Group µ Number of rounds in
the sequence

u User SQUIRREL Model
d Item S State of the environ-

ment
j Round A Set of actions
Bj

u Recommendation list
for user u at round j

Pa(s,s’) Probability of transi-
tioning from state s to
state s’ j

Bj
u,k Top k recommendations

for user u at round j
Ra(s,s’) Reward from transition-

ing from s to s under
action a

pj(u,d) User u’s relevance score
for item d at round j

π Policy of the model

• Pa(s, s’) defines the probability of transitioning from state s to state s’ during
round j under action a.

• Ra(s, s’) is the reward gained from transitioning from state s to state s’, which
describes the quality of recommendations given by the model. Based on group
utility scores (which indicate the level of agreement and dissatisfaction for the
entire group), two reward functions—general group satisfaction and member
disagreement—are defined Stratigi, Pitoura, and Stefanidis 2023.

We outline the SQUIRREL model’s recommendation round structure in Figure
3.1. The group is sent to a single-user recommender system at the start of round
j, which creates a set of recommendation lists for each group member, Bj

u. These
lists are then provided to the SQUIRREL model, in which the agent monitors the
environment Sj and, specifically, the level of satisfaction of the current group. After
that, it chooses a suitable action j(αj) to combine the lists Bj

u. As a result, the model
enters the subsequent state Sj+1, where we update both the calculated reward Rj+1

and the overall satisfaction of the users. The model then sends the group its created
group recommendation list, abbreviated GLj. Table 3.1 lists all the notations used
in this work Stratigi, Pitoura, and Stefanidis 2023).
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Figure 3.1 The SQUIRREL Model Stratigi, Pitoura, and Stefanidis 2023

3.1 The SQUIRREL Components

In this section, we briefly discuss the major components of the SQUIRREL model,
namely state, action, and reward Stratigi, Pitoura, and Stefanidis 2023.

• The State of the model is defined using user utility scores that are defined as
the satisfaction of each user individually with the group recommendations.

• There are two distinct reward functions—the reward function Rs, which is
based on group-wide satisfaction, and the reward function Rsd, which is based
on group-wide satisfaction and disagreement (the difference between the group’s
lowest and highest satisfaction scores). The reward mechanism, however, is
quite adaptable and can be changed to support the particular goal for which
the framework is utilized.

• The actions are the driving factor behind the model. Several recommendation
lists, generated through user-based collaborative filtering (CF), are combined
in a single group recommendation list using 6 actions which are Stratigi, Pi-
toura, and Stefanidis 2023:

Average. The average of all predicted scores for a given item among all group
members is the group predicted score for that item.

RP80. This method combined group relevance (defined as the average pre-
diction score produced from the single recommendation system across all the
members of group G) and group disagreement scores (defined as Average Pair-
wise Disagreement between the predicted scores of the group members).



16

Par. This method balanced the variance in group members’ satisfaction with
an item with the average satisfaction that item generates for the group as a
whole.

SDAA. This method determined a weight by taking into account the group
members’ historical satisfaction. This weight struck a balance between the
group’s average predicted score for a given item and the predicted score for
that item given by the least satisfied member.

SIAA. This method also utilized a weight for aggregations but in contrast to
SDAA focused on each group member individually. Weights are assigned ac-
cording to the satisfaction level of the user and their satisfaction with previous
recommendations.

Avg+. This method counters the drawback of the worst group disagreement
scores in the classic average aggregation method by employing an average
aggregation in the first phase and filling in the group recommendation list
iteratively with items that produce the lowest potential group disagreement
score in the second phase.
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4 Visualizations and Explanations in
Recommendation Systems
In this chapter, we go into details of why is there a need to introduce ’why questions’
in recommendation systems and what are the different methods of representing their
explanations.

4.1 Why Questions and Explanations in Recommendation
Systems

Present-day recommender systems frequently give the impression of being a ”black
box” to their users by withholding crucial information about why items are rec-
ommended and how they relate to the users’ interests. Although recommenders
make an effort to accurately present users with interesting items based on their
preferences, it frequently happens that they are unable to find the best data items
to suggest. This may be the result of numerous factors. One explanation could
be the cold start issue when the system lacks sufficient data about a user to make
reliable predictions. The consumers’ over-specification may also be a contributing
factor. This indicates that a user has already indicated a preference for a particular
category, making it unlikely for the system to suggest products that fall under a
different category. Furthermore, confusing data on customers and their preferences
frequently causes systems to be misdirected. Last but not least, as a system de-
pends heavily on its hyper-parameters and thresholds, unlucky recommendations
may be closely related to the configuration of the system Stratigi, A. Tzompanaki,
and Stefanidis 2020.

The long-standing issue of explaining recommendations is most frequently re-
solved by including explanations with recommendations (C. Yu, Lakshmanan, and
Amer-Yahia 2009, Chang, F. Harper, and Terveen 2016b). Increased interest in
adding explanations to recommender systems has arisen as a result of the lack of
transparency, with the aim of increasing the transparency of these systems and
giving users knowledge that will help them construct a precise mental map of the
system’s behavior (Nunes and Jannach 2017, Masthoff 2011, Zhang and X. Chen
2020). This way, the user or the system’s designer gets insights on why an item is
suggested. The explanations can then vary on granularity or presentation format
based on the final consumer, i.e., the final user of the recommender or the designer
of the system Stratigi, A. Tzompanaki, and Stefanidis 2020. For example, if a user
asks why a certain item was recommended, the system could use that information to
refine its algorithms and provide better suggestions in the future. Let’s say we have
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a movie recommendation system. The system mostly recommends the user movies
of a certain genre e.g., Crime. The user can then ask a question ’Why have I been
recommended crime most of the times?’.

Figure 4.1 Enhancing Inclusivity and Transparency in Job Recommendations for Users
with Disabilities

By utilizing the why-not inquiry notion, Stratigi, A. Tzompanaki, and Stefanidis
2020 elaborate on the idea of post-hoc, model-based explanations, i.e., explanations
given after the recommendations have been generated and based on the knowledge
of the system. These inquiries concern why some items weren’t presented rather
than why certain items were. Consider a service that streams music and builds
playlists for users based on their listening habits and preferences. It might be a lost
opportunity if the service’s algorithm routinely excludes music from a specific genre
or artist from being included in a user’s playlist. The engineering team may look
into the reasons behind these omissions and come up with solutions to improve user
satisfaction and music discovery. This may help users, who enjoy a more varied and
customized listening experience, as well as underappreciated artists or genres, who
may get greater exposure through the playlists, leading to a more welcoming and
enjoyable music streaming platform for everybody.

On the other hand, for a final user who is completely uninformed of the context
or his or her preferences, asking a why-not question may not be such an easy assign-
ment. It is still applicable in the case of an informed user who is aware of the context
of the recommendations, though. Imagine a site for job searching (see Figure 4.1)
where a user with a disability discovers that they seldom ever get suggestions for
jobs that provide reasonable work accommodations or are more accommodating to
people with disabilities. The platform could give this user a ”why-not” explanation,
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assisting them in comprehending why these chances are not as prominently high-
lighted in order to foster trust in the system and ensure fairness. By doing this, the
platform supports inclusivity for people with impairments as well as transparency
and confidence in its recommendation system. This strategy makes certain that
every user receives pertinent employment recommendations that take into consid-
eration their unique requirements and circumstances. In this work, we separate
explanations into two categories: general explanations based on the broad context
of the issue and model-specific explanations based on the fundamental properties of
the recommendation model, i.e., the SQUIRREL Model.

4.2 Dimensions of Explainable Recommendations

We can implement explanations for recommendations using a variety of different
methods, strategies, and algorithms Nunes and Jannach 2017. However, Chatti,
Guesmi, and Muslim 2023 divides explainable recommendation research into four
categories (see Figure 4.2):

Figure 4.2 Dimensions of explainable recommendations

• Explanation purpose. Explanations can accomplish a variety of objectives
in addition to assisting users in comprehending the output and logic of the
recommender system. There are seven possible advantages that explanations
may bring to a recommender system, according to Tintarev and Masthoff 2007
which are transparency, scrutability, trust, efficacy, persuasion, efficiency, and
contentment.

• Explanation scope. Explainable recommendations can take the user model
as their input, the algorithm as their recommendation process, and/or the
product as their output into account. Those that concentrate on the recom-
mendation process to learn how the algorithm functions are known as model-
based explainable recommendations Zhang and X. Chen 2020. Explainability
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of the recommendation output puts a lot of emphasis on the result. This strat-
egy approaches the recommendation procedure as a black box, disregards its
explainability, and instead creates unique methods to explain the recommen-
dation outcomes that were produced by the black box. The term ”post-hoc
explainable recommendation” refers to this strategy Zhang and X. Chen 2020.
In the case of the user model, the method summarizes the system’s knowledge
about the user’s preferences rather than explaining to the user why a specific
item was recommended. The user is then free to examine this summary and
directly adjust his or her user model Balog, Radlinski, and Arakelyan 2019.

• Explanation style. Another way to categorize explainable recommendation
analysis is by explanation style, which is the model or method for coming up
with explanations (Zhang and X. Chen 2020, Balog, Radlinski, and Arakelyan
2019). The four primary techniques for explanation can be broadly charac-
terized as (1) Content-based, (2) Collaborative with its two subcategories of
neighborhood-based and model-based, (3) social, and (4) hybrid techniques.

– Content-based methods. These methods match products to users
based on characteristics like genre, actor, director, and movie length.
Users can immediately comprehend the item’s qualities and attributes,
making it simple to explain why a product is suggested Zhang and X.
Chen 2020.

– Collaborative-based methods. These methods use the ”wisdom of
crowds” to create recommendations based on ratings or usage patterns
rather than depending just on content information (Zhang and X. Chen
2020, Balog, Radlinski, and Arakelyan 2019).

– Social explanation methods. These methods use information about
social friends to provide a user with the interests of his or her social
friends as explanations for recommendations Zhang and X. Chen 2020.

– Hybrid explanation methods. These methods offer explanations by
combining two or more separate explanation techniques Kouki et al. 2019.

• Explanation format. We can display recommendation explanations using a
wide range of display formats, such as related users or items, images, sentences,
charts, or lists of logic (Zhang and X. Chen 2020, Masthoff 2011). Generally
speaking, there are two types of recommendation explanation formats: textual
explanations and visual explanations.

– Textual explanations produce a portion of text information as a rec-
ommended explanation, and depending on how the textual explanations
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are presented to users, they can be broadly categorized into sentence-
level (give a complete, grammatically correct sentence that explains rec-
ommendation) and feature-level/aspect-level techniques (present product
characteristics (such as color, quality, etc.) along with customer feedback
and/or sentiment).

– Visual explanations Visual explanations give the user a visualization
of the explanation. Especially in application situations involving social
networks, the visualization can take the form of a graph, a chart, or an
image (either the entire image or specific visual highlights in the image).
Visual explanations can transmit more information than textual ones
while needing less cognitive processing work.

In our work, we concentrate on the use of graphics to provide explanations for the
SQUIRREL Model in addition to the textual explanation. We have used Python’s
Plotly library to create scatter and bar plots. We have used scatter plots to represent
the movies recommended by SQUIRREL for the groups in each iteration. We have
used bar plots to represent the text form of our explanations visually. The next two
chapters go into depth about the visualizations and explanations used in SQUIRREL
and the results from our use cases.
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5 Visualizations and Explanations in SQUIRREL
In this section, we go into detail about the steps we adopted to create questions and
their respective explanations along with their integration into the interactive GUI
framework.

5.1 Dataset

The work in Stratigi, Pitoura, and Stefanidis 2023 was unable to access datasets
that showed interactions between groups and a system, such as when a group rated
an item as an entity. Therefore, they artificially made groups using data from three
real datasets. For our work, we have used the MovieLens Dataset F. M. Harper and
Konstan 2015. Between January 1995 and March 2015, 138,5K users rated 27,3K
movies on MovieLens, contributing a total of 20M ratings.

The SQUIRREL Model was assessed for a series of recommendation rounds so
a time flow had to be simulated to show that some time has passed between the
rounds. As a result, the recommender does not start with all the data that is
accessible; rather, the data is incrementally added after each round. To accomplish
this, the dataset was ordered chronologically according to the time that each rating
was given. The dataset was then divided into chunks, and a fresh chunk was added
to the system after each round Stratigi, Pitoura, and Stefanidis 2023.

For the MovieLens dataset, 100 groups were created each with 5 members. The
model was trained on 80 of those groups as a training set, while the other 20 groups
served as the test set. Based on the recommended movies we got for each test set, we
have developed our why questions and their relative explanations which we discuss
in detail in section 5.3.

5.2 Group Formation

To evaluate how well the SQUIRREL Model performed, real-world scenarios were
simulated. It was assumed that people with comparable interests will have similar
preferences when rating the same data items in situations when we lack particular
information, such as when recognizing user friendships or reviewing user likes. De-
pending on how similar the group members were to one another, two different group
types were formed based on two scenarios. First, consider a situation in which a
new team member joins an established group, and their tastes may differ from the
rest of the team members or a new hire who joins a seasoned project team that is
mostly concerned with software development. Second, consider a scenario in which
a diverse group of people gathers for a single activity, such as taking a cooking
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class, where every single person has specific culinary tastes. However, they are all
expected to make the same recipe in class.

The similarity was calculated using Pearson Correlation Resnick et al. 1994 sim-
ilarity function. The groups that were considered are:

• 4 similar – 1 dissimilar (4+1): The group’s four members are similar to
one another, but the fifth member is different from the others.

• 5 dissimilar (5 Diss): The group’s individuals are different from one another.

In our work, we have developed why questions and explanations based on the rec-
ommendations generated for the (4+1) group i.e., we have 20 groups, for each group
we have 15 iterations, and for each iteration, we have 10 different recommendations
as produced by the SQUIRREL Model.

5.3 Why Questions and Explanations

The SQUIRREL model recommends 10 new items in each iteration and it is assumed
that the group is aware of items that were recommended in previous iterations. We
have created a question that plays with the genres of movies and how many times
have they been recommended to the group as a whole and also to the individual users
of that group as per single-user recommendation lists. The format of our question
is:

Why ’selected genre’ occur ’selected frequency’?.

The ’selected genre’ can be any genre from the list of 19 genres and the ’selected
frequency’ can be any frequency from a list of 3 frequencies as shown below:

selected genre = [ ’Action’, ’Adventure’, ’Animation’, ’Children’, ’Comedy’,
’Crime’, ’Documentary’, ’Drama’, ’Fantasy’, ’Film-Noir’, ’Horror’, ’Musical’,

’Mystery’, ’Romance’, ’Sci-Fi’, ’Thriller’, ’War’, ’Western’, ’IMAX’ ]

selected frequency = [ ’a few times’, ’many times’, ’not at all’ ]

It depends on the group that they want to inquire about which particular genre.
For example, if a group wants to ask a question related to the ’thriller’ genre and
why it appears ’many times’, the question becomes:

Why ’Thriller’ occur ’many times’?.

Similarly, if the gene is ’children’ and the frequency is ’not at all’ then the
question becomes:
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Why ’Children’ occur ’not at all’?.

The explanation for the ’Why’ question is the combination of a general expla-
nation based on single-user recommendation lists for the users of the group and a
model-based explanation that takes features of the model into account which in our
case are the 6 aggregation methods used in the SQUIRREL Model. For the sec-
ond part of the explanation, we have summarised the aggregation methods, earlier
explained in section 3.1, as follows:

• Average considers the group members’ preferences to be of equal importance.

• RP80 aims to minimize disagreements among group members while consid-
ering their preferences.

• Par weighs the average satisfaction with an item among the group members
against the variance of those satisfaction scores.

• SDAA balances the average predicted score of an item for the group with the
predicted score of the least satisfied member.

• SIAA considers each group member’s overall satisfaction along with their
disagreement with the previous round of recommendations.

• Average+ considers items that generate the minimum possible group dis-
agreement scores.

We will discuss in more detail how we came up with the first part of the expla-
nation which is based on single-user recommendation lists of the users in the next
section.

5.4 Integrating Explanations into the SQUIRREL Frame-
work

The first part of our explanation makes use of single-user recommendation lists of
the group of users. The single-user recommender is considered a black box for the
SQUIRREL Model. We took the following steps to reach our explanation:

1. We saved the recommendations that were being generated by the SQUIRREL
Model in each iteration for each of the test groups in a CSV file as shown in
Figure 5.2. The information here consists of Group, Iteration, Recommended
Movies, and Satisfaction Score. It is to be noted that this file contained the
information for all the 20 groups and for all their 15 iterations.
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2. Since our questions and explanations are based on the ’genre’ of the movies
we incorporated movie names (which we have used in the hover text in the
visualizations, chapter 6) and the relative genre of each movie. This leads us
to the file as shown in Figure 5.3. This file also contains information for all
the 20 groups and for all their 15 iterations.

3. The goal was to count how many times each genre has been recommended
for each group in each iteration. Therefore, we removed the vertical bar ’|’
between genres and separated them with ’comma’ as shown in Figure 5.4.
Here also there are 20 groups each having 15 iterations.

4. Then we counted the genres that were recommended in each iteration for each
group which led us to Figure 5.5. Here, only one group has been shown as an
example.

5. In order to get just one value for each genre, we summed the genres from all
the iterations so that now with every group we have one number under each
genre which indicates the total number of times it was recommended in all the
previous iterations, Figure 5.6. It is to be noted here that now we also have
the ’Aggregation method’ in the file. This aggregation method indicates the
action that was taken to get the recommendations of the latest iteration which
in our case is the 15th iteration. This file shows the total number of genres
for all the iterations for all 20 groups. This step and all the other steps above
were done for the group recommendations that we got from the SQUIRREL
Model.

6. We did similar steps for the single-user recommendation lists after we had
filtered them according to only those movies that were recommended to the
group i.e., incorporating movie names and genres, removing the vertical bar
’|’ from the genres, and separating them using a comma, counting the gen-
res for each iteration and then summing all the genres from all the itera-
tions. In Figure 5.7 we show what a file looks like in case the group ID
is 131083_131094_131105_131399_11503. The files for all the groups were
saved in a folder so that they could be easily accessed later.
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Figure 5.1 Recommendations from the SQUIRREL Model

Figure 5.2 Recommendations including movie names and their genres

Figure 5.3 Genres separated with a comma
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Figure 5.4 Total number of genres for each group in each iteration

Figure 5.5 Total number of genres for each group along with the aggregation method
used in the latest iteration i.e., 15th

Figure 5.6 Total number of genres for 131083_131094_131105_131399_11503

Figure 5.7 Single-user recommendation list with relevance score
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In the next chapter, we explain how we have used these files to create visualiza-
tions for the recommendations which include scatter plots for the recommendations
generated by SQUIRREL and bar plots to visualize the explanations generated for
our why questions.
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6 Visualizations for Recommendations
In order for the group of users to understand recommendations easily, we have
created visualizations at each step. We have used Python’s Plotly library to create
interactive plots. These plots let users zoom, pan, hover over data points for more
details, and turn on and off different data series. Specifically, we have created 3
plots:

1. Group recommendations with a satisfaction score

2. Group recommendations with disagreement score

3. Single user recommendations for all the users of a group

For the first plot, we wanted to have movie names along with their production
year as well as their respective relevance scores in the hover text. We already
had all this information in the file in Figure 5.4 except for the relevance score.
The relevance score was present in the single-user recommendation lists that were
generated initially for the SQUIRREL Model as shown in Figure 5.8. This is just for
one user and one iteration. However, we had these files for all the users and all the
iterations. In this file, 1160 is the user ID and as we go into the square brackets we
first have the item ID which is 2288, and after the colons ’:’ is the relevance score
which is 4.39 in the case of first reading and so on. Then we filtered the item IDs
based on items that were recommended to the group the user belonged to. Since
there are 5 users in each group we had 5 relevance scores for a particular item ID
in each iteration. Therefore, to get just one relevance score for each iteration we
calculated their average.

Figure 5.9 shows how a file looks like for a particular group, in this case
352_131436_414_131544_6667, with the relevance score included for each iteration.
In total we had 20 files, all having the same format as Figure 5.9, and were saved
in a folder. These files were then combined with the file in Figure 5.4 which gave
us the file as shown in Figure 5.10. Using this file we created our first plot Group
recommendations with satisfaction score Figure 5.11.
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Figure 6.1 Relevance score for 352_131436_414_131544_6667

Figure 6.2 Recommended movies including the satisfaction and relevance score

This plot showed all the movies that were recommended in each iteration for all
the test groups. Here, the x-axis is the Iteration and the y-axis is the Satisfaction
score. From the drop-down button, the group can choose a particular group ID for
which they want to see the recommendations. To make the plot visually attractive,
we have used different colors for different groups. Also, as we hover over any point
the hover text shows the movie with the production year and the relevance score.
Figure 5.11 in our case shows the movies recommended in the 13th iteration for the
group 131083_131094_131105_131399_11503.

In a similar way, we created the plot ’Group recommendations with disagreement
score’ (Figure 5.12) by replacing the satisfaction score with the disagreement score
that we got from the SQUIRREL Model for each iteration of each group (Figure
5.13).
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Figure 6.3 Plot for Group recommendations with satisfaction score

Figure 6.4 Plot for Group recommendations with disagreement score

The last plot (Figure 5.14) is created when the user asks a question and gets
an explanation based on single-user recommendation lists of the group. The plot
is actually a visualization of Figure 5.7. Since every group has 5 members each,
5 subplots are created which are actually bar plots and as you hover over a bar it
shows the genre name along with its count for that user. This will help the group
understand the explanation in a better way. In the next chapter, we go into detail
about the setup of our experiment, analyzing the results and integrating them with
the GUI framework.
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Figure 6.5 Recommended movies including the disagreement and relevance score

Figure 6.6 Genre count for each user in the group
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7 Movies Explanations in SQUIRREL

7.1 Setup

Figure 7.1 shows how an explanation is formed in the case of ’few times’, ’many
times’, and ’not at all’. We have chosen 40 as our threshold in case of group recom-
mendations because 18 of the 20 groups have been recommended 4 or more genres
around 40 times. Therefore, if the genre count is less than 40 it comes under the
category of ’a few times’ and if it is greater or equal to 40, it comes under the cat-
egory of ’many times’. For the category ’not at all’, the genre count should be in
the range of 0 to 10 with 0 and 10 included. The reason for choosing this range is
that we have a huge dataset with 138,5K users. A genre count of 10 or less than 10
almost means it is a zero. We can’t go with just zero because there are iterations
where the group has been recommended a particular genre at least 1 time and out
of all 15 iterations if it has just been recommended once then it’s equivalent to zero.

In the case of single-user recommendations, we have considered 2,000 as a thresh-
old to come up with the explanations for ’a few times’ and ’many times’ respectively.
Due to the fact that almost all movies are multi-genre, we have such a high number
i.e., 2,000. Consequently, calculating a sum for a particular genre produces large
numbers due to the multiple recommendations. The reason behind choosing 2000 as
a threshold is because in the cases where a genre has been recommended 40 or more
times then there are at least 3 users out of 5 who have been recommended that genre
more than 2000 times. Therefore, if there are 3 or more users in a group that have
been recommended a particular genre less than or equal to 2,000 times but greater
than 1,000 times, then that becomes the reason why the group sees that genre, less
frequently. On the other hand, if 3 or more users have been recommended a genre
more than 2,000 times then that becomes the case the group sees that genre more
frequently.

For the case of ’not at all’, we have considered that if a genre count is less than
or equal to 1,000 for 3 or more users of the group then that becomes the reason why
a group hasn’t been recommended that genre at all. All three of these explanations
can be explained by considering any genre and the three frequencies one at a time.
Consider the genre is Adventure. We will have 3 cases:

• Few times

Question: Why Adventure occurs a few times?
Answer: The genre Adventure is less likely to be enjoyed by 4 members of this
group, therefore it occurs less frequently.
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More details: This explanation uses the SDAA action that balances the average
predicted score of an item for the group with the predicted score of the least
satisfied member.

• Many times

Question: Why Adventure occurs many times?
Answer: The genre Adventure is more likely to be enjoyed by 4 members of
this group, therefore it occurs less frequently.
More details: This explanation uses the SDAA action that balances the average
predicted score of an item for the group with the predicted score of the least
satisfied member.

• Not at all

Question: Why Adventure occurs a few times?
Answer: The genre Adventure is not likely to be enjoyed at all by 4 members
of this group.
More details: This explanation uses the SDAA action that balances the average
predicted score of an item for the group with the predicted score of the least
satisfied member.

In the examples above we have assumed 4 members in all three scenarios however
they can be 3, 4, or 5 depending on the situation. It can also be seen that we have
added the second part of the explanation as explained in section 5.3 based on the
action that was chosen in the last iteration which in our case is SDAA. Also, it
is to be noted that the threshold values can change if the data changes. In the
next section, we have discussed how we incorporated the visualizations and the
explanations in the GUI (Graphical User Interface) framework.
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Figure 7.1 Logic behind the formation of an explanation

7.2 Creating an INTERACTIVE GUI

We have incorporated all the visualizations that we discussed in chapter 6 along
with the questions and explanations as discussed in sections 5.3 and 5.4 in the GUI
framework. The group first gets a dialog box titled ’Group Recommendations’ with
two clickable links and the question ’Are you satisfied with the recommendations?’
along with two push buttons as ’Yes’ and ’I need clarification’. The first link ’Click
here to see the recommendations with satisfaction’ opens Figure 6.3 in a browser
window so that the group can see the movies that were recommended to them in all
the iterations along with the relevance score. Likewise, the second link ’Click here to
see the recommendations with disagreement’ allows the group to get to know about
the disagreement scores between the users of that group in each iteration Figure 6.4.

These visualizations help users better understand the recommendations and
based on that they answer the question ’Are you satisfied with the recommenda-
tions?’. In case the group is satisfied they press ’Yes’ and a dialog box with the
message ’Yayy! That’s great!’ appears (Figure 7.3) with a push button ’Yes’. When
’Yes’ is pressed this dialog box along with the Group Recommendations (Figure 7.2)
closes. This indicates that the group has no further questions to ask. In case the
group presses ’I need clarification’, then they get a dialog box titled ’Need some
clarifications’ (Figure 7.4) where they input their group ID and then select a genre
and frequency from the lists as mentioned in section 5.3. After that, they click on
’Submit’ which extends this dialog box and now includes the ’Why question’ with
the explanation and a link to the plot which opens Figure 6.6 in a browser window.
The group would be able to see visually what all members of the group were recom-
mended in the single-user recommendation lists on which the explanation is based.
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Here, the figure will be according to the group.

Figure 7.2 Dialog box to display group recommendations

Figure 7.3 Group is satisfied with the recommendations

Figure 7.4 Group is not satisfied with the recommendations

Figure 7.5 Explanation for ’a few times’ for 131083_131094_131105_131399_11503



37

In the next section, we share the results from the 3 use cases by taking one group
into account and analyzing the explanations we get for all the 3 options of frequency.

7.3 Results

Consider the group 131083_131094_131105_131399_11503 and the genre as Crime.
Figure 5.6 shows the number of times each genre was recommended to all the groups
in the test set. In the case of our group, Crime has been recommended 29 times which
is less than 40 which makes it fall under the category of ’a few times’. Next, we see
how many times Crime was recommended to all the users of the group individually
which is shown in Figure 5.7. As per our threshold defined in section 7.1, here all
5 members have been recommended Crime less than 2,000 times. Therefore, we get
the question and explanation as shown in Figure 7.5.

To analyze the result for the category ’many times’, consider the genre Comedy
for the same group Figure 7.6. As seen in Figure 5.6, Comedy has been recommended
52 times for this group. Now if we look at Figure 5.7, we see that 4 out of 5 members
have been recommended this genre more than 2,000 times. Therefore, we get the
question and explanation as shown in Figure 7.7.

Lastly for the category ’not at all’, consider the genre Animation Figure 7.8. It
has been recommended 9 times as seen in Figure 5.6. Now if we look at Figure 5.7,
we see that all 5 members of the group have been recommended this genre less than
1,000 times. Therefore, we get the question and explanation as shown in Figure 7.9.

For all three cases, the action is ’SDAA’ as seen in Figure 5.6 therefore the second
part of the explanation remains constant for all the cases. This analysis was for a
particular group. However, it works in the same way for all the groups.

Figure 7.6 Why ’Comedy’ occur many times?
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Figure 7.7 Explanation for ’many times’ for 131083_131094_131105_131399_11503

Figure 7.8 Why ’Animation’ occur not at all?

Figure 7.9 Explanation for ’not at all’ for 131083_131094_131105_131399_11503



39

8 Conclusion
In this work, we have proposed ’Why’ questions and explanations for sequential
group recommendations via reinforcement learning. This work is an extension of
the SQUIRREL framework. We used a real-world dataset, 20M MovieLens. We
have created visualizations for the recommendations generated by SQUIRREL in
the form of scatter plots. The scatter plots are between iterations and satisfaction
and disagreement scores respectively. The hover text indicates the 10 movies recom-
mended in each iteration along with their relevance scores. We developed 3 questions
on the ’genre’ of the movies and explored the single-user and group recommendation
lists to come up with the explanations.

We used 3 cases to explore our questions and their related explanations. Ad-
ditionally, we used bar plots to display the explanation in a visual form for better
understanding. These visualizations and explanations were incorporated into the
GUI framework where a group can ask questions multiple times.

In our future work, we want to explore ’Why’ questions related to other features
of the dataset such as movie names, ratings, or year of production. Also, in the
second part of the explanation, a more specific description can be given such as
defining actual values for the average predicted score in place of the text ’average
predicted score’ and the user ID in place of the text ’least satisfied user’. This will
require getting all the values from the SQUIRREL framework and incorporating
them with the explanations.
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