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ABSTRACT

For the last three decades, satellite navigation has evolved from being a technology
for professional and military users to a technology available for everyone. Especially
during the last 15 years, since the receivers started getting smaller and cheaper, there
has been an increasing number of companies delivering Global Positioning System
(GPS) enabled devices for hundreds of different kind of applications. Typical for
any modern technology, there has also been an enormous amount of money spent
on research and accompanied receiver development resulting in an immense increase
in receiver performance.

In addition to the development efforts on GPS receivers the introduction of new
global navigation satellite systems such as the Russian Globalnaja Navigatsionnaja
Sputnikovaja Sistema (GLONASS), the Chinese BeiDou, and the European Galileo
systems offers even more opportunities for improved performance. Both GPS and
these new systems have also introduced new types of signal structures that can pro-
vide better quality observations and even further improve the performance of all
receivers.

Finally, methods like Precise Point Positioning (PPP) and Real Time Kinematic
(RTK) that earlier were reserved for professional users have entered into the con-
sumer market enabling never before seen performance for every user of satellite nav-
igation receivers.

This thesis will assess the impact of this development on both performance as
well as on receiver architecture.

The design of the software defined receiver developed at FGI, the FGI-GSRx, is
presented in detail in this thesis. This receiver has then been used to assess the im-
pact of using multiple constellations as well as new novel signal processing methods
for modern signals. To evaluate the impact of PPP and RTK methods the FinnRef
Continuously Operating Reference Station (CORS) network has been used together
with several different types of receivers including consumer grade off the shelf re-
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ceivers.
The results show that when using more constellations and signals the accuracy of

the positioning solution improves from 3 meters to 1.4 meters in open sky conditions
and by more than a factor 10 in severe urban canyons. For severe urban canyons the
available also increases by a factor 2 when using three constellations. When using
new modern modulation techniques like high order BOC results show an accuracy
improvement for a Galileo solution of almost 25 % and the presented new signal
processing method increase the availability of such an accuracy from 50 % to almost
100 %. Finally, results from precise point positioning methods show that an accuracy
of 15 cm is achievable, which is a significant improvement compared to an accuracy
of 1.4 m for a standalone multi constellation solution.

To achieve these improvements, it is essential that the receiver itself is adapted
to make use of these new signals and constellations. This means that the design of
modern consumer market receivers is challenging and in many cases a software de-
fined receiver would be a better and cheaper choice than developing new Application
Specific Integrated Circuit (ASIC)’s.
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TIIVISTELMÄ

Viimeisten kolmen vuosikymmenen aikana satelliittinavigointi on kehittynyt ammatti-
ja sotilaskäyttäjien tekniikasta kaikkien saatavilla olevaksi tekniikaksi. Varsinkin vi-
imeisen 15 vuoden aikana, kun vastaanottimet alkoivat pienentyä ja halpenivat, on
lisääntynyt määrä yrityksiä, jotka toimittavat GPS-laitteita satoihin erilaisiin sovel-
luksiin. Kaikille moderneille tekniikoille on myös tyypillistä, että tutkimukseen ja
siihen liittyvään vastaanottimien kehittämiseen on käytetty valtavasti rahaa, mikä
on johtanut huomattavaan parantumiseen vastaanottimen suorituskyvyssä.

GPS-vastaanottimien kehitystyön lisäksi uusien maailmanlaajuisten satelliittinav-
igointijärjestelmien, kuten venäläisen GLONASS, kiinalaisen BeiDou- ja euroop-
palaisen Galileo-järjestelmien käyttöönotto tarjoaa entistä enemmän mahdollisuuk-
sia suorituskyvyn parantamiseen. Sekä GPS että nämä uudet järjestelmät ovat myös
ottaneet käyttöön uudentyyppisiä signaalirakenteita, jotka voivat tarjota parempi-
laatuisia havaintoja ja siten parantaa kaikkien vastaanottimien suorituskykyä.

Lopuksi menetelmät, kuten PPP ja RTK, jotka aiemmin olivat varattu ammat-
tikäyttäjille, ovat tulleet kuluttajamarkkinoille mahdollistaen ennennäkemättömän
suorituskyvyn jokaiselle satelliittinavigointivastaanottimien käyttäjälle.

Tässä opinnäytetyössä arvioidaan tämän kehityksen vaikutusta sekä suorituskykyyn
että vastaanottimen arkkitehtuuriin.

Työssä esitellään yksityiskohtaisesti FGI:ssä kehitetyn ohjelmistopohjaisen vas-
taanottimen, FGI-GSRx:n. Tämän vastaanottimen avulla on työssä arvioitu miten
sekä uudet konstellaatiot että uudet nykyaikaiset signaalit ja niitten seurantamenetelmät
vaikuttavat suorituskykyyn ja vastaanotin arkitehtuuriin. Tämän lisäki on arvioitu
PPP- ja RTK-tarkkuuspaikannusmenetelmien vaikutus FinnRef CORS-verkkoa käyt-
täen useiden erityyppisten vastaanottimien kanssa, mukaan lukien kuluttajalaatuiset
vastaanottimet.

Tulokset osoittavat, että enemmän konstellaatioita ja signaaleja käytettäessä paikan-
nusratkaisun tarkkuus paranee 3 metristä 1,4 metriin hyvissä olosuhteissa ja yli 10-
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kertaiseksi tiheästi rakennetuissa kaupungeissa, jossa käytettävissä olevien signaalien
määrä kasvaa kertoimella 2 käytettäessä kolmea konstellaatiota. Uusia moderneja
modulaatiotekniikoita, kuten BOC-modulaatiota, käytettäessä tulokset osoittavat
Galileo-ratkaisun tarkkuuden paranevan lähes 25%:lla ja esitelty uusi signaalinkäsit-
telymenetelmä lisää tällaisen tarkkuuden saatavuutta 50%:sta lähes 100%:iin. Lopuksi
tarkkuuspaikannusmenetelmien tulokset osoittavat, että 15 cm:n tarkkuus on saavutet-
tavissa, mikä on merkittävä parannus verrattuna 1,4 metrin tarkkuuteen.

Näiden parannusten saavuttamiseksi on olennaista, että itse vastaanotin on mukautettu
hyödyntämään näitä uusia signaaleja ja konstellaatioita. Tämä tarkoittaa, että nykyaikaisten
kuluttajamarkkinoiden vastaanottimien suunnittelu on haastavaa ja monissa tapauk-
sissa ohjelmistopohjainen vastaanotin olisi parempi ja halvempi valinta kuin uusien
mikropiirien kehittäminen.
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ABSTRAKT

Under de senaste tre decennierna har satellitnavigeringen utvecklats från att vara en
teknik för professionella och militära användare till en teknik som är tillgänglig för
alla. Speciellt under de senaste 15 åren, sedan mottagarna började bli mindre och
billigare, har det uppstått ett ökande antal företag som levererar GPS-aktiverade en-
heter för hundratals olika typer av applikationer. Typiskt som det är för all modern
teknik, har det också investerats en enorm mängd pengar på forskning och åtföljande
produktutveckling, vilket resulterat i en enorm ökning av mottagarens prestanda.

Utöver utvecklingsinsatserna för GPS-mottagare erbjuder introduktionen av nya
globala satellitnavigeringssystem såsom ryska GLONASS, kinesiska BeiDou och de
europeiska Galileo-systemen ännu fler möjligheter till förbättrad prestanda. Både
GPS och dessa nya system har också introducerat nya typer av signalstrukturer som
kan ge observationer av bättre kvalitet och förbättra prestandan för alla mottagare.

Slutligen har precision navigerings metoder som PPP och RTK, som tidigare
var reserverade för professionella användare, introducerats på konsumentmarknaden
och möjliggjort aldrig tidigare skådad prestanda för varje användare av satellitnav-
igeringsmottagare.

Detta examensarbete kommer att bedöma effekten av denna utveckling på både
mottagarens prestanda och dess interna arkitektur.

Designen av en mjukvarumottagare utvecklad vid FGI, FGI-GSRx, presenteras i
detalj i denna avhandling. Denna mottagare har sedan använts för att bedöma effek-
ten av att använda flera konstellationer såväl som nya signalbehandlingsmetoder för
moderna signaler. För att utvärdera effekten av PPP- och RTK-metoder har FinnRef
CORS-nätverket använts tillsammans med flera olika typer av mottagare, inklusive
mottagare för vanliga konsumenter.

Resultaten visar att när man använder fler konstellationer och signaler förbättras
positioneringslösningens noggrannhet från 3 meter till 1,4 meter under öppen him-
mel och med mer än en faktor 10 i svåra urbana miljöer. I urbana miljöer ökar också
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tillgången av signaler med en faktor 2 när man använder tre konstellationer istäl-
let för bara GPS. Vid användning av nya moderna tekniker som BOC modulering
visar resultaten en noggrannhetsförbättring för en Galileo-lösning på nästan 25 %
och den presenterade nya signalbehandlingsmetoden ökar tillgängligheten för en så-
dan noggrannhet från 50 % till nästan 100 %. Slutligen visar resultat med precision
navigerings metoder att en noggrannhet på 15 cm kan uppnås, vilket är en betydande
förbättring jämfört med en noggrannhet på 1,4 m för den fristående lösningen.

För att uppnå dessa förbättringar är det väsentligt att själva mottagaren är anpas-
sad för att använda dessa nya signaler och konstellationer. Detta innebär att arkitek-
turen av moderna konsumentmottagare blir komplicerad och i många fall skulle en
mjukvarumottagare vara ett bättre och billigare val än att utveckla nya integrerade
kretsar.
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1 INTRODUCTION

The first chapter will give a brief introduction to the history of navigation, the ob-
jectives for the thesis, and a description of the thesis structure.

1.1 History

The art of surveying, or measuring positions of points and distances and angles
between them, is believed to date back to ancient Babylonia [Har87]. One of the
drivers for developing surveying methods was of course the need for more accurate
maps for navigation and easier definition of boundaries between countries and prop-
erties. The methods used by these surveyors are not very well documented, but it is
believed that in many cases the positions of towns with respect to each other were
based on traveler’s tales and the surveying part consisted of drawing geometrical
models of the earth based on these tales.

1.1.1 Concept of triangulation and trilateration

The concept of triangulation can be defined as determining points of interest and
distances between them by forming triangles. Some claim that triangulation was
invented by Arab mathematicians, but in the literature the concept was first intro-
duced in the mid-sixteenth century by the Flemish mathematician Gemma Frisius
[Fri33]. Triangulation commonly uses a known distance between two points and
the measured angle from these two points to an unknown third point. An example
is shown in figure 1.1.

The two known points + the unknown point form a triangle and if the baseline
and two angles are known the angle-side-angle triangle congruence theorem can be
used to find the other unknowns in the triangle. By repeating this process, it was
possible to build whole networks of triangles and determine the relative locations
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Figure 1.1 Example of triangulation

between each observation point. In some strict definitions triangulation is defined
as only using measured angles.

The instrument used for triangulation is called a theodolite [Dau89]. It can mea-
sure very accurately both the horizontal and vertical angle between two sides in the
triangle. Quite often points in the triangles were located at a high altitude, which
is beneficial since a point at a high altitude is visible for long distances, and it was
possible to make the triangles bigger. Therefore, the vertical angle was also needed
to account for differences in height.

In the 1950’s new methods were developed to measure long distances using the
travel time of reflected electromagnetic waves. The Tellurometer [Wad57] used mi-
crowaves and the Geodimeter [Ber52] used light waves that reflected from an object
at the unknown location and travel time multiplied by the speed of light gave the
distance to the object. The process of obtaining the positions was the same as for
triangulation, building networks of triangles. The difference was that now the dis-
tances were measured instead of the angles and the triangles were determined by
measuring the length of the three sides without angles - the concept of trilateration
was born.

In many cases triangulation and trilateration were used as complementary meth-
ods, also called triangulateration, improving accuracy and reliability of the result.

1.1.2 Early days of navigation

The above-mentioned methods and instruments are primarily intended for survey-
ing, or determining the relative distances of points by using geometrical means, and
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not suited for navigation.
Navigation is usually defined as the art of determining the current position, course,

and speed of an object. The latin word navis means ship, and in the early days this
was also the main use case for navigation. The reason these methods were first de-
veloped for use at sea is that when moving on land there were roads and identifiable
landmarks, but out at open sea this was not the case. The same principles that had
been developed in surveying could also be used in navigation, but since the survey-
ing work already had been done and sea charts and maps were available, the methods
were simplified.

The perhaps most widely used method was to measure the bearing to multiple
known points on the map that were visible. These points could be islands or iden-
tifiable points on the coastline and later man-made constructions like buildings and
lighthouses. The method consisted of measuring the bearing, or the angle between
the direction of an object and that of true north, using a compass to at least two of
these objects. You can then draw the lines from the objects on the map with the
measured angle with respect to north and your position will then be at the crossing
of all these lines as is shown in figure 1.2

Figure 1.2 Determining location using bearings.

Another version of the same method is to measure the bearing to the same object
at two different times and estimating the travelled distance by measuring time and
speed of the ship. The distance the ship has travelled then become our baseline and
the two bearings our two measured angles, and it is easy to see the resemblance with
the concept of triangulation.
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1.1.3 Radio Navigation Systems

The first radio navigation systems were built during the 1930’s. The principle of
these were to have a set of radio transmitters, for example along the coastline and a
receiver onboard the vessel with a directional antenna. By turning the antenna and
finding the angle that gave the best reception, you could determine the bearing to
the radio transmitters. The position could be determined by finding the intersection
point between the bearing lines to two transmitters. An example of such a system
was the Radio Direction Finder (RDF) [Wat71]. Another example was the Lorenz
system [Dia30].

Land based radio navigation systems had their golden age during the 40’s and
50’s driven by the World War 2 (WWII). The DECCA [Bla15] system and the GEE
[Bla91] system were the first ones to be developed almost in parallel, starting in the
30’s. Both systems were so-called hyperbolic navigation systems, a well-known idea
at the time, and the major difference was that GEE was based on timing differences
and DECCA based on phase differences. The principle used in the GEE system
was originally proposed as a landing system for airplanes, but since the range of the
system was much longer than expected, it quickly evolved into a navigation system
used for aiding Royal Air Force (RAF) bombers during night missions in WWII.
The use of the system continued after the war, both in civil and military aviation.

The basic GEE setup consists of one master and two or three secondary stations.
The master stations send out a pulse and when the secondary stations detect it, they
will transmit their own pulse. The stations are thus synchronized with each other,
and the user can measure the time difference between signals from two stations. This
time difference is constant on a hyperbolic curve between the stations, and by finding
the intersection point of multiple such curves, the user could determine its position.
The stations were often placed in an L shape with the master station in the corner
of "L" and the curves formed almost perpendicular grid lines. The name GEE orig-
inates from "G" in Grid. The GEE could offer an accuracy of a few hundred meters
and ranges up to 560 km.

The DECCA system was first used during WWII by the British Royal Navy and
further developed by the newly formed company Decca Navigator Co. Ltd. after
the war. Decca was a radio navigation system based on measuring phase differences
between signals transmitted from multiple stations at different frequencies. The sta-
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tions were synchronized, or phase locked, using the same technique as in the GEE
system. By using different multiples of the same base frequency, the phase difference
between any two stations was constant on a hyperbolic curve or on multiple hyper-
bolic curves. The range of the DECCA system was 400-800 km and accuracy were
from a few meters to more than one km depending on the weather conditions.

The Long Range Navigation system (LORAN) [Dic59] was essentially a version
of the GEE system, using much lower frequencies. It was developed in the United
States and when the team developing it became aware of the work done in the UK
with the GEE system, they realized that the benefit with the LORAN is the longer
range. When the focus for LORAN was switched to long range, the demand for high
timing accuracy was reduced and even lower frequencies could be used that reflected
from the atmosphere and could even be used beyond the horizon. This enabled the
use of radio navigation also at areas where no base stations could be placed, like the
Atlantic and Pacific Oceans. The range of the LORAN system could be up to 2600
km, but as for all hyperbolic navigation systems, the accuracy decreases with in-
creasing range to the stations. LORAN later evolved into LORAN-B and LORAN-
C [Hef72] (the original system was renamed to LORAN-A), and LORAN-C was
still used in the 1990’s in China. LORAN-C has been shown to achieve positioning
accuracies of about 100 m.

The Omega [Asc72; Sco69] system can be considered as the final step towards
a truly global satellite navigation system. In the existing systems at that time all
stations needed to synchronize to a signal from the master station and this became
increasingly difficult to do with increasing distances between the stations since the
radio signal were reflected from the atmosphere and could arrive via multiple paths.
Omega was the first system using atomic clocks for synchronization between the
stations. This meant that the stations no longer needed to detect the signal from
the master stations, enabling much longer distances between the stations. Omega
consisted of eight active base stations distributed over the whole globe and the po-
sition of the user was still estimated using the intersection of hyperbolic curves and
the accuracy was in the order of 7-8 km. The difference compared to GEE and LO-
RAN was that Omega was a truly global system. The Omega signal was also much
more complicated than its predecessors. It consisted of fixed pulses at four different
frequencies in a patter that repeated itself every 10 seconds. One of the frequencies
was unique for each base station. The resemblance to the Global Navigation Satellite
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Systems (GNSS) signal is apparent. The last Omega station was shut down in 1997.

1.2 Objectives of the thesis

The main objective of this thesis is to assess the impact of the evolution of GNSS tech-
nology on the performance and design of consumer grade GNSS receivers. There
are five main research questions to be addressed in the thesis:

How should a receiver be designed to allow for maximum flexibility when it
comes to new signals and methods? This question becomes increasingly relevant
as more GNSS signals become available and new methods must be applied to suc-
cessfully handle all the signals and provide robust performance under varying con-
ditions for different types of GNSS applications. Switching from one constellation
to another, handling of multiple clock domains, tracking a large variety of modula-
tion types, decoding many different types of data at different data rates and selecting
between data and pilot signals are only some examples of functionality that did not
exist when only GPS was used. How to design a receiver to allow for maximal flex-
ibility is therefore a very relevant question.

What is the impact of having more satellite navigation systems and signals avail-
able? The number of available signals will certainly improve the availability of a po-
sitioning solution especially in more challenging environments where many of the
signals are blocked by buildings or other obstacles. More signals will, up to some
limit, also provide better accuracy, but there is not necessarily a simple relationship
between number of used satellites and accuracy. More satellite systems will provide
better robustness due to their independent nature. To better understand how mul-
tiple systems and more signals impacts the performance is therefore an interesting
challenge.

What kind of new receiver algorithms are needed to process new signals, in par-
ticular from the Beidou and IRNSS systems? In many cases the new signals are de-
signed to be as compatible as possible with legacy GPS signals, but in order to bene-
fit from higher data rates, pilot signals and more complex modulation schemes new
algorithms for signal processing and navigation are needed. What is somewhat un-
clear is how much benefit these new algorithms will bring to mass market receivers
compared to the effort to implement them. The types of new algorithms needed is
therefore worth exploring.
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What will the impact be of more accurate observations from high frequency
codes? Modern GNSS signal often uses higher code rates and should in theory also
provide better measurement accuracy, but what kind of improvements can really be
expected keeping in mind that also the signal processing algorithms are not the same
as for legacy signals. Even if the signals are more accurate the receiver also needs
to be able to utilize this properly. Looking at the best possible signals available and
understanding what the maximum benefit could be is therefore a very valid research
question.

How well does methods like RTK and PPP work in consumer grade receivers?
High accuracy navigation methods like RTK and PPP using mass market receivers
is not a new thing, but with the new chipsets supporting dual frequency and some
of the new modulation techniques these methods are becoming increasingly popular
and results today look very promising. The balance between receiver and algorithm
complexity versus benefit for the end user is an interesting challenge to address for
many receiver manufacturers. Understanding what can be achieved today is there-
fore also a very relevant research question.

1.3 Thesis structure

The thesis is divided into seven chapters. This chapter provides a short historical
background to navigation systems, starting from ancient Babylonia to the early days
of radio navigation. The next chapter provides an overview of Global Navigation
Satellite systems, including a description of all signals transmitted from the satellites.
Chapter three describes the fundamental elements and principles used in GNSS posi-
tioning, and chapter four provides an overview of carrier phase positioning methods
like PPP and RTK. In chapter five, the focus is on receiver design and the main tool
used in this work, the FGI-GSRx. Finally, chapters six and seven provides discussing
on the results and some conclusions. The seven scientific papers referred to in this
thesis are provided at the end.
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2 GLOBAL NAVIGATION SATELLITE

SYSTEMS

This chapter will give an overview of the different satellite navigation systems that
exists today. The chapter will describe the history of each system, the architecture of
the systems, the different types of satellites that have been launched and the different
signals that are and have been transmitted in the past.

2.1 The beginning of GNSS

GNSS refers to any system used for navigation, is global, and utilizes satellites. The
story of Satellite Navigation Systems began in the 1960’s with the United States Navy
Navigation Satellite System (NNSS), that used the TRANSIT [Dan98] satellite sys-
tem, and the Russian Parus and Tsikada [Dal86] systems. These were later replaced
by the United States GPS, and the Russian counterpart GLONASS. Later China and
Europe have followed and have developed the Beidou Navigation System (BDS), and
Galileo system, which are both also truly global systems.

Local navigation systems like the IRNSS in India and Quasi-Zenith Satellite Sys-
tem (QZSS) in Japan also exist and satellite augmentation systems like the European
Geostationary Navigation Overlay Service (EGNOS), Wide Area Augmentation
System (WAAS), Multi-functional Satellite Augmentation System (MSAS), System
for Differential Corrections and Monitoring (SDCM) and GPS-Aided GEO Aug-
mented Navigation (GAGAN) have been deployed.

All GNSS uses trilateration as their principle of operation. So, they are mea-
suring the distance between the user and the satellites. They do not use any angle
measurements. Measuring the distance to the satellites is done by measuring the time
it takes for a known signal to travel from the satellites to the user. For this to work,
accurate clocks and suitable signals are needed, and the invention of both of these
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have driven the development of GNSS.
Atomic clocks are the heart of GNSS, like in the Omega system. Each satellite has

these accurate clocks on board, and the satellites are all synchronized to a common
time system. The invention of Code Division Multiple Access (CDMA) signals is
the second enabler, since that made it possible for all satellites to transmit at the same
frequency and minimizing interference between the signals.

2.2 Overview of GNSS systems

This section will provide a brief overview of each of the operational navigation and
augmentation systems. The total number of operational satellites per system as of
November 2022 is shown in table 2.1.

Table 2.1 Current status of navigation and augmentation systems

System Operational Satellites

GPS 31

GLONASS 22

Compass/Beidou 44

Galileo 24

IRNSS 7

QZSS 4

EGNOS 4

WAAS 3

MSAS 2

SDCM 3

GAGAN 3

Total 147

2.2.1 GPS

One of the starting points for the development of GPS is sometimes considered to be
the TRANSIT system or the NNSS, that was developed in the United States during
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the late 1950’s and early 1960’s. This system had ground stations tracking the sig-
nals from the satellites, and the transmitted signals contained data about the satellite
orbits. The positioning was, however, based on measuring Doppler shifts instead
of distances and the main use case was positioning United States submarines. The
NNSS was operational until 1991 until it finally was made obsolete by the GPS.

The United States Department of Defence (DoD) had realized in the late 1960’s
that a more robust and stable satellite navigation system than NNSS will be needed
in the future, and in 1978 the first satellites were launched in the Navigation System
with Timing and Ranging (NAVSTAR) system. In these satellites, synchronized
timing signals were used for the first time. The system was primarily developed for
the United States military, but in the 1980’s the system was opened for civil users and
the first handheld GPS receiver was introduced in 1989 by Magellan [Xia02]. In 1999
the first mobile phone with a GPS receiver was introduced by the Finnish company
Benefon [Ben99]. Today, few people in industrialized countries can imagine a life
without GPS.

2.2.1.1 System

The GPS consists of three so-called segments: the control segment, the space segment
and the user segment [Hof92]. The control segment consists of a network of ground
stations with different tasks related to operation of the system. The Master Control
Station (MCS) is located at Schriever Air Force Base in Colorado, United States, and
an alternate MCS is located at Vanderberg Air Force Base in California. In addition
to the MCS, the control segment also includes sixteen monitoring stations, of which
four are equipped with dedicated uplink antennas.

Monitoring stations are equipped with geodetic grade GNSS receivers, and their
main task is to collect GNSS observations and data and feed that to the MCS. The
MCS can compute the precise location of each satellite and continuously monitor
the quality of each signal and health of every satellite, as well as the accuracy and
integrity of the whole system. The MCS also manages, via the uplink antennas,
control of the satellites and uploading of the data that are transmitted to the users.
Commands can also be given to reposition the satellites and perform maintenance
and software upgrades on the satellites.

The GPS space segment consists of a maximum number of 36 MEO satellites in
six orbital planes with an inclination angle of 55 degrees with respect to the equato-
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rial plane. The nominal period of the satellites is slightly less than 12 hours. Since
the launch of the first satellite in 1978 seven different types of satellites have been de-
ployed. Every new type of satellite has introduced both new and improved features,
as well as significantly increased the time of operation. The newest satellites have an
expected lifetime of 12 years. Information on the different types of satellites can be
found in table 2.2

Table 2.2 GPS satellites

Launched Operational Launch Period

Block I 11 0 1978-1985

Block II 9 0 1989-1990

Block II-A 19 0 1990-1997

Block II-R 13 7 1997-2004

Block IIR-M 8 7 2005-2009

Block II-F 12 12 2010-2016

Block III 5 5 2018-

Total 75 31 1978-

The user segment consists of all the receivers utilizing the signals from the space
segment. In 2021 there was estimated to be about seven billion GNSS enabled devices
[EUS22] in use and GPS is enabled in most of them for calculating position, time,
and velocity.

2.2.1.2 Satellite Signals

The oldest signals transmitted by the GPS satellites are the open L1 C/A signal
(1575.42 MHz) and the military L1 and L2 P signals (1227.60 MHz). They have
been transmitted starting from the Block I satellites, and they are still transmitted
from the newest satellites.

Starting from the Block IIR-M satellites a new civil signal was added on the L2
band, the L2C signal, enabling the development of civil dual frequency GPS re-
ceivers. Two new military signals, the M-signals, were also added to both the L1
and L2 bands and with the Block II-F satellite a third civil signal was added on the L5
band (1176 MHz), the L5C. This signal is compatible with other GNSS systems and
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is transmitting at a higher power and have a wider bandwidth than the other signals.
Finally, in 2018 the first satellites (Block III) were launched that broadcasted the

newest civil signal L1C. A signal that has been developed together with Europe and
China to ensure maximum inter-operability between the different satellite naviga-
tion systems. The L1C is still backwards compatible with the legacy L1 signal.

The signals transmitted by the GPS satellites are shown in table 2.3.

Table 2.3 GPS signals

Signals

Block I L1 C/A,L1P(Y),L2 P(Y)

Block IIR-M + L2C, L1-M, L2-M

Block IIF + L5

Block III + L1C

The new generation Block III-F are being built.

2.2.2 GLONASS

Satellite navigation system development was started in the Soviet Union in the 1960’s
with the Tsiklon (Cyclone) satellites that were intended for positioning of their bal-
listic missile submarines. The system was suffering from extremely poor accuracy
and was not declared operational until 1972, just two years prior to the first launch
of its successor, the Tsiklon-B. The biggest problem Tsiklon faced was modelling the
Earth’s gravitational field for accurate orbit determination.

Tsiklon-B was deployed by the Parus (Sail) satellites, 99 Low Earth Orbit (LEO)
satellites that were launched 1974-2010. The primary task of these satellites was
Tsiklon-B, but they also carried other payloads. This system was very similar to
the United States TRANSIT system. The constellation included six satellites flying
in circular orbits at a height of 1000 km. The inclination was 82.6 degrees and each
plane was separated by 30 degrees. A Doppler based navigation method was used
and satellites had to be tracked for 5–15 minutes before an accuracy of 100-300 m
could be reached.

The concept of GLONASS was presented already in the 1960s, but its actual de-
velopment started in 1976 and the first launch took place in 1982. When the Soviet
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Union fell apart in 1991 the system consisted of 12 satellites. The Russian Federation
continued to develop the system, declaring it being operational in 1993 and reach-
ing a full constellation of 24 satellites in 1995. The economic crisis at the end of the
1990’s effectively stopped any new launches, and the GLONASS system degraded
slowly. When the Russian economy recovered 10 years later, a new era started in
Russian satellite navigation and a total of 4.7 Billion Dollars were invested over the
next 10 years into renewing GLONASS.

2.2.2.1 System

The GLONASS system consists, like GPS, of three segments, the space segment, the
control segment and the user segment. The control segment includes a control cen-
ter, three uplink stations, a network of monitoring stations, a network of tracking
stations, two laser ranging stations and a system clock.

The System Control Center (SSC) is located in Krasnoznamensk 25 km south-
west from Moscow. The three uplink stations are distributed over the country in the
West-East directions and the central clock is located in Schelkovo 25 km northeast
from Moscow. Three Monitoring Stations are co-located with the uplink stations,
and a fourth station is located in Yakutsk (northeast Russia). A separate network of
five Telemetry, Tracking and Control (TTC) stations and two Satellite Laser Rang-
ing (SLR) Stations are also included in the control segment. More MS are being built
that also has SLR capability.

The space segment or the satellites in GLONASS are located in three orbital
planes with eight slots in each. All the planes have an inclination of 64.8 degrees
with respect to the equatorial plane and the satellites are flying at an average height
of 19100 km (MEO satellites). The nominal period is slightly shorter than for GPS,
about 11 hours 15 min. The first and second generation of satellites were launched
between 1982 and 2005 and all of these have been decommissioned since then. The
GLONASS constellation thus consists of only third generation satellites, of which
the last type, the first GLONASS-K2 satellites, was launched end of 2022. Informa-
tion on the different types of satellites can be found in table 2.4

GLONASS is, like GPS, primarily a military system and because of the deterio-
ration of the system in the beginning of the century the commercial adaptation of
the signals was much slower than for GPS. In 2001 the Russian government started
demanding that all vehicles transporting dangerous goods need to be tracked using
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Table 2.4 GLONASS satellites

Launched Operational Launch Period

Block I 10 0 1982-1985

Block IIa 9 0 1985-1989

Block IIb 12 0 1987-1988

Block IIv 56 0 1988-2005

Block III 1 0 2001-

GLONASS-M 50 21 2003-2020

GLONASS-K (K1) 2 1 2011-

Total 140 22 1982-

GLONASS and from 2011 there is a requirement that all Russian made cars need to
be equipped with GLONASS receivers. In 2011 the first GLONASS capable mobile
phone was also released, the MTS 945 from ZTE [Qua11]. This was made possi-
ble by the new Qualcomm chipset, the Snapdragon MSM7x30, that supported both
GPS and GLONASS signals [Ins11]. For Geodetic reference stations, especially on
high latitudes, GLONASS was also quickly adapted because its satellite orbits are
located higher in the sky offering better signal availability and therefore also better
robustness and, in some cases, even better accuracy [EWD11].

2.2.2.2 Satellite Signals

All the satellites in the GLONASS system are transmitting three different signals.
The civil L1OF (L1 frequency, Open Signal, Frequency Modulated) and the obfus-
cated military L1SF and L2SF signals. These signals are all so-called Frequency Di-
vision Multiple Access (FDMA) signals, which means that every satellite is trans-
mitting the same code on a unique frequency. For GLONASS the transmitting fre-
quency on L1 and L2 are defined by equations 2.1

f L1
k = f L1

0 + k∆ f L1, w he r e f L1
0 = 1602 M H z and ∆ f L1 = 562.5 kH z, (2.1a)

f L2
k = f L2

0 + k∆ f L2, w he r e f L2
0 = 1246 M H z and ∆ f L2 = 437.5 kH z, (2.1b)
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where f L1
k and f L2

k are the carrier frequencies for channel k in the L1 and L2
bands, f L1

0 and f L2
0 are the center frequencies for the L1 and L2 bands, ∆ f L1 and

∆ f L2 are the frequency steps for the L1 and L2 bands, and the channel number k in
both the above equations spans from -7 to 6 in steps of one. In 2003 when the first
GLONASS-M satellite was launched a new civil L2 signal, the L2OF, was added.
The frequencies were the same as defined in equation 2.1a. The signals transmitted
by the GLONASS satellites are shown in table 2.5.

Table 2.5 GLONASS signals

Signals

Block I L1OF, L1SF, L2SF

GLONASS-M + L2OF, (L3OC)

GLONASS-K (K1) + L3OC

Already, the later M satellites started to transmit a CDMA test signal at the L3
band, but the K satellites are the first ones to officially support the new signal.
GLONASS L3OC will be centered at 1202.025 MHz. The GLONASS-K2 satellites
will add four more CDMA signals. Two civil signals at L1 and L2 and two encrypted
signals at L1 and L2. The transmitting frequencies will be 1600.995 MHz for L1 and
1248.06 MHz for L2.

2.2.3 Beidou

Satellite navigation in China started in 1967 as an idea by the Chinese Navy and a
conceptual navigation satellite, Denga 1, was developed and ready for testing in 1970.
This project continued for almost 10 years until it was cancelled by the government
in 1980. A new idea of a local navigation system utilizing two GEO stationary satel-
lites was presented in 1983 and the development of that started in 1986. The concept
was finally demonstrated using two in-orbit DFH-2/2A Chinese communications
satellites in 1989 showing an accuracy comparable to GPS. A program to develop a
Chinese satellite navigation system was officially accepted in 1993.

The Beidou-I system is based on this same two-satellite concept and the first satel-
lites were launched in 2000 providing a positioning service one year later. A third
satellite was launched in 2003 and the system became commercially available in 2004.
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This third satellite also included test payloads for the next generation of satellites.
Beidou-I covered a region between 70 and 140 degrees East longitude and 5 and 55
degrees North latitude. The ground segment included a control station, three track-
ing stations and several ground correction stations.

The positioning concept in Beidou-I was based on two-way communication. The
control station sent out a signal via the two satellites to the user terminal, and the
user terminal responded with its own signal. The control station could then estimate
the user position based on the time it took to get the signals back and an estimation
of the user’s altitude from regional maps. The resulting position was returned to the
user. The two-way communication resulted in relatively large user terminals and a
limited number of simultaneous users (150). An important feature of the system was
the capability to actively communicate with the terminals enabled by the two-way
communication. The accuracy was estimated to be around 20 meters by the United
States DoD.

In 2006 China announced that they will start developing a global navigation sys-
tem similar to that of the other existing and planned systems (GPS, GLONASS,
Galileo). The same principles would be used, and the signals were defined based on
input from other nations to ensure compatibility and inter-operability of the sys-
tems. The new system would transmit civil and military signals on three different
frequencies. The development was planned to be done in two phases. In the first
phase (Compass or Beidou-II) the focus would be on developing a regional system
for China and the second phase (Beidou-III) the system would become a truly global
system.

2.2.3.1 System

Like the other systems, Compass and Beidou-III also consists of three segments. Not
many details are known about the ground segment of Beidou, but it includes one
master control station that monitors the system using data from the monitoring
stations, controls the constellations and generates the navigation data. Currently,
there are a total of 30 monitoring stations. The segment also includes two separate
uplink stations for uploading data to the satellites. Because of the initial target to
develop a local system for China, the space segment looks different compared to the
other systems. It is essentially a mixture of a local and a global system, as can be
clearly seen from the ground tracks shown in figure 2.1
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Figure 2.1 Beidou ground track for GEO satellites, one IGSO and one MEO satellite

Beidou was designed to have five GEO satellites, five IGSO satellites and four
MEO satellites. During the years 2007-2012 a total of 16 satellites were launched,
completing the first version of the system. Since then, the system has been modern-
ized and there are already a total number of 30 new Beidou 3 generation satellites in
addition to the 15 still operational Compass satellites. The constellation today is a
mixture of Compass and Beidou-III satellites. Information on the different types of
satellites can be found in table 2.6

Table 2.6 Beidou satellites

Launched Operational Launch Period

Beidou-1 4 0 2000-2007

Compass-M 4 3 2007- 2012

Compass-G 8 5 2009-2019

Compass-IGSO 7 7 2010-2018

Beidou-3 M 24 24 2017-2019

Beidou-3 G 3 2 2018-2020

Beidou-3 IGSO 3 3 2019

Total 53 44 2000-2020

Compass and Beidou terminals have mostly been developed and used in China
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up until 2015. The Interface Control Document (ICD) of the Beidou system was
released in late 2012 marking the starting point for international receiver manufac-
turers to start adding Beidou support to their receivers. Septentrio [De 07] was one
of the first to announce support for Beidou signals, already in 2012, but the first
commercial receivers started to become available in 2013. Consumer grade receivers
like those in mobile phones have added Beidou much later, and it is not until recent
years that Beidou support has become a must-have in most receivers.

2.2.3.2 Satellite Signals

Compass satellites transmit on three frequency bands, B1, B2 and B3. The signals
are split into In-Phase (I) and Quadrature (Q) parts, where the I parts are provided as
an open service and the Q parts are part of an authenticated service. The Beidou-3
satellites still transmit the same B1 and B3 signals, but the B2 signal is replaced by new
signals. For the new signals in the B1 band, the B1C signal is open and provide both
a data and a pilot channel and the B1A signal is authenticated. In the B2 band, the
new signals provide only the open service signals B2a and B2b, which are both split
into a data and a pilot channel. A new authenticated service signal with a data and
pilot channel is introduced in the B3 band. The signals transmitted by the Beidou
satellites are shown in table 2.7

Table 2.7 Beidou signals

Signals

Compass Open Service B1I,B2I, B3I

Compass Authenticated Service B1Q, B2Q, B3Q

Beidou-3 Open Service -B2I + B1C, B2a, B2b

Beidou-3 Authenticated Service + B1A, B3A

2.2.4 Galileo

In the 1990’s the European Union identified the need for a civilian satellite navigation
system controlled by the member states. The name Galileo shows up in a commu-
nication from the European Commission in the beginning of 1999 [The99] and the
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financing decision was taken in the early 2000’s. The development of Galileo was di-
vided into three phases, the In-Orbit Validation (IOV) phase, the Initial Operational
Capability (IOC) phase, and the Full Operational Capability (FOC) phase.

The Galileo System Test Bed (GSTB)-V1 was designed to validate planned algo-
rithms for Orbit Determination and Time Synchronization [Pír06]. No satellites
were launched in this test bed. The second version, GSTB-V2 included two test satel-
lites, the GSTB-V2/A and GSTB-V2/B. They were later renamed to Galileo In-Orbit
Validation Element (GIOVE)-A [Gat06] and GIOVE-B. GIOVE-A was launched in
2005 and GIOVE-B followed almost three years later. Already, GIOVE-A could
transmit all the signals planned for Galileo, although it could only transmit either
E1+E5 or E1+E6. GIOVE-B had greatly improved hardware onboard, and it could
transmit for the first time also the navigation message.

The Galileo Experimental Test Receiver (GETR) was built by Septentrio, and it
was used to validate the signals from GIOVE-A [Sim06]. After the signals had been
validated, the first two operational satellites were launched in 2011 and one year later
two additional satellites were launched. With four satellites in the constellation, it
was now possible to obtain a position solution, and the first time that happened was
in 2013. Three out of these four satellites are still usable.

2.2.4.1 System

Galileo is, like all the other systems, divided into a ground segment, a space seg-
ment and a user segment. Galileo also introduces different types of services for the
user. The IOC Phase included the initial commissioning of the ground and space
infrastructure and the definition of the three first services: The Open Service (OS),
Search And Rescue (SAR) Service and the PRS. During the FOC phase, the rest of
the ground and space infrastructure was deployed. The ground segment consists of
two Galileo Control Centers (GCC) located in Germany (Oberpfaffenhofen) and
Italy (Fucino), 14 Galileo Sensor Stations (GSS), five Up Link Stations (ULS) and
five TTC. All stations are shown in figure 2.2

The full Galileo space segment consist of 30 satellites, 10 in each of the three
equally spaced orbital planes with an orbital inclination of 56 degrees. Each plane
will have nine operational and one spare satellite. The Galileo satellites are so called
W class satellites with a mass of 700 kg and a peak power capacity of 1600 W. Lifetime
is expected to be 12 years. The satellites will have two passive hydrogen masers and
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Figure 2.2 Galileo ground segment

two rubidium backup clocks onboard. The satellites also have several antennas, an
Infra Red (IR) Earth Sensor, a sun sensor, a laser retro-reflector and space radiators.

The two first satellites in the space segment were launched in 2014, but injection
into orbit failed, and these satellites are in test mode and will probably never be part
of the constellation. A total of six satellites were launched in 2015 and an additional
six in 2016. A total of 14 additional satellites had been launched when IOC was
declared end of 2016. Out of these, 11 are operational.

Since the declaration of IOC 10 more satellites have been launched, the last one in
2021. A total of 24 satellites are currently included in the active constellation, three
IOV, 11 IOC and 10 FOC satellites. In 2017 European Space Agency (ESA) handed
over the operational responsibility for the Galileo Constellation to the European
GNSS Agency (GSA). Information on all the launched satellites can be found in
table 2.8

Receiver manufacturers started the development of Galileo support long before
Galileo became operational, but the support was often not released for the users. It
was not until 2016, when ESA authorized Galileo for Early Operational Capability,
that manufacturers also released the support publicly. A new firmware for the uBlox
M8 receiver with Galileo support was released early 2017 [Bag16] and Qualcomm
announced in June 2016 that they will add support for Galileo to their Snapdragon
processors [Qua16]. Soon after that, the first Galileo ready smartphone was an-
nounced to hit the market late 2016, the Aquaris X5 Plus Phone from BQ. In 2023
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Table 2.8 Galileo satellites

Launched Operational Launch Period

GSTB-V2 2 0 2005-2008

IOV 4 3 2011-2012

IOC 14 11 2014-2016

FOC 10 10 2017-2020

Total 30 24 2005-2020

it was estimated that more than 3.9 billion smartphones on the market were Galileo
compatible [EUS23].

2.2.4.2 Satellite Signals and Services

All Galileo Satellites transmit on three frequency bands, E1, E5 and E6. The E5
band is further split into E5a and E5b bands. The E1 frequency is actually a sum of
three signals: A, B and C. E1-B and C are part of the Open Service, and the only
difference is that E1-C does not contain any data (Pilot Channel). The E1-A signal
is part of the PRS and access to this signal is restricted. The E5 signals are all part
of Open Service, thus enabling dual frequency civil receivers. There are four signals
in total transmitted, the I and Q channels on E5a and I and Q channels on E5b.
I channels are data channels and Q channels are Pilot channels. The E6 band also
consist of the A, B, and C part. E6-B and E6-C are the data and pilot components
of the Commercial Service (CS) and E6-A is a PRS signal. A complete list of Galileo
signals are shown in table 2.9

Table 2.9 Galileo signals

Data Signals Pilot Signals

OS E1-B, E5a-I, E5b-I E1-C, E5a-Q, E5b-Q

CS E6-B E6-C

PRS E1-A, E6-A
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2.2.5 Other navigation systems

There are two additional satellite navigation system that are not truly global systems.
IRNSS or Navic is developed by India and QZSS is developed by Japan. The IRNSS
Ground Segment consist of centers for Control, Navigation and Timing, Uplinking
Stations, Range and Integrity Monitoring Stations, Laser Ranging Stations and a data
communication network. The space segment is designed to cover India [Maj17] and
consists of GEO satellites and IGSO satellites with 29 degrees inclination, much like
Compass. So far nine satellites have been launched and seven are operational, out
of which three are GEO satellites. India has plans to extend the constellation to 11
satellites.

The satellites transmit three signals on both L5 and S band. The system provides
two types of service: An open Standard point Positioning Service (SPS) and a re-
stricted PPP service [Ind17]. The restricted signals are split into a data and a pilot
signal on both bands. A new L1 signal is planned for IRNSS in 2022. A complete
list of IRNSS signals are shown in table 2.10

Table 2.10 IRNSS signals

Signals

Open SPS Service L5-SPS, S5-SPS

Restricted PPP Service L5-RS Data, L5-RS Pilot, S5-RS Data, S5-RS Pilot

The QZSS is a four-satellite regional navigation system developed by Japan. It is
often defined only as a time transfer and augmentation system, since four satellites
is barely enough to obtain an independent position solution. The ground segment
includes a Monitoring Station (MS) in Okinawa, and several TTC and SLR stations.
Many of the stations are located outside Japan (India, Guam, Australia, Thailand,
and Hawaii). The uplink station is the TTC station in Okinawa. The space segment
consists of one GEO and three IGSO satellites with a high inclination of around 43
degrees. The first satellite was launched in 2010 and the last in 2021. Japan has plans
to extend the system to seven satellites within the next two years.

The primary purpose of QZSS is to add high elevation satellites to the GPS con-
stellation to improve performance in the deep urban canyons in Japan’s big cities,
and also to augment the GPS signals by providing observation corrections. The

59



QZSS satellites are also different to the other constellation satellites since there are
no atomic clocks on the satellites. Instead, the onboard crystal clocks are constantly
synchronized to ground clocks, making the satellites much smaller and cheaper.
QZSS offers in addition the standard positioning service also a Sub-Meter Level Aug-
mentation Service (SLAS) and a Centimeter Level Augmentation Service (CLAS).

The QZSS satellites transmits signals very similar to GPS [Qua21a] on the L1,
L2 and L5 bands. An additional LEX signal is also transmitted on the L6 band.
The L1 band includes the L1 C/A and L1C codes like GPS, but also the L1SAIF
signal. On the L2 band the data and pilot signals L2CM and L2CL are transmitted,
and on the L5 band the L5I and L5Q data and pilot signals are transmitted. The
LEX data and pilot signals on the L6 band are unique for QZSS and uses an exotic
type of codes. The SAIF and LEX signals contain the data for the SLAS and CLAS
services, respectively. SAIF (SLAS) is compatible with the GPS SBAS service and
LEX (CLAS) will be compatible with the Galileo CS.

Table 2.11 QZSS signals

Signals

Open Service L1 C/A, L1C, L2C, L5

SLAS L1SAIF

CLAS LEX

2.2.6 Augmentation systems

SBAS are satellite systems that contain 1-3 GEO satellites and are designed to pro-
vide augmentation to the true navigation systems. SBAS satellites can in theory be
used also for navigation, but in practice they are very seldom used in that capacity.
Typically, transmitted data are differential corrections, integrity information and
ionospheric correctional models. The satellites used are often commercial television
or telecommunication satellites, where the SBAS part is a small separate payload.

Currently, there are six operational SBAS systems and a few more are planned for
2021-2022. A complete list is shown in table 2.12 and the status of the systems are
shown in table 2.13
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Table 2.12 SBAS systems

System Region

WAAS Wide Area Augmentation System USA

EGNOS European Geostationary Navigation Europe

Overlay Service

SDCM System for Differential Corrections Russia

and Monitoring

MSAS Michibiki Satellite Augmentation System Japan

GAGAN GPS-aided GEO-Augmented Navigation India

BDSBAS BeiDou SBAS China

KASS Korea Augmentation Satellite System South Korea

ASECNA SBAS for Africa and Indian Ocean Africa

SPAN Southern Positioning Australia and

Augmentation Network New Zealand

Table 2.13 SBAS signals

Constellation Signals

WAAS 3 GEO L1

EGNOS 4 GEO L1

SDCM 3 GEO L1

MSAS 2 GEO L1, L5

GAGAN 3 GEO L1, L5

BDSBAS 3 GEO L1, L5

KASS In development

ASECNA In development

SPAN In development
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3 FUNDAMENTALS OF GNSS POSITIONING

This chapter describes the fundamental concepts involved in GNSS positioning in
more detail. Starting from the signal structure and continuing via the concept of auto
correlation to the functions of the GNSS receiver all the way to the final Position,
Velocity and Time (PVT) solution calculated by the receiver.

3.1 GNSS signals

Understanding the GNSS signal is the starting point for understanding the concept
of GNSS positioning. The GNSS signal consists essentially of three components:
The carrier, the spreading or ranging code, and the data bits. The spreading code
may be a simple so-called pseudo random noise code, or it may be a more complex
combination of multiple such codes. The data bits are not present in all signals.

3.1.1 Carrier Signal

In our world today more and more services are becoming wireless and for those ser-
vices to work signals need to be transmitted and received over the air. To handle the
increasing number of services and users and make sure that the signals do not in-
terfere with each other, the International Telecommunications Union (ITU) [Int22]
was founded already in 1865 to supervise the allocation of radio frequencies for all
types of wireless services. Today, ITU is an agency with 193 member states within
the United Nations.

For GNSS, there are two services defined. The Aeronautical Radio Navigation
Service (ARNS) is defined by the ITU as «A radionavigation service intended for the
benefit and for the safe operation of aircraft.» [Int16b]. This service is classified as
a safety-of-life service, and it is therefore more protected against interference. The
frequency bands reserved for ARNS are the upper L-Band 1559-1610 MHz and the
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lower L-Band 1151-1214 MHz. The upper L-band includes all the GPS L1 signals,
GLONASS L1 OF, Beidou B1, Galileo E1 signals and QZSS L1 signals and the lower
L-band includes GPS L5, GLONASS L3OC, Beidou B2, Galileo E5, IRNSS L5 and
QZSS L5 signals.

The Radio Navigation Satellite Services (RNSS) [Int16c] was introduced at the
World Radiocommunication Conference in 2000 by the ITU and is defined as "a
radiodetermination-satellite service used for the purpose of radionavigation. This
service also includes the uplinks to the satellites necessary for their operation". The
RNSS bands are partly overlapping with the ARNS bands: 1559-1610 MHz (same)
and 1164-1215 MHz (ARNS is 1151-1214). In addition, the three bands 1215-1260
MHz, 1260-1300 MHz and 5010-5030 MHz were introduced.

The 1215-1260 MHz band contains the GPS, GLONASS and QZSS L2 signals
and the 1260-1300 MHz band contains the Galileo E6, QZSS L6, and Beidou B3
signals. Mathematically, a GNSS carrier signals can be described as a sinusoidal signal
with a frequency that falls into one of the bands allocated for GNSS. The bands are
shown in figure 3.1 and the actual used carrier frequencies in GNSS are listed in table
3.1

Figure 3.1 GNSS frequency bands

3.1.2 Ranging codes

Ranging codes are used to provide the accurate timing needed for calculating the
ranges to the satellites. The ranging code is sometimes called a spreading code, since
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Table 3.1 GNSS carrier frequencies. G:GPS, R:GLONASS, E:Galileo, C:Beidou, I:IRNSS, J:QZSS, D:
Data, P: Pilot.

Frequency Signals

1176.45 G: L5 I, Q; C: B2a D, P

E: E5a I, Q;J: L5 I, Q; I: L5-SPS

1202.025 R: L3 OC D, P

1207.14 E: E5b I, Q; C:B2I

C: B2b I

1227.6 G: L2 CM, CL; J: L2 CM, CL

G: L2 P(Y)

G: L2-M

1242-1249 R: L2 OF

1268.52 C: B3 I

1278.75 E: E6 B, C

1561.098 C: B1 I

1575.42 G: L1 C/A; E: E1 B, C

C: B1C D, P; J: L1 C/A
G: L1C D, P; J: L1C D, P

G: L1 P(Y)

G: L1-M

1598-1605 R: L1OF

2492.028 I: S5-SPS

the second purpose is to spread out the signal power over a larger frequency band-
width making it less sensitive to narrowband interference and to mitigate interfer-
ence from other GNSS signals. The spreading codes used to be simple sequences of
-1 and 1 (so-called chips) in a seemingly random fashion, but in the modern signals
they are often more complex.

Every satellite uses a unique spreading code that enables the receiver to identify
from what satellite it originates. The exception is GLONASS FDMA signals where
all satellites use the same code, but the carrier frequency is different for every satellite.
The codes are generated in the satellites either by using suitable hardware or by pre-
storing the codes in memory and reading from there. The spreading codes need to
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be selected so that the cross correlation between any two codes is minimized. A few
different so-called families of codes are used in the different GNSS signals.

The most popular is the Gold Code [Gol67] family that was the one used already
in the first GPS satellites. But the same family of codes is also used in the new GPS L5
signals, the Beidou B2 and B3 signals and the IRNSS signals. Gold codes are generated
by Exclusive OR (EXOR):ing or modulo-2 adding two Maximum Length (ML)- or
m-sequences [Zie59] of the same length. In the GNSS satellites the m-sequences
are generated by two Linear Feedback Shift Registers (LFSR) and the outputs are
modulo-2 added together. If the shift registers are designed in the right way the
resulting Gold Codes have even better cross correlation properties than the original
m-sequences.

M-sequences are used as such in for example the Galileo E5 signals and the GLONASS
FDMA L1 and L2 open signals. The Kasami codes [Kas66] used in the new GLONASS
L3 CDMA signals are also constructed from an m-sequence. A Kasami code is gen-
erated by combining a single m-sequence with a decimated and shifted version of
the original sequence. For the Galileo E1 and E6 B and C signals, randomly gener-
ated codes are used. For longer code sequences it has been shown that the Weil codes
[Rus06], which are based on a Legendre sequence, have better cross-correlation prop-
erties than the Gold codes [Rus07]. Weil codes are used in the new GPS L1C signal
and Beidou’s B1C signal.

There are a handful of ranging code lengths. A length of 1023 chips are perhaps
the most common, but we also see lengths of 511, 2046, 4092, 5111, and 10230 chips.
The duration varies between the most common one ms to one week for some of
the signals intended for authorized users only. The Weil and Random codes are
generated in software and the rest in hardware. The chipping rate and code length
for each family of codes used for the different GNSS signals are listed in table 3.2

3.1.3 Secondary Codes

Many of the new GNSS signals have introduced so-called secondary codes or over-
lay codes. Such signals are for example the GPS L1C and L5, the GLONASS L3OC,
several of the new Beidou signals and the Galileo’s E5 signals. Secondary codes con-
sist of chips that are a multiple of code lengths long, so they are always synchronized
with the ranging code. Lengths range from one code epochs in the GPS L1C D signal
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Table 3.2 GNSS spreading codes. G:GPS, R:GLONASS, E:Galileo, C:Beidou, I:IRNSS, J:QZSS, D:
Data, P: Pilot.

Family Length Rate Signals

(chips/ms) (ms)

Gold 511.5 1.5 G: L2 CL

Gold 511.5 20 G: L2 CM

Gold 1023 1 G: L1 C/A ;I: L5-SPS;S5-SPS; J: L1 C/A
Gold 2046 1 C: B1I,B2I

Gold 10230 1 G: L5 I, Q; C: B2a D, P;B2b I;B3I

Random 4092 4 E: E1 B, C

Random 5115 1 E: E6 B, C

m-sequence 511 1 R: L1 OF;L2 OF

m-sequence 511.5 1.5 J: L2CL

m-sequence 20 J: L2 CM

m-sequence 10230 1 E: E5a I, Q; E5b I, Q; J: L5I

Kasami 10230 1 R: L3 OC D, P

Weil 1023 10 G: L1C D, P

Weil 10230 10 C: B1C D, P; J: L1C D, P

to 1000 code epochs for the GPS L5 signals.
There are three reasons for why secondary codes have become so popular. They

make receivers more robust against narrowband interference, they make it easier to
find the data bits, and they reduce the cross-correlation power between different sig-
nals. Unfortunately, secondary codes also result in more complex signal processing
in the receiver. The types of secondary codes used in GNSS are listed in table 3.3

For the GPS L1C signal, the overlay codes are either truncated m-sequences or
truncated Gold Codes selected to have the best possible performance [Rus07]. Each
bit is 10 ms long and the codes are 1800 bits, giving a total length of 18 seconds. The
codes are generated using Hardware (HW) shift registers.

For the GPS L5 signals, the NH codes are used. The length is either 10 or 20
bits and the code rate is one kHz. That means that each NH bit includes 1000 code
epochs. Similar kind of approaches are used for the GLONASS L3 OC P, Beidou
B1I, B2I, B3I, and the QZSS L5 signals. For the GLONASS L3 OC Data signal, a
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Table 3.3 GNSS secondary codes. G:GPS, R:GLONASS, E:Galileo, C:Beidou, I:IRNSS, J:QZSS, D:
Data, P: Pilot.

Type Length Rate Signals

(bits) (bits/s)

HW 1800 100 G: L1C D, P;J: L1C P

NH 10 1000 G: L5I; R: L3OC P; J: L5 I, Q

NH 20 1000 G: L5Q;C D1: B1I;B2I;B3I

Weil 1800 100 C: B1C P

Weil 100 1000 C: B2a P

Barker Code 5 1000 R: L3OC D

Fixed 5 1000 C: B2a D

Memory 25 250 E: E1-C

Memory 20 1000 E: E5a-I

Memory 100 1000 E: E5a-Q; E5b-Q; E6-C

Memory 4 1000 E: E5b-I

Barker Code [Bar53] with a length of five bits and a rate of one kHz is used. Beidou
B1C Pilot and B2a Pilot uses a Weil code as the overlay code and the B2a Data signal
uses a fixed five-bit sequence of 00010 running also at a bit rate of one kHz. The
Galileo secondary codes are all random memory codes defined in the ICD of Galileo.
The L1C Overlay codes (L1CO) used in the QZSS L1C Pilot signal are generated by
HW shift registers, and they are 1800 bits long transmitted at 10 kHz.

3.1.4 Navigation Data

All signals except the Pilot signals contain data bits, which are grouped together
to form words, pages, and frames. The naming of these is different for different
systems, but the basic concept is the same. These data bits can then be decoded
by the receiver into useful information for each satellite and for the whole GNSS
system. This decoded data is called the navigation data.

When the receiver decodes this navigation data, errors may occur. These so-called
bit errors can cause severe errors in the receiver and to mitigate these, different kind
of methods are used in the signals to protect against bit errors. The legacy GPS L1
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signal for example includes a six bit parity number at the end of each data frame,
but for modern signals techniques such as Cyclic Redundancy Check (CRC), block
interleaving and Forward Error Correction (FEC) [Ham50] are used.

FEC means that one data bit is represented by multiple symbols. In GNSS typ-
ically two symbols equal one data bit and therefore the symbol bit rate is not the
same as the data bit rate. The satellites need to transmit two symbols for each bit in
this case. Block interleaving means that the data is separated into blocks and trans-
posed before transmitted. If the data transmission is disrupted, the errors after de-
interleaving will then be spread out over the data and not consecutive. Finally, a
calculated CRC value is included in the data to allow for error correction and data
validation.

Different signals transmit different types of navigation data, and sometimes they
are referred to by a specific name, like CNAV or LNAV. The content is very similar,
but exact representation may be different in the different types. The different types,
symbol rates and error correction methods are listed in table 3.4

The navigation data can be divided into components. The smallest one is often
called a data word, and several words makes a page, several pages make a frame etc.
An example for the Galileo F/NAV message is shown in figure 3.2

Figure 3.2 Galileo F/NAV navigation message

Once the navigation data has been obtained, it can be split into ephemeris data
and almanac data. The ephemeris data is different for every satellite and updated ev-
ery two to four hours. Ephemeris data contain satellite clock correction coefficients,
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Table 3.4 GNSS navigation data. G:GPS, R:GLONASS, E:Galileo, C:Beidou, I:IRNSS, J:QZSS, D: Data,
P: Pilot.

Msg Type Rate Signals

(sps)

LNAV 50 G: L1 C/A; J: L1 C/A
CNAV 50 G: L2 CM; J: L2 CM

CNAV 100 J: L5I

CNAV-2 100 G: L1C D; J: L1C D

L5 CNAV 50 G: L5I

Nav Data 50 R: L1OF;L2OF

I: L5-SPS;S5-SPS

Nav Data 100 R: L3OC D

B-CNAV1 100 C: B1C D

B-CNAV2 200 C: B2a D

B-CNAV3 1000 C: B2b I

D1 50 C: B1I;B2I;B3I

D2(GEO) 500 C: B1I;B2I;B3I

I/NAV 250 E: E1-B;E5b-I

F/NAV 50 E: E5a-I

C/NAV 1000 E: E6-B

orbital parameters, age of data, satellite accuracy estimates and health status for one
satellite, and it is repeated every 12–30 seconds depending on constellation.

The almanac data contains less accurate orbital information for all the satellites
in the constellation, and it is used for predicting where satellites signals can be found.
This data is valid for months, and it is transmitted with a much lower rate by chang-
ing the bits in some of the subframes for every transmitted frame. Data needed for
conversion between time domains and correcting for ionospheric delay may also be
included in the almanac data. The exact implementation may differ between con-
stellations.

The GNSS satellite orbits are defined by the six Keplerian elements included in
the ephemeris data: Eccentricity, Semi Major Axis, Inclination, Longitude of the as-
cending node, Argument of periapsis and True anomaly. True anomaly is a function
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of time and defines the position of the satellite on the orbit, so when time is known
the satellite position can be calculated. The satellites are, however, disturbed in their
orbits and therefore six additional perturbation parameters are also provided in the
ephemeris data. The satellite clocks are highly accurate and adjusted from time to
time, but there remains an error and to correct for this a simple correctional model
with three parameters is broadcasted as part of the ephemeris data.

3.1.5 Modulation and Mixing

Mixing can be defined as an addition of any two signals into one single output signal,
whereas modulation, which is a type of mixing, usually requires that one of the
signals is a periodical carrier signal of some sort and the other signal carries some
sort of information with it. The terms mixing and modulation are sometimes used
incorrectly when describing GNSS signals.

Previously we have described that the GNSS signals consist of multiple compo-
nents: The ranging code, the navigation data bits in the data signals, a possible sec-
ondary code, and the carrier signal itself. The codes and data bits are all mixed to-
gether by modulo-2 addition (or Exclusive OR (XOR)) of the 0’s and 1’s resulting
in a pseudo random sequence similar to the original sequence. With no secondary
code and no data bits, the result is simply the ranging code itself. This mixed code
is then modulated on the carrier signal to form one single signal that is transmitted
from the satellites.

There are hundreds of different types of mixing and modulation presented in
communication theory, but in GNSS only six different main types are used. Binary-
Phase-Shift-Key (BPSK), BOC, three variants of Multiplexed BOC (MBOC) and Al-
tBOC. The simplest one, that also was the first one used in the legacy GPS L1 and
L2 signals, is the BPSK modulation. BPSK is still used in two thirds of the GNSS
signals, so it is still the most used modulation technique. The principle of BPSK
is simple. The mixed code is modulated onto the carrier signal so that whenever
the chip flips, the phase of the carrier signal is rotated 180 degrees. The process is
illustrated in figure 3.3

Four different rates of BPSK are used in GNSS: BPSK(0.511), BPSK(1), BPSK(2)
and BPSK(10) where the number simply indicates the chipping rate of the ranging
code in multiples of the fundamental GNSS frequency of 1.023 MHz. BPSK(2) then
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Figure 3.3 Mixing and modulation of the GPS L1 signal

means that the chipping rate is 2 x 1.023 MHz = 2.046 MHz.
In addition to BPSK, five different types of BOC [Bet01; Gre06; Lo 06] tech-

niques are used. BOC modulation was developed to improve inter-operability of the
GNSS systems. The idea was to shift the Power Spectral Density (PSD) away from
the center frequency to avoid overlapping signals. In the time domain, the principle
of BOC modulation is to split each of the ranging code chips into a sequence of +1
-1+1 -1 etc. The BOC signal can be considered as a sine or cosine waveform and the
+1 and -1:s the sign of that waveform. The number of +1 and -1:s for each chip is
defined by the two numbers m and n in the notation BOC (m, n) and the order of
the BOC modulation NB is defined as:

BOC (m, n) order=NB = 2 ∗ m
n

(3.1)

This BOC modulation is often referred to as the sub carrier with frequency fs c .
The number n then defines the frequency of the ranging code fc and the number m
the frequency of the sub carrier fs c according to

fc = n ∗ 1.023M H z (3.2a)

fs c = m ∗ 1.023M H z (3.2b)

Depending on if we have cosine or sine BOC, the phase of the sub carrier is differ-
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ent. The mathematical expressions for the C osBOC signal SC osBOC (t ) as a function
of time t is

SC osBOC (t ) = s i g n
�

cos
�

NBπt
Tc

��

(3.3)

where Tc is the length of one period of the subcarrier. The C osBOC signal for
NB equal to 2,3 and 4 is shown in figure 3.4

Figure 3.4 CosBOC modulation for NB equal to 2,3 and 4

For Si nBOC the Cos function is just replaced by the Sin function. This extra
BOC modulation will, when mixed with the spreading code and the carrier, result in
a split of the PSD with lobes symmetrical placed on both side of the center frequency
when it is modulated onto the carrier signal. An example of the GPS L1 BPSK(1)
and Galileo E1 BOC(1,1) PSD is shown in figure 3.5

Three GNSS signals today use simple BOC modulation: GPS L1C Data, Beidou
B1C Data and QZSS L1C Data. The other modulation types are derivatives of the
BOC modulation. Time Multiplexed BOC (TMBOC), Composite BOC (CBOC)
and Quadrature Multiplexed BOC (QMBOC) are all different types of MBOC.

MBOC [Hei06] is a technique where two different BOC signals are multiplexed,
or combined, together in a pre-defined way. In GNSS the two BOC signals Sin-
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Figure 3.5 PSD for GPS L1 BPSK and Galileo E1 BOC(1,1) signals

BOC(1,1) and SinBOC(6,1) are used in all MBOC modulation schemes. The reason
for this is to firstly allow for a more accurate and multipath resilient tracking due
to high frequency component, but still also being backwards compatible with the
BOC(1,1) signal. Receivers can use only the BOC(1,1) replica signal for all oper-
ations if needed. The penalty from the power in the BOC(6,1) signal is relatively
small.

For the CBOC [Avi06] that are used in the Galileo E1 OS they are combined by
weighing their contribution so that 10/11 of the PSD is on the BOC(1,1) and 1/11 of
the PSD in the BOC(6,1). The PSD as a function of frequency f of CBOC [Jul07]
is given by

P SD( f ) =
10
11

P SDBOC (1,1)( f )+
1
11

P SDBOC (6,1)( f ) (3.4)

where P SDBOC (1,1)( f ) and P SDBOC (6,1)( f ) is the PSD of BOC (1,1) and BOC (6,1).
For the TMBOC [Avi07; Bet06] used in the GPS and QZSS L1C Pilot signal the
same two SinBOC signal are used. On the Data signal only the BOC(1,1) compo-
nent is used, but on the pilot signal BOC(1,1) is used for 29/33 part of the time and
the higher frequency BOC(6,1) for 4/33 parts of the time. This approach is used
since data demodulation does not benefit from the high frequency BOC(6,1), but
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tracking does.
Finally, the QMBOC [Lu 10] used in the Beidou B1 Pilot signal is also part of the

MBOC family. In QMBOC the same two BOC signals are used, but they are modu-
lated on separate orthogonal I and Q components. The QMBOC signal SQM BOC (t )
as a function of time t can be expressed as:

SQM BOC (t ) = αSBOC (1,1)(t )+βSBOC (6,1)(t ) (3.5)

where SBOC (1,1)(t )+SBOC (6,1)(t ) are the BOC (1,1) and BOC (6,1) signals and α
and β are coefficients. The AltBOC(15,10) modulation [Les08] that is used for the
Galileo E5 signals is not an MBOC technique, and it is perhaps the most complex
type of modulation used in GNSS. In short, the sub-carrier is here a complex signal,
and it is multiplexed not with one single code, but with different codes for the two
components. To further complicate it data and pilot components can also be intro-
duced with different codes to generate four signals altogether. The signal SAl tBOC (t )
as a function of time t can be written as:

SAl tBOC (t ) =
�

C D
L + j C P

L

�

cs (t )+
�

C D
U + j C P

U

�

c∗s (t ) (3.6)

where C D
L and C P

L are the codes for the lower band Data and Pilot signals, C D
U

and C P
U are the codes for the upper band Data and Pilot signals and cs is defined as a

function of the subcarrier frequency fs c as

cs (t ) = s i g n [cos (2π fs c t )]+ j s i g n [s i n (2π fs c t )] (3.7)

and c∗s (t ) the complex conjugate of that. The 4 components of the AltBOC(15,10)
signals can be processed separately by the receiver as BPSK(10) modulated signals.

A list of signals and the modulation types are shown in table 3.5

3.1.6 Signal Power

The GNSS signals that were described in the previous chapter are transmitted by
the satellites. For the GPS L1 C/A signal the transmission power depends on the
satellite generation, but some sources list 27 W at the satellite antenna input for GPS
satellites in 2005 and an Antenna gain of 12.9 dB for moderate satellite elevation
angles [Mis06]. Converting the transmission power into a logarithmic scale using
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Table 3.5 GNSS modulations. G:GPS, R:GLONASS, E:Galileo, C:Beidou, I:IRNSS, J:QZSS, D: Data, P:
Pilot.

Modulation Signals

BPSK(1) G: L1 C/A;L2 CM/CL;I: L5-SPS;S5-SPS

J: L1 C/A;L2 CL/CM

BOC(1,1) G: L1C D; C: B1C D;J: L1C D

TMBOC(1,6,1/11) G: L1C P

BPSK(10) G: L5 I/Q; R: L3OC D/P; C: B2a D/P;B2b I;B3I

J: L5 I/Q
BPSK(0.511) R: L1OF;L2OF

BPSK(2) C: B1I;B2I

QMBOC(6,1,1/11) C: B1C P

CBOC(6,1,1/11) E: E1-B/C
AltBOC(15,10) E: E5a-I/Q;E5b-I/Q
BPKS(5) E: E6-B/C
TMBOC J: L1C P

equation 3.8

Power in dBW= 10× log10(Power in Watt), (3.8)

and adding the antenna gain gives an antenna output power of 27.2 dBW. When
the signal travels through space it will experience the free space path loss F SP L in
dB according to equation 3.9

FSPL(dB)= 10× log10

�

�

4πd f
c

�2�

(3.9)

where d is the distance travelled, f is the frequency and c is the speed of light in vac-
uum. For GPS L1, where f = 1575.42 M H z, d = 20000 k m, and c = 2.99793e8 m

s

we get F SP L=−182.4 dB . This gives the received signal power

Received Signal Power= 27.2 dBW − 182.4 dB =−155.2 dBW (3.10)
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The thermal noise NT at the antenna for a four MHz bandwidth at room tem-
perature (290 K) can be calculated using

NT (4M H z) = k×T ×BW = 1.3803×10−23×290×4∗106 = 1.6×10−14 W (3.11)

where k is Boltzmans constant, BW is the bandwidth and T is the temperature.
By using equation 3.8 we get −138 dBW . By comparing to equation 3.10 we see that
the received power is actually 17.2 dB below the thermal noise floor and not visible
using any conventional spectrum analyzer.

The tasks of the receiver are then to amplify this very weak signal, lock onto it and
its ranging code, decode the data embedded in the signal and from this information
extract a PVT solution for the user. Next the fundamental elements of this process
are described.

3.2 GNSS Receiver

Most GNSS receivers consist of an antenna, an analogue part, and a digital part. A
GNSS antenna is needed to convert the received radio signal into an electrical signal
at the input of the analogue part, often referred to as the receiver RF Front End. This
RF Front End down converts the signal to an intermediate frequency and converts it
into a digital signal. The digital signal is then processed by the digital part generating
raw observations and a PVT solution is outputted to the user.

3.2.1 Receiver antenna

Antennas can be classified into active or passive antennas. An active antenna includes
an integrated Low Noise Amplifier (LNA) and amplifies the signal significantly, but
needs to be supplied with power in order to work. The benefit of an active antenna
comes from the fact that the dominating component when calculating the system
noise is the first element in the chain provided it has high gain and a low noise figure.
With an active antenna, cable loss does therefore not impact the performance and
the antenna does not have to be close to the RF front end. A passive antenna implies
that it does not have an integrated LNA. Passive antennas therefore only have a so-
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called passive gain, i.e., they will amplify the signal only because of their directivity.
Passive antennas are often used only in devices where the antenna is very close to
the RF front end. The most important parameters for an antenna are size, quality,
bandwidth and antenna gain. The simplest antennas are dipole antennas, monopole
antennas, helix antennas and loop antennas.

The optimal bandwidth of an antenna depends very much on what signals are
planned to be received. For GPS L1 C/A receivers a bandwidth of 10-20 MHz is
sufficient. Such an antenna can also receive the new L1C signal and Galileos E1 band.
If you would need a single antenna that could receive all GNSS bands the bandwidth
would need to be 450 MHz (from L5 1164 MHz to GLONASS 1610 MHz). This is,
however, not practical since the noise will increase as a function of the bandwidth
and there are several frequency areas that does not contain any signals. Multi signal
antennas therefore often consist of several antenna elements instead of one single
element, one for each GNSS frequency band.

The most common type of GNSS antenna is by far the patch antenna, which
is a micro-strip antenna. The patch antenna is made up of a substrate with a high
dielectric constant, a metallic ground plane at the bottom of the substrate, a patch
element on top of the substrate and a feed line through the element. A cross-section
of such an antenna is shown in figure 3.6

Figure 3.6 Cross-section of a patch antenna

The thickness of the substrate, the size of the antenna, the size of the ground
plane and the size and shape of the patch element impact such factors as bandwidth,
impedance matching, radiation pattern and gain of the antenna. The most common
size is 25 x 25 mm2 with a thickness of 4-7 mm. More info on patch antennas can be
found in [Ary15; Moe09; Orb09; Pan12; Yeg18]. Some typical patch antennas with
and without casing are shown in figure 3.7

The gain of any antenna can be improved by introducing a ground plane beneath
them. The ground plane will impact the radiation pattern of the antenna and increase
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Figure 3.7 GNSS patch antennas

the gain in the upwards direction. For a passive dipole antenna, the gain can be
increased from 2dB to around 5dB.

The antenna phase center is the point of the antenna where the electromagnetic
signal is received. The location of this point may vary depending on the elevation
and azimuth angle of the incoming signal and the received frequency. For high qual-
ity antennas this so-called antenna Phase Center Variation (PCV) is kept as small as
possible. High quality antennas are also calibrated, and the location of the phase cen-
ter is marked on the antenna. It is worth mentioning that the phase center may be
outside the physical antenna and that for similar types of antennas the phase centers
are not necessarily at the same point.

3.2.2 Receiver RF front end

The front end is divided into three parts. The RF part with amplifiers and filters, the
Intermediate Frequency (IF) part or down converter that mixes the signal down from
the GHz range to the MHz range and the baseband part converting the signal to a
digital signal and splitting it into I and Q parts. An Automatic Gain Control (AGC)
unit is often also added to increase the dynamic range of the front end. This Gain
Control can be either analogue or digital. An overview of the antenna connected to
the RF front end is shown in figure 3.8

The IF part uses a reference oscillator and a frequency synthesizer to generate
a carrier signal close the incoming GNSS carrier signal. By multiplying this signal
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Figure 3.8 GNSS antenna and receiver front end

with the GNSS signal a delta signal Sou t will be generated

Sou t =
A(t )AL0

2
× (cos (( fL0+ f )t +φ(t ))+ cos (( fL0 − f )t +φ(t ))) (3.12)

where A(t ) is the incoming signal amplitude as a function of time t , AL0 is the
amplitude of the locally generated signal, fL0 is the locally generated signal frequency,
f is the incoming signal frequency and φ(t ) is the phase difference between the two
signals also as a function of time. A low pass filter is added to filter out the high
frequency component from Sou t and the IF is then I F = ( fL0 − f ). In the baseband
part the signal is mixed again with two signals generated from the reference clock
with a phase shift of 90 degrees. The result is two signals, the I, and the Q signal. Both
of these are then passed through an Analog to Digital Converter (ADC) generating
a 1-16 bit output value as a function of the input voltage. Cheap consumer grade
receivers often use two-bit ADC’s whereas geodetic grade receiver may use eight bits
or even 16-bit ADC’s. In some receivers the AGC is implemented after the ADC.
The digital signal is then passed on to the baseband processing unit that is purely
digital.

3.2.3 Baseband processing

The last step in the processing chain in a GNSS receiver is often referred to as the
baseband ASIC. In a traditional receiver the baseband ASIC is a chip consisting of an
application processor, some memory, and some dedicated HW modules for commu-
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nication (Universal Asynchronous Receiver Transmitter (UART), Serial Peripheral
Interface (SPI)) and signal processing (correlators, acquisition engine). The tasks of
signal acquisition, code and carrier tracking, decoding the navigation data, pseudo
range calculations (measuring satellite-to-user distances) and a navigation filter to cal-
culate the user position are all executed in the baseband ASIC. This is shown in figure
3.9.

Figure 3.9 GNSS receiver baseband tasks

The interface between the HW on the ASIC and the software running on the
application processor determines what type of receiver it is [Söd08]. In a traditional
receiver the signal processing part is controlled by software on the application pro-
cessor but performed by HW blocks. In a software defined receiver, the signal pro-
cessing is also done in software eliminating the need for HW specific blocks for that.
That also means that an ASIC is not strictly needed and the GNSS software part can
be executed on any generic application processor. An intermediate solution would
be to have an ASIC running only the signal processing blocks without any processor
and all the software would instead be run on a generic application processor. This
approach is usually referred to as a measurement frontend receiver. The motivator
for not having a full GNSS ASIC is the reduced size and cost if an external host CPU
can be utilized. The different types of receiver architectures are shown in figure 3.10

3.2.3.1 Auto correlation function

We have described what the GNSS signals look like, how they are mixed and trans-
mitted from the satellites and how they are converted to a digital signal in the re-
ceiver. We have also described, in section 3.1.6, that the signal power at the input
of the receiver is significantly lower than the thermal noise floor and not visible to
the receiver. To solve this weak signal problem and to extract the observables in the
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Figure 3.10 GNSS receiver types

receiver the process of auto correlation is used.
To be able to do auto correlation the same signals are generated in the receiver as

in the satellites with some differences: The frequency is now the IF and not in the
GHz range and the navigation data and secondary codes are seldom generated. This
so-called replica signal is then mixed or correlated with the incoming signal from
the satellites and an Auto Correlation Function (ACF) is generated. The ACF for a
generic GNSS signal with BPSK or BOC modulation can be defined by introducing
the concept of DBOC [Loh06], a combination of two BOC modulated signals with
orders NB1

and NB2
. The ACF then becomes

AC F (τ) =ΛTB
(τ)⊛

NB2
−1

∑︂

k=0

NB2
−1

∑︂

j=0

NB1
−1

∑︂

i=0

NB1
−1

∑︂

l=0

(−1)k+i+ j+l×

δ
�

τ− iTB1
+ l TB1

− kTB + j TB

�

(3.13)

where ΛTB
(τ) is the triangular pulse of support 2TB , and TB1

is the period of the
BOC modulation on signal 1. TB is defined as

TB =
TC

NB1
NB2

(3.14)
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where TC is the chip period.
Depending on the factors NB1

and NB2
we can obtain the ACF for all SinBOC,

CosBOC and BPSK signals as

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

NB1
= 1 and NB2
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> 1 and NB2

= 2, C osBOC

NB1
> 1 and NB2

> 1, H i g he r o r d e r BOC

(3.15)

The auto correlation provides a gain of up to 60 dB and that will bring the in-
coming signal above the noise floor (see equation 3.10 and 3.11).

3.2.3.2 Signal acquisition

The signal acquisition process in a receiver is the process to find the signals. The
process includes configuring the replica signal (code, modulation, frequency, time,
length, etc.), initializing proper hardware with this configuration, executing the auto
correlation, and reading the output of the process. The acquisition process for GPS
L1 C/A with a 20 ms long data bit normally uses a 1-20 ms long part of a signal and
therefore in most cases the longer navigation data bits and the secondary code chips
are not needed in the replica signal. For other signals with shorter navigation data
bits the situation might be different.

Once the spreading code has been selected the process then reduces to defining
the carrier frequency and the exact time or starting point of the code in the selected
part of the signal, i.e., the code phase. For the carrier frequency there is a large
uncertainty depending on satellite movement, user movement and uncertainty in
the receiver clock drift. The signal transmitted by the satellites has the carrier fre-
quency listed in table 3.1, but since the satellites are moving at a speed of up to 14000
km/hour or 3.8 km/sec the Doppler effect will shift the carrier frequency seen by
the receiver according to equation 3.16

f ′ =
�

c ± vr x

c ± vs v

�

× f , (3.16)

where f is the transmitted frequency, f ′ is the received frequency, vr x is the
receiver velocity, vs v is the satellite velocity, and c is the speed of light. The Doppler
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shift∆ f is defined by equation 3.17

∆ f = f ′− f , (3.17)

of a typical GNSS signal is between -4 kHz and +4 kHz. In some cases, we can
calculate the velocity of the satellites and therefore reduce the Doppler uncertainty
assuming the user position and velocity is known.

One additional contributor to the uncertainty of the received frequency comes
from the fact that the receiver clock frequency is not necessarily known. This clock
is used to generate the signal in the radio front end that is used to down convert the
incoming signal to the IF signal according to equation 3.18

I F = f −K × ft c xo , (3.18)

where f is the frequency of the incoming signal, K is a constant and ft c xo is the
frequency of the Temperature Controlled Crystal Oscillator (TCXO) in the receiver.
With a TCXO frequency of 16.368 MHz and a constant K of 96 the IF becomes:

I F = 1575.42− 96× 16.368= 4.092M H z, (3.19)

which is a very typical TCXO frequency and front-end configuration. The TCXO
is, however, temperature dependent and the frequency might be off by as much as
0.5 ppm resulting in a frequency offset of eight Hz in either direction. Looking at
equation 3.18 we see that the IF then will be shifted by ± 800 Hz. Even though
the TCXO crystals have been artificially aged there is also still the fact that their fre-
quency will slowly change over time resulting in an even bigger uncertainty window
for the search process.

Fortunately the TCXO frequency can be calculated when we have a navigation
solution, and we can even measure the temperature of the TCXO in some receivers
and compensate for that so in the best case the uncertainty of the TCXO frequency
can be reduced significantly. The resolution typically used for a carrier frequency
search varies between 25-500 Hz.

To find the code phase the code needs to be known and for the open signals this
is the case. The current phase is found by searching through all the code phases with
a typical resolution of 0.5 chips. For each supported code, the receiver has to search
through all possible combinations of carrier frequencies and code phases in order to
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find that specific signal and this process is then repeated for every code. This three-
dimensional search process for each signal is indicated in figure 3.11

Figure 3.11 Three-dimensional signal search

For a receiver supporting all the codes listed in table 3.2 that is a significant and
time-consuming task.

In practice most ASICs have a hardware acquisition block that uses one full code
epoch and all code delays are searched for automatically for a given carrier frequency.
This is done using either Fourier Transforms or Matched Filter techniques. The
output of the acquisition is then the correlation amplitude for every code chip value
used in the process. If the amplitude for one code chip value exceeds a pre-defined
threshold a signal is considered being found.

If only one full code epoch of the GPS L1 C/A signal or 1 ms is used the signal
needs to be approximately 42 dBHz to ensure a detection probability of more than
50 % [Mer20]. To increase the receiver acquisition sensitivity multiple outputs from
a one epoch correlation need to be added together. This can be done coherently or
non-coherently. So-called coherent integration means the output from every corre-
lation is added together directly and non-coherent integration means the results are
squared before the addition. This is illustrated in figure 3.12

The more epochs that are added the higher the acquisition gain becomes, and
weaker signals can be detected. The problem with coherent integration is the data
bits and secondary codes. They are often not present in the replica signal, and they
may both change from -1 to +1 or vice versa in the satellite signal and that means
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Figure 3.12 Coherent and non-coherent integration in signal acquisition

that the sign of the auto correlation result will also change and if we continue to add
these together the total amplitude will start to decrease. It is therefore important
that coherent integration is only done within one data bit and within one chip of a
secondary code or that these are known.

The introduction of pilot signals with no data bits was partly done to mitigate
this limitation of coherent integration time. For non-coherent integration, the re-
sult of the auto correlation is squared before the addition ensuring that the sign of
the result is always positive. The penalty is that the noise will increase more from
the squaring process than it does in the coherent integration. The number of coher-
ent and non-coherent integration rounds are often configuration parameters for the
signal acquisition block.

When all the integration rounds have been executed it is then up to the detection
algorithm to compare the maximum value to some pre-defined baseline and decide
if a signal has been found. The output from the signal acquisition is noisy and dif-
ferent kinds of detection logic have been proposed [Kap17]. The selected detection
algorithm is often a compromise that minimizes the probability of a false alarm and
the probability of a missed detection while providing a good sensitivity (weak signals
can be detected).

3.2.4 Tracking the signals

Signal tracking also uses the concept of autocorrelation like acquisition. When the
acquisition has found a signal, it will provide the carrier frequency and code phase
to the tracker which will then try to keep the alignment between the signal and the
replica by continuously updating these. This is done using a set of correlators. Each
tracking channel has three or more correlators for both the I and the Q signals. These
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correlators are often also referred to as fingers. Each finger in a tracking channel uses
the same replica signal, but with a slightly different code phase. The difference in
code phase between the fingers are typically 0.1 - 0.5 code chips and this is often
referred to as the correlator finger spacing. In a three + three finger configuration
the code phase from the acquisition is used to set the phase for the two middle fingers
and the four other fingers are then set on both sides of these fingers. A typical six
finger non-coherent tracking architecture is shown in figure 3.13

Figure 3.13 Six finger non-coherent tracking architecture

The fingers are often called Early, Prompt and Late (three fingers) or Very Early,
Early, Prompt, Late, Very Late (five fingers). The correlators are traditionally imple-
mented as hardware blocks and the control of these are implemented in software.

In a Software Defined Receiver (SDR) the correlators are implemented in soft-
ware, and they are then also the most CPU intensive part of an SDR. The output
of the fingers is typically generated 1–10 times per code chip and this output is ac-
cumulated in integrators to reduce the noise level. The output from the integrate
and dump filters are typically generated once per code epoch, i.e. once every ms for
GPS L1 C/A. The output is then the correlation amplitude for the I and Q signals
of all fingers. In a three + three finger configuration this means six output values.
For both I and Q the middle finger should be perfectly aligned with the signal and
give the highest amplitude, whereas the other fingers with a slightly shifted code
phase should give a lower amplitude since the signal and the replica are not perfectly
aligned. The output from the correlator fingers is provided to several discriminators,
that produces a signal that is proportional to the amount of adjustment needed to
achieve optimal alignment between the satellite signal and the replica signal assuming
the misalignment is small.
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The discriminator output is very noisy so an additional low pass filter, or a loop
filter, is often added between the discriminator and the feedback to the correlators.
Sometimes the discriminators output can also be further integrated coherently or
non-coherently to increase the sensitivity of the receiver. The correlator fingers,
discriminators and loop filters are together often referred to as a tracking loop. There
are often separate tracking loops for code tracking called a Delay Lock Loop (DLL),
carrier tracking called an FLL and phase tracking called a Phase Locked Loop (PLL).
All of these tracking loops together form a tracking channel.

3.2.4.1 Discriminators

For code tracking the most commonly used discriminator is the early-late discrimi-
nator defined in equation 3.20

DC od e =
1
2

PE − PL

PE + PL
, (3.20)

where DC od e is the output of the discriminator and the definition of PE and PL

are

PE =
q

I 2
E +Q2

E (3.21)

PL =
q

I 2
L +Q2

L (3.22)

IE ,QE , IL and QL are the early and late finger for the I and Q signal. The power
values PE and the PL should be equal if the code is aligned with the prompt finger
and thus the discriminator output, DC od e , should be zero. If DC od e gives a positive
value, it means the code replica signal is ahead of the satellite signal and that can then
be adjusted for by reducing the code frequency so that the satellite signal will catch
up again.

For frequency tracking the perhaps most commonly used discriminator is the
cross product of consecutive prompt finger outputs defined in equation 3.23

DF r eq =
I N−1
P ×QN

P − I N
P ×QN−1

P

tN − tN−1
, (3.23)

where N and N −1 indicate the values for two consecutive epochs, IP and QP are
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the prompt fingers of the I and Q signal, and DF r eq is the discriminator output. This
discriminator gives an output value proportional to the phase difference between
epochs N and N − 1, which in turn is a measure of the frequency error. For carrier
phase tracking the most commonly used discriminator is the At an discriminator
shown in equation 3.24

DP has e =At an
�

QP

IP

�

(3.24)

where IP and QP are the prompt fingers of the I and Q signal, and DP has e is
the discriminator output. This discriminator gives an output value proportional
to the phase error between the generated Q signal and the incoming signal. This
means that the phase discriminator will drive all the power into the I part of the
tracking channel. Other often used discriminators are listed in [Kap17] and many
other books.

3.2.4.2 Loop Filters

As mentioned before the objective of the loop filter is to reduce the noise of the dis-
criminator outputs by low pass filtering before the feedback is provided to the corre-
lators. There are numerous different types of loop filter designs [Gar05; Kap17], but
common for all is that the characteristic behavior of a loop filter is determined by
its bandwidth and its order. These need to be selected based on expected signal dy-
namics and required accuracy of the receiver. The lower the bandwidth is the more
filtering will occur and the better the accuracy will be. A lower bandwidth is, how-
ever, more sensitive to rapidly changing signals due to user movement for example.
This can be partly mitigated by using higher order loops.

A first order loop simply filters the incoming discriminator signal using one sim-
ple integrator step that will keep adding the input values to the output value for
every epoch. This type of loop is sensitive to large variations in the discriminator
output that can be a result of a rapid change in user velocity. If the change is too big
the adjustment of the replica signals can no longer compensate, and the signal will
diverge from the replica in the receiver so much that the discriminator can no longer
generate a valid error signal. The code tracking loop filter is often a first order loop
filter, since the change in code frequency is very small even for large accelerations.
For the same reason the bandwidth can be small.
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A second order filter has two integrators. One that integrates the input directly
like in the first order loop, but also one that integrates the change or derivative of
the output from the first order integrator. The result is that if the velocity changes
rapidly the loop can compensate better than the first order loop. However, a rapid
change in acceleration can cause the second order loop to lose track of the signal.
In an analogue way a third order loop adds yet another integrator and becomes less
sensitive to change in acceleration. A frequency tracking loop filter is often a sec-
ond order loop and a phase tracking loop filter is often a third order loop. A block
diagram of the different loop filters are shown in figure 3.14

Figure 3.14 Block diagram of analog loop filters. a) First- b) Second- and c) Third-order.

The ω0 is the loop bandwidth and by selecting the coefficients ai and bi the be-
havior of the loop can be defined. The 1

S defines a delay.

3.2.4.3 Navigation data extraction

The incoming signal from the satellites contains the code, carrier and the navigation
data bits, whereas the locally generated signal contains only the code and the carrier
signal. As we can see from equation 3.24 the phase tracking will drive the QP value to
zero and all the power into IP . As we have seen in figure 3.3 the carrier phase in the
incoming signal will rotate 180 degrees whenever there is a bit flip in the navigation
data and this will also change the sign of the IP value providing we have a phase lock,
i.e., carrier signal and replica are perfectly aligned. The sign of IP will then directly
provide the navigation data bit value. These data bit values are passed on to a data
decoder unit that will combine them into a continuous data stream and search for
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a preamble in the data, i.e., a known bit pattern that each subframe or page starts
with. When this is detected, the receiver knows that a new frame or page has started
and after the full frame or page have been received additional checks and operation
(parity, CRC, de-interleaving etc.) on the data can be done. Every data frame also
contains the transmission time of the signal which is needed for the pseudo range
calculations, and all the decoded frames and pages will be combined into ephemeris
and almanac data needed by the navigation filter.

3.2.5 Navigation Observables

In this section we will describe a little bit in more detail what kind of observables
are needed for the navigation filter and how these observables are obtained from the
raw observation from the signal tracking.

3.2.5.1 Output from Tracking

As mentioned in section 3.2.4 the raw observables from the signal tracking is the
carrier frequency and phase, code phase and transmission time. Carrier frequency
and carrier and code phase are typically sampled simultaneously for all channels at
regular intervals directly from the correlators. As described in the previous section
the transmission time is obtained from the decoded navigation data and the number
of full code epochs that has passed since the beginning of the previous navigation data
frame. In addition to these observables other data like Signal-to-Noise Ratio (SNR),
status bits and Doppler frequencies may be outputted.

3.2.5.2 Code pseudo range

The tracking channel is generating a replica of the spreading code and provides sev-
eral output parameters. First of all the channel maintains an Epoch Counter (EC),
i.e., a counter that counts exactly how many full code epochs has been generated.
Secondly it also provides a Chip Counter (CC) for the number of chips that has
been generated since the start of the last code epoch. This counter is reset at the
beginning of a new code epoch. Finally, a third counter resets at the start of each
code chip and increments to its maximum value before the next chip is generated.
This Phase Counter (PC) provides the fractional chip value. The maximum value of
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this counter then defines the resolution of the output. In a consumer grade receiver a
typical counter run from 0 to 256 providing a resolution of approximately one meter
if the chip length is one µs or approximately 300 meters.

When the preamble has been detected in the navigation bit stream described in
section 3.2.4.3 the transmission time can be decoded. This transmission time refers
to the start of the next data frame. Since we know how many bits one frame contains,
and we know the EC at the time the frame started we can align the transmission time
with the EC. Once this is known we can estimate the full unambiguous transmission
time ts v of the signal using:

ts v = t ow + EC ×Te poc h +C C ×Tc hi p +
PC

PCmax
×Tc hi p (3.25)

where EC , C C and PC are Epoch Counter, Chip Counter and Phase Counter
values and the T values are the length of each of these. The t ow is the decoded
transmission time from the navigation bit stream and PCmax is the maximum value
of the phase counter. If the receiver can maintain code tracking, we always have an
unambiguous transmission time after we have decoded the t ow. The concept of
transmission time ts v is illustrated in figure 3.15

Figure 3.15 Determining the transmission time

To calculate the pseudo ranges we also need the receiver time, and this is typically
estimated initially by using an average travel time of the signal. A value of 60 or 70
ms is often used. The receiver time tr x is thus estimated to:

tr x = t N
s v + 65ms (3.26)
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where t N
s v is the transmission time for satellite N that can in principle be any of the

available signals. Often the strongest one or the first one to obtain the transmission
time is used. The pseudo range ρi for the satellite i is then simply given by

ρi =
�

tr x − t i
s v
�

× c (3.27)

where c is the speed of light. The receiver time estimated like this now contains
an unknown offset with respect to correct time, and therefore it is called a pseudo
range and not a true range or range. To obtain the pseudo ranges for all tracked
signals sampling of the correlators are done simultaneously for all receiver channels
at a predefined interval and the pseudo ranges are sent to the navigation filters. The
predefined interval is typically anything from one sec (one Hz) to 10 ms (100 Hz)
depending on the application the receiver is used for.

3.2.5.3 Phase Range

The correlators in a tracking channel are also generating a replica of the carrier sig-
nal and two output parameters are provided. The channel maintains a carrier cy-
cle counter that calculates the number of full carrier cycles generated and a phase
counter that starts from zero and increments to a maximum value during one car-
rier cycle. The resolution of the phase counter varies, but a typical value is that one
carrier cycle is generated every 256 steps of the phase counters. The resolution is
therefore much higher than for the code. One carrier cycle is approximately 19 cm
for GPS L1, and the resolution is in that case 1/256*19 cm = 0.7 mm or 1.5 degrees
in phase angle.

The phase range is then simply the sum of the integer carrier cycles and the frac-
tional value from the phase counter times the length of one carrier cycle. To obtain
the phase ranges for all tracked signals sampling of the correlators are done simul-
taneously for all receiver channels at a predefined interval and the phase ranges are
sent to the navigation filters. The predefined interval is typically anything from one
sec (one Hz) to 10 ms (100 Hz) depending on the application the receiver is used for.
It is good to note that the phase range does not have any transmission time, so it is
ambiguous.
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3.2.5.4 Doppler

The carrier frequency can be calculated as the differences between two consecutive
phase range measurements. This frequency then is a sum of the IF of the receiver
and the Doppler frequency shift due to the satellite to user relative movement. If
the Doppler shift,∆ f , are to be provided the IF need to be removed. Typically, the
nominal IF for the receiver is used for this and the Doppler shift∆ fi for the satellite
i becomes

∆ fi = ( fi − I FN om) (3.28)

where fi is the measured carrier frequency and I FN om is the nominal IF in the
receiver. This should be called pseudo Doppler shifts since it also contains an un-
known frequency offset between the nominal IF and the actual IF based on the re-
ceiver clock drift. Doppler shift is also often converted to m/s instead of Hz like
the carrier frequency since Doppler shift is used to determine user velocity that is
expected to be in m/s.

3.2.5.5 C/N0 and SNR

The strength of the signal is one of the observables from the signal processing stage
that can be used to eliminate weak signals or used to weight the observables for the
navigation solution. Signal strength is provided either as a carrier to noise density,
C/N0, or a signal-to-noise ratio, SN R. The C/N0 is independent of receiver im-
plementation since it is normalized to a bandwidth of one Hz and can be defined
as

C/N0 = 10× log10

�

PS

N0

�

dBH z (3.29)

where PS is the signal power in W and N0 is the noise power for a one Hz band-
width in W/Hz. Typical values for a strong signal in GNSS receivers are 40-45 dBHz.
The SNR provides the signal strength for a specific bandwidth, and it is a better in-
dicator of receiver performance. The SNR is defined as

SN R=
�

PS

BW ×N0

�

dB (3.30)
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where BW is the bandwidth in Hz. SNR is measured in dB .

3.2.5.6 Others

The signal tracking part may also provide other kind of outputs like noise estimates
of the observations or other quality indicators that may be used to aid the selection of
the signals to be used in the navigation filter. The simplest quality indicators are the
lock bits that give binary information of the tracking state. Typical such lock bits are
code lock, carrier lock, phase lock, bit lock, frame lock and time decoded. Google
have tried to standardize some of these lock bits in their Location Application Pro-
gramming Interface (API), but every receiver manufacturer have their own output
format that specifies the lock bits they are using.

Instead of lock bits the RINEX format [Rom20] defines a loss of lock indicator
that gives information on how long the signal has been in lock. Some receivers also
offer indicators for suspected multipath and observation noise estimates. In addition
to the observation related outputs another sometimes useful output is the state of
the AGC. This can be obtained in some receivers, and it can be useful for detecting
abnormal signal levels in case of malicious signal jamming for example.

3.2.6 Satellite position calculations

In addition to the ranges to the satellites, or pseudo ranges, we also need the point of
origin for the signal, i.e., the satellite positions. As mentioned before the informa-
tion needed to obtain those are embedded in the navigation data transmitted by the
satellites. This information is decoded by the receiver and converted into meaningful
parameters and values. Part of those parameters are the orbit information parameters
that determines the exact orbit parameters for the satellites. For every constellation
except GLONASS these parameters are similar. They contain the six Keplerian ele-
ments and six correction parameters [Chi20; Eur21; Flo21; Ind17; Qua21a]. Once
the transmission time is known we can use the equations described in the ICD’s to
calculate the exact position and velocity of the satellites at the time the signal was
transmitted.

The GLONASS navigation data [Coo98] provides the position, velocity, and ac-
celeration of the satellite at a given time and the satellite trajectory is then propagated
forward or backward by numerical integration of a set of differential equations that
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describes the satellite movement.

3.2.7 Positioning equations

As mentioned in section 2.1 GNSS position calculations are based on the concept of
trilateration. The principle is simple, if we know the location of three points and
the distance to these three points we can solve the user position x, y, z by solving the
equation system

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

p

(x1 − x)2+(y1 − y)2+(z1 − z)2 = R1
p

(x2 − x)2+(y2 − y)2+(z2 − z)2 = R2
p

(x3 − x)2+(y3 − y)2+(z3 − z)2 = R3

(3.31)

where xi , yi and zi are coordinates of the three satellites, x, y, z are the unknown
user position and Ri is the true ranges to the satellites. The ranges to the satellites
are measured using the time difference between transmission and reception. Unfor-
tunately, both the satellite clock and the receiver clock have an error or time offset
and these need to be accounted for. In addition, several different types of errors will
cause an additional offset between real range and measured range. We need to define
a so-called pseudo range ρi for satellite i as

ρi =
Æ

(xi − x)2+(yi − y)2+(zi − z)2+ c∆tr x + Ei (3.32)

where∆tr x is the receiver clock error, c is the speed of light and Ei is the sum of all
errors for the satellite i . By replacing all the equations in 3.31 with the corresponding
equations from 3.32 we get a highly nonlinear equation system that need to be solved
with respect to x, y, z. The perhaps most common way to do this is to solve for the
change in user position between two epochs instead of for x, y, z. By setting

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

x = x0+∆x

y = y0+∆y

z = z0+∆z

(3.33)

where x0, y0, z0 is the previous user position and ∆x,∆y,∆z are the change in
user position and defining
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R0
i =

Æ

(xi − x0)2+(yi − y0)2+(zi − z0)2 (3.34)

we can write the first order Taylor expansion of equation 3.32 as

ρi = R0
i −

xi − x0

R0
i

∆x −
yi − y0

R0
i

∆y −
zi − z0

R0
i

∆z + c∆tr x + Ei (3.35)

since the change in position is minor compared to the distance to the satellites.
By rewriting this into vector form and rearranging the terms we can write

h

− xi−x0
R0

i
− yi−y0

R0
i

− zi−z0
R0

i
1
i

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

∆x

∆y

∆z

c∆tr x

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

= ρi − R0
i − Ei (3.36)

3.2.8 Velocity calculations

Calculating the velocity is done with the same equations as the position with two
differences. The observation vector consists of the Doppler frequency shifts instead
of the pseudo ranges and the previous solution is often set to [0,0,0], which sim-
plifies the equations. The clock error in equation 3.35 is also replaced by the clock
drift. The error components in the Doppler shifts are also much smaller than for
the ranges.

3.2.9 Navigation Filters

The Navigation filter in the receiver is the component that calculates the position
and velocity according to the equations given in the previous sections. Several types
of filters can be used. The simplest one being the Least Square Estimator (LSE) and
the perhaps most common one being the Kalman Filter. Other types of filters that
can be used in GNSS receivers are described in [Gib11]

The LSE requires that we have more observations than unknowns and finds the
solution that minimizes the error vector. If a set of linear equations can be written

97



as

Ax= b (3.37)

it can then be shown that the optimal solution is

x̂= (AT A)−1AT b (3.38)

and the error vector becomes

ê= b−Ax̂ (3.39)

In case of GNSS we quickly see that equation 3.36 can be written in the same
form as equation 3.37 where

A=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

− x1−x0
R0

1
− y1−y0

R0
1

− z1−z0
R0

1
1

− x2−x0
R0

2
− y2−y0

R0
2

− z2−z0
R0

2
1

· · · · · · · · · 1

− xn−x0
R0

n
− yn−y0

R0
n

− zn−z0
R0

n
1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(3.40)

x=
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(3.41)

b=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

ρ1 − R0
1 − E1

ρ2 − R0
2 − E2

· · ·

ρn − R0
n − En

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(3.42)

for satellites 1,2,3,...n. A is often called the design matrix, x the state vector and
b the observation vector. One additional challenge with the LSE is that some of the
errors are dependent on the estimated position and therefore an iterative approach
is often used. This is also true when we do not know the previous position. By

98



iterating three or more times or until the error vector does not change anymore this
challenge can be overcome. A LSE is not a filter, since the solution does not contain
any historical information. Therefore, the LSE solution is often quite noisy since all
the errors and all the noise in the observables will be directly visible in the solution.

The so-called weighted LSE is also sometimes used. In this approach each obser-
vation is given a weight based on the estimated error in the observation. A weak
signal with high noise is given less weight in the LSE and will have a smaller impact
on the solution. The solution for the weighted LSE can be written as

x̂= (AT WA)−1WAT b (3.43)

where W is the weight matrix that can be written as

W=
I
σ2

(3.44)

where I is the identity matrix and σ2 the variance of the observable. The Kalman
filter is the perhaps most common filter used in GNSS receivers and the steps and
equations used are significantly more complex than for the LSE. When the LSE typ-
ically just uses the previous solution, or state, as the starting point and calculates the
updated state by minimizing the new residuals, the Kalman filter uses a model to
first predict the new state from the previous state and then updates the state with the
new observations. This means that the Kalman filter has a much better starting point
than the LSE and the output will be much smoother or filtered. The Kalman filter
also estimates the uncertainties in the model (process noise) and the uncertainties in
the observations (measurement noise) as part of the prediction and update step. De-
pending on these the filter calculates a gain value that determines how much weight
the predicted state has versus the observations. The steps in a Kalman filter is shown
in equation 3.16. The Kalman filter state is often initialized by the LSE solution.

3.2.10 Support functions

So far, we have focused on the straight forward tasks in the receiver: Observations,
Satellite positions and Navigation Filters. These are tasks needed to obtain a PVT
solution, but there are also a lot of supportive tasks in a receiver that determines the
quality of the solution and provides extra output to the user.
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Figure 3.16 Kalman filter steps

3.2.10.1 RAIM/FDE

Receiver Autonomous Integrity Monitor (RAIM) was first introduced in aviation
applications where the integrity of a solution is essential. Integrity here referring to
the capability to detect if the solution should not be used for navigation. In the early
days of satellite navigation RAIM was in fact more used to detect satellite failure.
The basic principle of RAIM is simple, to use an over determined solution to detect
if one observation deviates from the rest of the observations. Some traditional RAIM
methods are described in [Kuu05].

In consumer grade receivers the purpose of RAIM has changed. Integrity is no
longer the only important output and the errors in the observations are mostly re-
lated to weak signals, interference, or signal reflections and not as much to satellite
failure. Therefore, the name Fault Detection and Exclusion (FDE), are more suitable
than RAIM.

The FDE uses the residuals of the observations after a solution has been obtained
as input. The challenge is that if one or more erroneous observations were used
to obtain the solution it will be itself erroneous, and the residuals are not correct.
Instead, the erroneous solution will influence all residuals, and it is difficult to detect
the observations that are erroneous.

Traditional FDE methods are based on a global test and local tests. Local tests
are simply solutions where observations are excluded one by one and the subset that
provides the best global test result and the largest number of observations will be
selected.

A more advanced method is to use weighting of observation instead of eliminat-
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ing observations. If the magnitude of the residual are larger than a defined threshold
the weight for that observation will be reduced and the solution re calculated. The
iteration will continue until the weights no longer changes. The a priori weights are
often obtained using signal strength or elevation angle of the satellites.

3.2.10.2 Carrier Smoother

As described in section 3.2.5.3 the carrier signal is tracked with a much higher accu-
racy than the code signal. The code signal that is used to obtain the position often
has an accuracy of no more than 0.5 m and in practice the Root Mean Square (RMS)
tracking noise can be as much as 10 meters. If this is used to calculate a PVT solution
the noise in the solution would be in the order of meters in most cases.

The carrier signal is much more accurate, and we can obtain observables with
noise levels of centimeters, but they are ambiguous since we do not know the number
of full carrier cycles. The carrier phase rate or carrier frequency is however known
if carrier lock has been maintained and this can be used to smooth the pseudo range
using

ρN+1
s = (1−K)× (ρN

s + P RRN+1∆t )+G ×ρN+1 (3.45)

where ρs is the smoothed pseudo range, G is the gain, P RR is the carrier phase
range rate in m/s, ∆t is the time between two epochs in seconds, and ρ is the un-
smoothed new pseudo range. N and N + 1 indicate the epoch number. The range
rates are not the same in the carrier and in the code since some of the errors in the
signals are different, but in most cases the differences are very small and can be ne-
glected. When such a carrier smoother is applied the noise level in the PVT solution
can be reduced to approximately 10 cm.

3.2.10.3 Error Corrections

The GNSS signals are impacted by several different types of phenomena on the path
from the satellites to the receiver. These will result in errors in the observables. Some
errors are small, and some are large. In consumer grade receivers only the largest
errors are corrected for, but if a more precise solution is required also the smaller
errors need to be accounted for. The smaller errors will be described more in section
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4, but in consumer grade receivers at least the atmospheric delays, satellite clock
errors, relativistic correction and the earth rotation correction need to be accounted
for.

The atmospheric delay can be divided into ionospheric and tropospheric delay.
The ionospheric delay is caused by the signal interacting with the free electrons in
the ionosphere and the total amount of free electrons, the Total Electron Count
(TEC), defines the magnitude of the error. The TEC value depends on how strong
the radiation from the sun is and this again depends on where you are on the globe,
the time of day, the time of year and the 11-year sunspot cycle [ESA20] shown in
figure 3.17

Figure 3.17 Number of sunspots

A rule of thumb is that the TEC is highest in the direction of the sun and thus
the equatorial region is affected the most. An exception is the polar regions where
also magnetic storms may cause large gradients in the TEC counts that are hard to
model. To reduce the impact from the ionosphere the GNSS signals transmits an
ionospheric correction model that can be used in the receiver to estimate the TEC
and thus the impact on the signals. The ionospheric signal delay, I , as a function of
the T EC count is given in equation
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I =
∫︂

Λ d l =
40.3
f 2

TEC [m] (3.46)

where Λ is the electron density along the path l of the signal, and f is the fre-
quency of the signal. The magnitude of the ionospheric delay can be as much as 30
meters, and it impacts the carrier and the code signal with an opposite sign. As can
be seen from equation 3.46 the ionospheric delay is frequency dependent and this
fact can be used in a dual frequency receivers to eliminate most of the delay.

To correct for the ionospheric delay in single frequency consumer grade receivers
the different GNSS transmit model parameters in the navigation data that can be
used to estimate the delay. GPS and Beidou uses a so-called Klobuchar model [Klo87]
with eight parameters and Galileo uses a more precise NeQuick model [Eur16].
These models will account for 50-70 % of the ionospheric error.

The tropospheric error can be divided into the hydrostatic part and the wet part.
The hydrostatic part depends mostly on the atmospheric pressure and can be quite
accurately modelled inside the receiver. The wet delay depends on the amount of
water vapor in the troposphere, and it is quite small (< 0.2 meters) so in most cases
in can be neglected. Both delays are estimated using a model for the zenith delay and
a mapping function that adjusts the error according to the path length through the
troposphere.

Figure 3.18 Troposphere slant delay

The Zenith Hydrostatic Delay (ZHD) is often estimated using the Saastamoinen
model [Saa72].

ZHD=
0.0022767× P0

1− 0.00266× cos (2φ)− 0.00028× h
[m] (3.47)

where P0 is the surface pressure in hPa, h is the height in km and φ is the ellip-
soidal latitude. A simple mapping function that assumes a flat earth surface is often
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used to calculate the Slant delay, SH D

SHD=
1.001

p

0.002001+ s i n(E l e)2
ZHD [m] (3.48)

where E l e is the elevation of the satellite. Other models exist also for mapping
the tropospheric delay [Sch00]. Satellite clock corrections are always applied using
the three-parameter polynomial model transmitted in the navigation data and the
relativistic corrections can also be calculated from the parameters in the navigation
data. The clock correction term∆ts v at time t is estimated using [Flo21]

∆ts v = a f 0+ a f 1(t − t oc)+ a f 2(t − t oc)2 (3.49)

where a f 0,a f 1 and a f 2 are the three terms transmitted in the navigation data and
t oc is the reference time for the clock data also transmitted in the navigation data.
The correction term for the relativistic effect∆t Re l

s v on the time is given by

∆t Re l
s v = F e

⎷
As i n(Ek ) (3.50)

where the orbit parameters e ,A and Ek are provided in the navigation data and F
is a constant defined as

F =
−2⎷µ

c2
(3.51)

where µ is the earth universal gravitational constant and c is the speed of light.
The signal travel time is approximately 70 ms and during this time the earth will
rotate and when the signal received the user is no longer at the same location as
when the signals were transmitted. This Earth rotational correction is estimated in
an iterative way with the user position since they depend on each other. The size of
this correction can be several meters.
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4 CARRIER PHASE POSITIONING METHODS

As is described in section 3 the GNSS signals consists of a carrier signal and a code
signal, where the code signal includes a timestamp that can be used to measure the
traveling time of the signal and thus the distance to the satellites. The code signal is
unambiguous after the transmission time has been decoded from the navigation data
and the position of the receiver can be calculated.

The carrier signal does not contain any timing information like the code signal,
and it was never intended to be used as a ranging signal. However, in the 1980’s the
first papers [Bos80; Par79]were published where the carrier signal actually was used
to measure the range to the satellites and calculate the position from these ranges.
The advantage with using the carrier signal is that the accuracy of the carrier phase
observations in a receiver is several orders of magnitudes better than the code. The
phase tracking loop can determine the exact phase within a few degrees and since the
carrier wavelength is 10-20 cm the accuracy can be as good as 0.1 cm.

The problem in these carrier phase positioning methods is the ambiguous nature
of the carrier cycle. To reach the accuracy mentioned above the user also needs to
know the total number of carrier cycles between the satellite and the user. Other-
wise, an error of∆N ×λwill be introduced into the ranges, where∆N is the differ-
ence between true and estimated number of carrier cycles and λ is the wavelength of
the signal. The task of estimating the number of cycles or the carrier ambiguity as it
is sometimes called requires first that as much as possible of the signal propagation
errors are removed. This is best illustrated by writing out the range to the satellite
including all error components. The measured code range can be written as:

ρc = R+ c (∆tr x −∆ts v )+T r + I +B r x
c +B s v

c +Mc + L+Or x +Os v + εc (4.1)

and the corresponding phase range as
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ρp = R+c (∆tr x −∆ts v )+T r−I+B r x
p +B s v

p +λω+M p+L+Or x+Os v+εp (4.2)

In the equations above R is the true range, c is the speed of light,∆tr x is receiver
clock error, ∆ts v satellite clock error, T r tropospheric error, I ionospheric error,
B is code and phase hardware biases in the satellite and the receiver, M is multipath
error, L are local site displacement errors, O are antenna phase center offsets, ω is
the phase windup delay, λ is the wavelength and ε is receiver noise. The indexes c
stand for code, p stands for phase, r x stands for receiver and s v stands for satellite.
The sign of the ionospheric error depends on if we measure code range or carrier
range.

4.1 Error Sources

The key to understanding carrier phase positioning methods is to understand the
different types of errors that impact our position calculations in a GNSS receiver.
These errors, if not eliminated, will result in an error of several meters in our position
and the basic principle for all carrier phase based positioning methods is to eliminate
the errors before calculating the position. Next, we will describe some of the main
error sources in GNSS and how they can be removed.

4.1.1 Space segment errors

We have learned from section 3.2.7 that we need to know the exact time of transmis-
sion for every GNSS signal, and we need to know the exact position of the satellites
when the signal was transmitted. The satellite clocks are very accurate and stable
and clock correction terms are also transmitted to the user in the navigation data,
but even so there will still be a small error left in the time stamp of the signals. This
remaining satellite clock error can be 1-5 ns, or 1–2 meters in the range domain.

The satellite orbit parameters are also transmitted in the navigation data and used
to calculate the satellite positions at any given time. These orbit parameters are also
not precise and contain a remaining error and therefore the location of the satellite
will include an error of about the same magnitude as the clock error. The clock error
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will directly impact the ranges, whereas the position error can be in any direction
and will impact the ranges differently if it is in the direction of the orbit (along track
error) or perpendicular to the orbit (cross track or radial error).

For post-processing purposes the satellite’s precise orbits and clocks can be re-
trieved for example from Crustal Dynamics Data Information System (CDDIS) and
used instead of the broadcasted navigation data in the position calculations. For real
time operations a correctional service that transmits clock and orbit corrections is
required. Broadcast orbit parameters always refers to the coordinates of the antenna
phase center, whereas precise orbit information may refer to the center of mass of
the satellites. This so called Phase Center Offset (PCO) are known for every satellite
and can be retrieved from IGS for example. Broadcasted clock corrections are always
given with respect to a specific type of signal or signal combination and when using
precise clock corrections, the signal or combination of signal may be different.

In addition to the signal transmission times having an error the signals will be
further delayed when passing through all the hardware in the satellite electronics.
This delay is frequency dependent, and it will impact the carrier signal and code
signal differently. These code and phase biases also needs to be corrected for properly.

The Phase windup effect is caused by the rotation of the satellite around the axis
between user and satellite. This rotation is a result of the satellite trying to point
the solar panels towards the sun. Since the transmitted signals are circularly polar-
ized electromagnetic waves, this rotation will be seen as a change in range by the
receiver and this is different and time dependent for all satellites. Phase windup can
be estimated in the receiver if the position of the sun is known.

4.1.2 Propagation errors

As described in section 3.2.10.3 the GNSS signal interacts with the atmosphere caus-
ing an apparent delay in the signal before it reaches the user and this will cause also
an error in the user position unless corrected for. Some simple models are typically
applied in the receiver to account for part of these errors, but these models are not
good enough for carrier phase usage. For post-processing, it is possible to download
both precise ionospheric and tropospheric models that can be used to calculate the
propagation delay for each signal. The accuracy of these models are however very
dependent on the density of the base station network. The troposphere is stable and
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quite often the tropospheric residual is just added as a state in the solution, but the
ionosphere is much more dynamic and therefore much more difficult to model. The
ionospheric delay I f for frequency f in meters can be written as

I f = α f ST EC (4.3)

where Slant Total Electron Count (STEC) is the total integrated electron density
in so-called TEC units (1 Total Electron Count Unit (TECU)= 1016e l e c t r ons/m2)
over the path from the satellite to the receiver and α f is defined as

α f =
40.3 ∗ 1016

f 2
(4.4)

This is the so-called first order term that accounts for 99.9 % of the ionospheric
error. The dependency on the frequency means that if we have observations from
multiple frequencies from one satellite, we can directly calculate the ionospheric
delay for that observation. The ionosphere is also the reason why dual frequency
receivers outperform single frequency receivers when using the carrier phase. Some
real time correction services also offer ionospheric correctional models either as grid
points or functions.

4.1.3 Receiver Errors

The receiver itself also generates errors in the observations. The receiver will receive
the signals in one unique point called the antenna phase center. This phase center
is not necessarily the same point as the geometrical center of the antenna. In high
quality antennas the PCO is always provided with the antenna, and it is then with
respect to a given physical Antenna Reference Point (ARP). An example is shown
in figure 4.1

To further complicate things this phase center is a function of the direction of
the signal and the frequency of the signal. To account for all these a calibration file
is often used. For cheaper antennas there are typically no information on the PCO
which means we do not know what point the solution refers to and the phase center
variations will also decrease the accuracy of the solution if not accounted for.

When the signal passes from the antenna through the front end all the way to the
baseband processing an additional delay will occur the same way as in the satellites
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Figure 4.1 Antenna phase center offset for Tallysman VSP6037L triple band antenna.

and these signal biases are frequency dependent. When using only one frequency
the delay will be the same for all signals and absorbed by the receiver clock error in
the solution, but for multi frequency receivers this is not the case. In some cases,
this error is absorbed by the ionospheric models when dual frequency observations
are used. GLONASS is a special case since every signal has its own frequency and
therefore the delay will be different and not observed by the clock. Base stations
often transmit the estimated GLONASS front end biases for the receiver at the base
station, but for the rover they might need to be estimated or calibrated away [Sle12].

4.1.4 Site Displacement effects

There are three different site displacement effects that will impact the measurement
site where the rover is placed [Li 23]. The solid earth tides are a result of the grav-
itational forces from the moon and the sun deforming the ground much like the
ocean tides. This effect can cause up to 30 cm of error in the radial direction and
five cm in the horizontal direction. The effect has a periodical part with a period
of approximately 24 hours and a permanent displacement part that depends on the
latitude.

The second effect is the polar tides caused by the change of the orientation of the
earths spin axes with respect to the earth’s crust. This also causes a change in the
earths gravitational field which in turn will cause a deformation of up to 25 mm in
the vertical and seven mm in the horizontal direction. This effect is slowly oscillating
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with a period of approximately 430 days.
The third effect is the ocean loading, i.e., the weight of the water in the oceans that

presses down the earth’s crust because of the ocean tides. This effect is one order of
magnitude smaller than the solid earth tides, but it needs to be considered especially
in coastal areas. The effect is periodic and does not have a permanent part like the
solid earth tides. All three site displacement effect can be modelled quite accurately
and estimated without any input data to the receiver.

4.2 Removing Errors

There are two different ways of removing errors. Differential methods, like RTK,
and PPP methods. Differential methods use reference stations and provide as a so-
lution the local vector between user and base station whereas PPP does not need a
base station and provides absolute coordinates to the user. For differential methods,
the assumption is that the base station and the rover experiences the same errors
and by using the differenced observations the errors are eliminated. PPP does not
need a base station, but instead uses corrections and models to estimate every error
component, removes them and then calculates the position. If enough of the errors
are removed it is possible to also use the carrier phases and fix the unknown cycle
ambiguities like in RTK. But it can be much more challenging.

4.3 Differential methods

The easiest way to remove the observation errors is by using differential methods.
The basic principle of a differential method is to use observations or error estimates
from a base station at a known location that also has a GNSS receiver. If error es-
timates are provided from the base station the user receiver adjusts its own obser-
vations with these before attempting to calculate the position. If observations are
provided the user receiver calculates the difference between these and its own obser-
vations and uses those instead as input to the positioning calculations.

Since the mean of the observation errors is almost identical for the user receiver
and the base station receiver providing that the user receiver is close to the base sta-
tion the advantage of the differentiation is that it will remove the errors almost com-
pletely. The disadvantage is that the method increases the residual errors in the ob-
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servations and therefore good quality receivers should be used at least at the base
station. The principle of a differential system is shown in figure 4.2

Figure 4.2 Principle of differential GNSS

When the difference between the observations of one satellite from two receivers
are calculated the only remaining error is the clock offset between the base receiver
and the user receiver. Therefore, this single difference will still not have integer ambi-
guities. This clock offset is therefore often eliminated by forming a double difference
DD according to equation 4.5

DDi = (ρ
i
BS −ρ

r e f
BS )− (ρ

i
U −ρr e f

U ) (4.5)

where subscript BS refers to the base station, subscript U to the user receiver, i is
the observation from satellite i and r e f indicates the selected reference satellite that
need to be the same for the base station and the user receiver. Taking the difference
between two observations in the same receiver will effectively remove the receiver
clock error for both the base station and the user receiver. The penalty is that one
extra observation is needed, and we cannot solve for the clock error, so there are only
position and velocity obtained.

When calculating the position from double difference observations your solution
will be the relative vector from the base station, i.e.,∆X ,∆Y , and∆Z . To obtain ab-
solute coordinates you therefore need to know the exact location of the base station.
These coordinates can be found from databases, and they are also transmitted by the
base station for real time operation. Today most of the systems transmitting only
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error estimates are being replaced by system that transmit the observations directly.

4.3.1 DGNSS

Differential GPS (DGPS) or Differential GNSS (DGNSS), as it should be called
if more constellations are used, is strictly speaking not a carrier phase positioning
method, but still worth mentioning here. DGNSS uses double differenced code ob-
servations or applies error corrections from a base station to its code observations,
so the principle is the same as in any differential method, but the achievable accu-
racy is only around 0.5 meters due to the limited resolution of the code ranges. It
has been, however, the de facto standard used in many national systems for coastal
navigation and for larger ships it is a strict requirement that they are equipped with
DGNSS receivers. These systems are slowly being de commissioned and replaced by
more modern methods.

4.3.2 Real Time Kinematic Solution

RTK is the carrier phase version of DGNSS. It is a differential solution utilizing the
carrier phase as a range measurement.

4.3.3 Sources for base station data

For the reasons explained above any differential system requires a so-called base sta-
tion in order to work. For post-processing solutions the data from the base station
need to be logged and saved for later processing and for real time operations the user
receiver or rover needs access to the base station data in real time.

There are three different types of operators of base stations. A local operator that
sets up his own base station for himself only, a public entity or institution that oper-
ates a base station and provides access to the data for free, and a commercial operator
like Novatel and Trimble who provides access to a base station for a license fee. For
the commercial operators the service often also requires the use of the operator’s
own receiver as the user receiver. The institutional and commercial operators often
maintain a whole network of base stations and the user can simply select the closest
one. Some of these networks are global and some only cover a limited area like one
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country for example.

4.3.3.1 Local base stations

A differential system requires a minimum of two receivers, and anyone can in prin-
cipal use any pair of receivers and setup their own RTK or DGNSS system. This
system is then centered around the receiver selected to be the base station. Such
systems are often used in farming applications or with drones where the area that
needs to be covered is small. These kinds of local systems can operate both in post-
processing and real time mode. If real time operation is required, some sort of radio
link is often utilized to transmit the base station data to the rover which then can
calculate a differential solution.

4.3.3.2 Base station Networks and services

Several base station networks exist today, and they are connected to one or more
different service provider. These networks consist of so called CORS distributed
over a service area. The CORS receivers are continuously providing data that are
stored in standard data formats that can be downloaded and used by anyone with
access to it. Some of the providers also offer a real time streaming service. Some of
them are commercial, some of them are free to use, and most of them require at least
some sort of registration.

The perhaps most known and widely used database for post-processing data today
is the one provided by the International GNSS Service (IGS). The IGS is a federation
of more than 200 agencies, universities, and research institutions in more than 100
countries that provides free and open access to many different types of GNSS and
other products for scientific purposes from more than 400 GNSS reference stations
[IGS21b; Teu17]. In early 1992 CDDIS [NAS21] was selected to be the global data
center for IGS.

Most countries also have their own base station network like FinnRef in Finland,
and they also often offer data from their base stations [Nat21b]. On the commer-
cial side companies like Hexagon offer their HxGN service [Hex21a]. The data
is provided with a delay of 1–5 days typically, but for post-processing applications
this is acceptable. This kind of approach eliminates the need for the user to set up
a base station. All of the above service providers also offer real time services like
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the FinnRef DGNSS service [Nat21a], the IGS RTS products [IGS21a], Hexagons
TerraStar correction service [Hex21b] and the RTX service by Trimble [Tri21].

4.3.4 Correctional Data Formats

The data format depends on if we do real time or post-processing.

4.3.4.1 Post Processing RTK

For post-processing RTK solutions the common standard is the Receiver Indepen-
dent Exchange Format (RINEX). The RINEX format is a simple ascii file format
that already has had four major versions. Version 1 was release in 1989 [Gur89], but
was quickly replaced by version 2 in 1993 already. Version 2 evolved over one decade
and the final version, version 2.11, was released in 2004. RINEX 2.11 is still today
used for older base stations and even new receivers and software still support it. The
first version 3 release in 2007 introduced the new signals from GPS, GLONASS and
Galileo and has evolved since then to the latest version 3.05 release [Rom20] end
of 2020. The latest RINEX version already supports Beidou and IRNSS and all the
new signals introduced over the years. Most base stations and service providers today
offer RINEX 3.XX files for downloading and post-processing.

The RINEX format support three different files types. Observation data, Nav-
igation data and Meteorological data. The observation files contain carrier phase,
pseudo ranges, signal strength and Doppler observations from the GNSS receiver at
the base station. The number of epochs and the update rate may vary. The header
may also include information of the antenna used and general information on how
the observations has been pre-processed before they are written into the file. The
navigation data file contain the navigation data received from all satellites and the
meteorological file contain information about air pressure, temperature, humidity
etc., but also the total zenith delay of a specific signal. The navigation data file may
also contain broadcast ionospheric model parameters.

For post-processing the minimum requirement is that you have the observation
file from both the base station and the rover and a navigation data file from some-
where. Using this input data, a post-processing RTK software may calculate the RTK
solution. In some case, especially if the baseline is long, satellite orbit and clock cor-
rections and ionospheric corrections may also be applied.
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Many receiver manufacturers like uBlox, Septentrio, Novatel and Trimble have
also published the description of their proprietary binary output format and most
post-processing software also support these formats. In this case the option is then to
use RINEX files from the base stations and a proprietary file format from the rover.
For local systems, the base station data may also be in a proprietary format.

4.3.4.2 Real Time RTK

In a real time RTK system the rover receiver needs access to a continuous near real
time stream of observations. The common standard for this is Networked Transport
of RTCM via Internet Protocol (NTRIP) and the Radio Technical Commission for
Maritime Services (RTCM) protocol. RTCM is a data format developed for Mar-
itime Services in general, but it also includes well-defined messages for GNSS that
can be streamed in real time. Both the version 2 and version 3 of RTCM is still used,
but version 3 is becoming more and more the de facto standard. The latest version
for GNSS is RTCM 10403.3 that was released in April 2020 [RTC20]. The format
of the NTRIP transfer protocol is given in the RTCM 10410.1 and RTCM 10410.0
standards. Many receivers support the RTCM messages so that they can be input di-
rectly into the receiver and the receiver can calculate the RTK or DGNSS position.
Geodetic grade receivers are also often equipped with so called NTRIP clients and
can connect directly to the internet and an NTRIP caster. Some receivers may also
have their own built-in NTRIP server. A typical such system is shown in figure 4.3

RTCM provides similar observations like RINEX, carrier phase, pseudo ranges,
Doppler and signal strength plus some additional information on the observations.
RTCM can also provide navigation data, although most receivers will decode that
themselves from the signals.

4.4 Precise Point Positioning

The concept of PPP was first mentioned by Malus [Mal90] in 1990 and later de-
scribed by Zumberge [Zum97] in 1997. Before that several applications had emerged
where a network of receivers was used to monitor deformation of the earth’s surface
due to earthquakes, motion of tectonic plates, changing earth rotation, and also for
atmospheric monitoring. These applications used observations from all receivers
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Figure 4.3 User receiver connecting to base stations using NTRIP

and estimated errors and parameters both in the receivers and in the GNSS as a sin-
gle mathematical problem. The challenge was the large computational burden that
grew rapidly with the number of receivers.

The PPP method introduced by Zumberge used a subset of receivers to estimate
the unknown errors in the system first and after that the rest of the receivers could
be processed one by one using these estimates. This reduced the complexity of the
computations significantly. PPP methods of today are variants of this method. The
principle of PPP is shown in figure 4.4

A network of base stations is receiving signals from all visible satellites and data is
sent to a central data server that models each error component separately. The infor-
mation about these error components can then be used by all user receivers within
the area covered by the base stations. Like for RTK the PPP methods were in the be-
ginning often used in post-processing mode, but lately also real time PPP solutions
have emerged, and several service providers can provide also PPP corrections to the
user.

The acronym PPP was originally used when the user applied precise orbit and
clock corrections and the ambiguities were not fixed. Later the code and phase biases
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Figure 4.4 Principle of PPP

were applied and for the first time it was possible to also fix the ambiguities and
the concept of Precise Point Positioning with Ambiguity Resolution (PPP-AR) was
born [Ge 08]. Later also ionospheric corrections were applied, and the new method
was named Precise Point Positioning with Real Time Kinematic (PPP-RTK) [Teu14;
Wüb05].

4.4.1 Correctional Data Formats

The data format depends on if we do real time or post-processing.

4.4.1.1 Post Processing PPP

As mentioned before calculating a PPP solution is much more challenging since in
that case, we need to remove all the individual errors one by one. The sp3 [Spo89] file
format has been developed since 1989 and the latest version d was released in 2020
[Hil16] and this file includes precise orbit and clock information. Satellite clock
offsets can also optionally be provided in a RINEX clock file [Ray17] that enables
higher clock update rates. The Antenna Exchange Format (ANTEX) [Rot10] file
format is based on the RINEX format, but developed for exchanging antenna infor-
mation for both satellites and receivers. It includes the PCO and PCV values for all
satellites and for most geodetic antennas.
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The Ionosphere Exchange Format (IONEX) format [Sch89] was developed to
have a common standard format for providing TEC maps that can be used to cal-
culate the ionospheric delay for all observations and the Solution Independent Ex-
change Format (SINEX) [Pac20] developed by IGS for tropospheric Zenith Path
Delay can be used to calculate the tropospheric delay.

The SINEX [Int16a] file format contains information about the base station and
the models used for various types of calculations at the base station. Typical examples
are models for the gravity field, ocean loading and solid earth tides, but also values for
used constants like the speed of light and earths gravitational constant. The SINEX
format can also be used to provide the so called Differential Code Biases (DCB)’s in
Bias SINEX files [Sch16]. The file extension used for these are often bsx.

The Phase Biases are needed when ambiguity resolution is attempted since they
are not integer wavelengths. In many cases only the fractional phase biases are used
since the integer part will be absorbed by the ambiguities. Phase bias is also not an
issue in differential solutions since they are eliminated in the subtraction. For PPP
post-processing there are currently no reliable sources for phase biases. Corrections
and input formats are listed in table 4.1

Table 4.1 Input data for post-processing PPP

Corrections Input Format

Precise Orbits sp3 files

Precise Clocks sp3 or RINEX Clock files

Antenna PCO ANTEX

Ionosphere IONEX file

Satellite Code Biases Bias SINEX

Troposhere Tropo SINEX

4.4.1.2 Real Time PPP

Real Time PPP is becoming increasingly popular also in the consumer segment and
there are an increasing number of service providers offering GNSS corrections to-
day. uBlox, Fugro, Hexagon, and Trimble are just some examples. SBAS systems
discussed in section 2.2.6 are also offering PPP corrections in the form of improved
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ionospheric models and clock corrections and in some cases even orbit and other
corrections like QZSS’s CLAS service [Qua21b] and Galileos High Accuracy Ser-
vice (HAS) [Eur20].

There are today three ways to receive real time PPP corrections: Over the in-
ternet, from a communication satellite over L-Band and from the GNSS satellites
or their augmentation systems. The data from these are content wise similar, the
formats are different and sometimes proprietary and the means for transportation is
different.

When data is provided over an internet connection NTRIP and RTCM is often
used like in RTK. The RTCM standard already includes messages for orbit, clock
and code bias corrections and additional messages for ionosphere and phase biases
have been proposed [Sch12]. Sapcorda was a consortium that tried to push their own
open standard into the automotive market and several versions of the format were
released [u-B21b], but in 2020 the Intellectual Property and services of Sapcorda was
acquired by one of the consortium members, uBlox, who released their own service
PointPerfect based on that. RX Networks [RX 12], GMV, Geo++ [Geo20] have
also proposed their own formats which are all similar to the RTCM format with
some differences.

The main challenge for using a real time network service is that the receiver needs
to have a network connection and there need to be a good network available which is
not necessarily true in all areas of the world. Utilizing communication satellites and
the L-Band (1525-1559 MHz) for transmitting corrections is not a new thing. Several
service providers like Hemisphere, Omnistar, Novatel and Fugro have provided this
for the professional market for years and geodetic receivers are often equipped with
L-Band receivers. Today also consumer grade receivers are entering into this market
with uBlox and its NEO-D9S [u-B21a] as a good example. The benefit of L-Band
is that no network connection is needed, and the service is truly global. Most of
these services are using proprietary data format and comes with a cost for the user.
A non-exhaustive list of providers, their services and the format used is provided in
table 4.2

The augmentation offered by SBAS satellites also include corrections and the for-
mat is open, and it can be used for free. The receiver also does not need a separate
radio for receiving the signals since they are GNSS like signals. The American WAAS
and the European EGNOS offer ionospheric models and various types of differential
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Table 4.2 Input data for real time PPP

Provider Service Format

uBlox PointPerfect SPARTN

QZSS CLAS Compact SSR

Galileo HAS Not Specified

RX Networks TruePoint.io RTCM SSR

Geo++ GNSMART Software Geo++ SSR (SSRZ)

GMV magicGNSS RTCM SSR

Hemisphere Atlas Service Proprietary

Fugro StarFix/SeaStar etc Proprietary

Trimble Omnistar Proprietary

John Deere Starfire Proprietary

Swift Navigation Skylark RTCM SSR / 3GPP

Hexagon TerraStar Proprietary

corrections whereas as the Japanese QZSS already offers a centimeter level augmen-
tation services, CLAS, that offers corrections in a format very similar to RTCM
including orbit and clock corrections and code and phase biases. The Galileo HAS
will offer something similar than CLAS but has not yet been specified.

4.5 Ambiguity Resolution

In order to find the integer ambiguities some sort of ambiguity search method, like
the Least-squares Ambiguity Decorrelation Approach (LAMBDA) [De 96]method
for example, is typically used. The ambiguity search will find the carrier ambiguities
that minimize the observation residuals. This ambiguity search benefits from the fact
that when the ranges change due to the satellite and user movements, the receiver can
maintain a counter of the changing number of carrier cycles. That means that the
exact number of added or subtracted carrier cycles are known, and the number of
unknown carrier cycles are the same before and after a change in the ranges. Every
new set of observations thus provides a new input for the search algorithm. The
better we can estimate the errors and remove them initially the faster this ambiguity
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search will go.
In theory the ambiguities should be integer numbers or so-called fixed ambigui-

ties since we are counting the number of cycles, but in practice the ambiguities that
minimizes the residuals are almost always non integers or float values. The ambigu-
ity search typically forces the ambiguities to fixed values and the remaining unknown
error are often managed as an additional state in the Kalman filter. When the ambi-
guities have been fixed to the correct integers the solution should in theory be more
accurate. The time it takes to find the optimal fixed ambiguities is often referred to
as convergence time.

In the early days of carrier phase positioning almost all solutions were done in
post-processing and only using geodetic grade geodetic receivers. Still today in many
applications where the best possible accuracy is needed the actual solution is calcu-
lated offline based on logged data. The benefit with such methods is that all the data
is available and can be processed multiple times and both in forward and backward
direction. This makes it easier to eliminate errors and fix the ambiguities. Lately car-
rier based positioning has also been introduced for consumer grade receivers [Kir15;
Söd05] and mobile phones [Agg20; Ban16; Dar19; Rob19] and that has made real
time operation more popular.
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5 MULTI GNSS RECEIVER DESIGN

This chapter addresses the factors to take into account when designing a modern
Multi GNSS receiver. The first section describes briefly the different types of re-
ceivers, the second section describes the different factors impacting the design of a
receiver and the third sector describes in more detail the design of the main tool that
has been used for the experimental part of the thesis, the FGI-GSRx Matlab receiver.
In the fourth and final section some information is given on the snapshot receiver
version of FGI-GSRx used in [Söd23].

5.1 GNSS receiver types

In section 3.2 some introduction was already given to the different types of GNSS
receivers that exist and more details can be found from Publication I [Söd08] in this
thesis. These types are also shown in figure 3.10. As is described in the paper most
commercial receivers utilizes a GNSS ASIC and executes only the PVT calculations
on a CPU integrated into the chip itself, whereas a SDR approach has been more
used for research purposes.

A SDR gives a unique opportunity for testing new algorithms and adding support
for new signals without the need to make a new ASIC. Therefore, this type of re-
ceiver is by far the best platform to use for the work done for this thesis. Publication
I [Söd08] present a real commercialized SDR that was developed to be a product,
but for the work in this thesis the Matlab FGI-GSRx SDR presented in Publication
II [Söd16a] was used.
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5.2 Receiver design considerations

Consumer grade receivers were for a long time only using the GPS L1 C/A code
and limited to receiving 12 channels. For geodetic receiver the L2 signal was used
to be able to do dual frequency solutions. The GLONASS signals were also first
very early in geodetic receivers. When the Chineses Beidou system and the Euro-
pean Galileo system became operational more and more consumer grade receivers
also started to support multiple constellations and frequencies. This has had a big
impact on the receiver design since there are more and more frequencies, channels
and modulations that need to be supported. These different signals require different
types of signal processing algorithms. Also, the selection of which signals to use has
changed significantly since we now have much more signals to choose from.

The PVT algorithms have also been modified to support multi constellation sig-
nals. Multiple constellations and frequencies and handling of a constantly changing
set of these requires that Navigation Filters are much more configurable than be-
fore. The introduction of RTK and PPP to the consumer segment also means that
one navigation filter is no longer enough. Instead, you may have several types of
filters and the receiver need to select the best one. Again something that will im-
pact the design of the receiver itself. A list of the most important factors requiring
significant changes in receiver design are listed in table 5.1

Table 5.1 Factors impacting receiver design

Multiple Constellations

Multiple Frequencies

Different modulations

Large number of signals

Multiple navigation filters

Input of correctional data
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5.3 The FGI-GSRx Matlab receiver

The FGI-GSRx receiver is loosely based on an open-source software receiver plat-
form developed by [Bor07]. The original receiver by Borre was GPS only with
limited support for GLONASS, but it was not a multi GNSS receiver. Also, the
receiver configuration was rather complicated, and it would not have been easy to
add new features and signals. Therefore, the receiver was re-designed completely uti-
lizing only some algorithmic parts of the original receiver. The main features for
this FGI-GSRx receiver is listed in table 5.2

Table 5.2 Main features of the Matlab FGI-GSRx SDR

Multi GNSS Support

Multi Frequency support

Parameter system

Kalman Filter

Support for observations from HW receivers (Novatel, uBlox, Lumia Phone)

Support for RINEX Observation files Support for RINEX Navigation files

Assisted GNSS

Support for RTCM-SSR

Support for precise orbits and clocks

PPP Solution

RTK solution including ambiguity resolution

SBAS

National Marine Electronics Association (NMEA) output

neQuick Iono model

Carrier Smoother

Several tropospheric models

The top level architecture is shown in figure 5.1
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Figure 5.1 Top level architecture of the FGI-GSRx SDR

5.3.1 RF Data

The original SDR developed by Borre was designed to work with RF Data from
one specific front end developed by Nottingham Scientific Limited (NSL) [Nor05].
The frequency plan, i.e., the central frequency, sampling rate, bandwidth, real or
imaginary data and number of bits per sample was determined by this front end
and the receiver could not use other types of RF Data. This was changed in FGI-
GSRx and all the parameters defining the RF data can be easily configured and many
different types of front ends have been used. The original NSL front end could only
receive the L1 frequency with a bandwidth of four MHz, so it was not possible to
receive other signals than GPS L1 and Galileo E1. The Fraunhofer front end [Rüg14]
that was used in [Söd23] for example was configured to use a center frequency of
1.58375 GHz, bandwidth of 54 MHz and sample size of four bits I and four bits Q.
When RF Data is used as input the receivers signal processing part will process that
to produce GNSS Observables. The signal processing unit consist of an acquisition
unit and a tracking unit.
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5.3.2 Supported Signals

Initially the receiver had support for the GPS L1 and Galileo E1B signals, but several
other signals have been added later. Support for the Galileo E1C was added early on
together with support for the Beidou B1 and B2 signals. GLONASS L1 support
has also been added and for dual frequency support GPS L5 and Galileo E5b was
added. There is also support for the GPS E5 AltBoc signal, but only in the navigation
filter, not in the signal processing. In [Tho16] finally the support for the IRNSS L5
frequency was added. A special case was made for the research done in [Söd23]when
the support for the E1A PRS signal was added. Adding new signals in FGI-GSRx
is straight forward, but if the processing algorithms are different, they also need to
implemented.

5.3.3 Multi GNSS Signal Acquisition

The acquisition algorithms for the GPS L1 C/A and Galileo E1 OS signals are a
simple Fast Fourier Transform (FFT)-based parallel code phase search. For Beidou
signals the secondary NH code requires a slightly modified approach described in
[Bhu14]. Common for all signals is that the width of the search window, the num-
ber of coherent and non-coherent integration rounds, and signal thresholds are all
configurable parameters. In unaided acquisition mode the full frequency range is
searched and in aided acquisition mode only one frequency bin is used. All configu-
ration parameters can be set for both aided and unaided modes. For the Galileo E1
OS signal the data bit is four ms long and if we use longer coherent integration times
there is a risk that the data bit might flip. This is managed so that we search also
over all possible combinations of data bits and use four, eight or 12 ms of coherent
integration. The output of the acquisition stage is stored into a file that can be used
later if the user wants to bypass the acquisition stage.

5.3.4 Multi GNSS Signal Tracking

FGI-GSRx has implemented tracking channels in Matlab providing a unique pos-
sibility for configuration of correlator fingers. The normal configuration for most
signals is to use three fingers for tracking and one finger for estimating the noise level,
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but the user can specify any number of fingers with any finger spacing if needed. This
is especially valuable for developing more advanced tracking algorithms for high or-
der BOC signals [Söd23] or for developing multipath mitigation algorithms. For
tracking the BOC(15,2.5) signal the receiver can use either a BOC(15,2.5) modulated
replica or a code only replica. If only the code is used the result will be a BPSK like
correlation peak on either side of the center frequency (upper and lower sidelobe).
This is shown in figure 5.2

Figure 5.2 BOC(15,2.5) signal correlated with a BOC(15,2.5) signal and with only the code (generating
an upper and a lower BPSK like correlation peak

As described in section 3.2.4 a tracking channel also includes discriminators and
loop filters for tracking code, carrier frequency and carrier phase. In FGI-GSRx
each of these logical units are defined as a type and each type may have multiple
states it can be in. A state is defined as a function or model and an update rate of that
function. In addition to the states of the different types there is also a tracking state
that consists of a set of states for each type. This is all illustrated in figure 5.3

This architecture allows for easy switching between different types of discrimina-
tors and filters depending on the signal we are tracking, the signal power, the signal
environment, or any other factor that might require a different configuration.
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Figure 5.3 Track states

The signal tracking unit in FGI-GSRx will output track data containing the raw
observables from the signal tracking including the signal strength, carrier frequency
and phase, transmission time, code epoch and phase. The track data also include
lock status bits, correlator finger outputs, sample counter etc. This track data will be
converted in the ob s unit into GNSS observations that contain Doppler frequency,
pseudo ranges and carrier phase ranges and a lot of other related information.

The signal tracking in each channel is always aligned to the data bit edge as soon
as it is detected to allow for maximum coherent integration times. Since the travel-
ing time of the signals are different for different satellites it means that the track data
is not synchronized between the channels. In order to achieve synchronization, we
therefore need to adjust the transmission time for each channel to a common base-
band sample before calculating the pseudo ranges. This operation is illustrated in
figure 5.4

Since the transmission time for each channel is in system time, i.e., for GPS signals
in GPS time and for Galileo signals in Galileo time, we also need to estimate the
receiver time tr x as a vector with the different system times as is shown in equation
5.1

trx =

⎡

⎢

⎢

⎢

⎣
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r x
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r x
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⎤

⎥
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(5.1)

where t G
r x is the receiver time in the GPS time domain, t E

r x is the receiver time
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Figure 5.4 Transmission time alignment for all channels

in the Galileo time domain, and t B
r x is the receiver time in the Beidou time domain.

We can then formulate the pseudo ranges ρk
i by selecting the correct receiver time

estimate for each satellite signal shown in equation 5.2

ρk
i =

�

t k
r x − t i

s v

�

(5.2)

where i is the index for the satellite signal and k is the index for the system. The
output of the tracking stage is also stored into a file that can be used later if the user
wants to bypass the acquisition and tracking stage.

5.3.5 GNSS Observations

If the receiver is configured to use RF Data, the GNSS Observations will be generated
by the signal processing stage described in the previous section. Later on support for
other types of observations has been added to the receiver. The supported formats
in the FGI-GSRx are Novatel binary format, uBlox binary format, proprietary bi-
nary format from the Nokia Lumia Mobile Phone, RINEX 3 Observation files and
RTCM 3 observation messages. Observations from these sources are converted into
the same generic observation format used in the FGI-GSRx so that the PVT solution
could be made receiver agnostic. When other data than RF Data is used the acquisi-
tion and tracking stages are bi-passed and the data is processed in a converter block
instead. This is illustrated in figure 5.1
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5.3.6 Navigation Data

When the FGI-GSRx is configured to use an RF Data file the navigation data is ob-
tained from the tracking part in the receiver. The sign of the correlator prompt
finger is then copied into a ring buffer and the buffer is correlated with the known
frame preamble from every system. When the preamble is found in the data buffer
the raw data bits can be extracted from the buffer and processed. For GPS only a
parity check is needed before the actual decoding, but for Galileo we need to do the
de-interleaving and Viterbi decoding first. The decoded data bits then contain the
transmission time for each channel and this time stamp can be linked to a unique
baseband sample counter.

Navigation data can also be provided using RINEX 2 or RINEX 3 navigation
files, or it can be decoded from a uBlox or Novatel receiver. In these cases, the signal
processing in FGI-GSRx is not used. Regardless of the source of the navigation data
it is always converted into a generic format for ephemeris data that is also kept as
similar as possible between different constellations.

5.3.7 Assisted GNSS

Assisted GNSS functionality was added to the receiver so that it was possible to
provide position, time, and ephemeris information upfront and FGI-GSRx used this
information to set the width of the search window, the number of coherent and non-
coherent integration rounds, and signal thresholds for the acquisition stage. Using
this aided acquisition the time to obtain a first position solution could be reduced
significantly when using RF data files.

5.3.8 SBAS

Support for EGNOS corrections was also added to the receiver. These corrections
are provided to the receiver in binary files that can be retrieved from the EGNOS
Data Access Service (EDAS) service for example. Pseudo Range corrections, clock
corrections and ionospheric grid corrections are supported.
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5.3.9 DGNSS and RTK

Support for a differential code and differential phase solution is also included in the
receiver. These solutions use data from two hardware receivers or a hardware re-
ceiver and a base station to calculate double difference observations and the Kalman
Filter matrices are configured for a differential solution. Base Station data is typi-
cally provided in the RTCM format. For RTK the lambda method [De 96] is used to
search for the ambiguities in RTK. The RTK feature was used for the paper [Kir15].

5.3.10 PPP Solution

In [Söd16b] a PPP solution was needed and therefore support for multiple formats of
PPP corrections was added to FGI-GSRx. The primary format was RTCM-SSR in-
cluding orbit and clock corrections, code biases and ionospheric corrections [Sch12].
For comparison support for post-processing formats like precise clock and orbit files
was also added. To use these post-processing formats a model for correction between
satellite center of mass and satellite phase center was also implemented. For the PVT
solution states for the tropospheric wet delay and ambiguity states were added to the
Kalman Filter.

5.3.11 Other

For ionospheric corrections we have already mentioned SBAS and RTCM-SSR, but
FGI-GSRx can also use IONEX files, the NeQuick Model or the Klobuchar model
for modelling and correcting for the ionospheric error. The selection of model is
done using the configuration system described in more detail in the next chapter.

For the troposphere the Saastamoinen model [Saa72] is used for the hydrostatic
zenith delay and a Niell function or the model from Collins [Col97] is used as a
mapping function. For the wet delay the function from Mendes [Men98] is used for
the zenith wet delay and the function from Niell [Nie96; Nie00] is used as a mapping
function.

The FGI-GSRx also includes a statistical analysis feature that can calculate all the
significant performance numbers based on the output of the processing. A typical
output includes the parameters listed in table 5.3.
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Table 5.3 Statistical output from FGI-GSRx

Total Number of processed Epochs

East, North and Up offsets from reference position

Horizontal 50% and 95% limits

Horizontal RMS deviation

Horizontal Standard deviation

Horizontal Max deviation for solutions

Vertical 50% and 95% limits

Vertical RMS deviation

Vertical Standard deviation

Vertical Max deviation for solutions

These parameters are provided for all solutions, i.e., LSE, Kalman, and PPP if
enabled.

Several different types of FDE algorithms have also been developed for FGI-
GSRx and based on these both Horizontal and Vertical protection limits are cal-
culated [Inn16].

5.3.12 Receiver configuration

To allow for the receiver to be used in multiple research projects and with all the
different types of data and features it was essential to implement a versatile con-
figuration system. Changing parameter values and adding new parameters allows
researchers to develop and test algorithms independently without impacting what
other researchers are doing with the same code base.

FGI-GSRx includes a parameter system based on text files. Just by simply adding
lines and values new parameters can be added to the receiver and testing with differ-
ent parameter values is very easy. Default parameter values are provided in a default
parameter file and a user can have multiple personal parameter files that contain only
the parameter with changed values, or any new parameters used only in new algo-
rithms for example. So, changing and adding parameters for development purposes
do not require any changes to the actual receiver code.
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5.3.13 Position, time and velocity solutions

Some general information on various navigation filters was presented already in sec-
tion 3.2.9 and in the FGI-GSRx we actually have multiple filters that can be run in
parallel. For the standalone solution we have a LSE and a Kalman Filter running.
The Kalman filter is initialized when we have a good solution from the LSE. The two
filters are otherwise independent of each other and both solutions can be extracted.
For the PPP solution the same Kalman filter is used with additional states. RTK and
DGNSS uses the same filters as the standalone, but the matrices are adapted to use
double differences instead of conventional observations.

For a multi constellation receiver it is good to mention that we now have one
clock offset per constellation instead of only one common clock offset as is the case
in equations 3.36 and 3.41. The state vector then becomes
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if we have GPS, Galileo and Beidou observations. ∆t k
r x is here the receiver clock

offset for constellation k. Adding more constellations just means we also need to
add clock offsets for those. The time solution then becomes a vector

ttrue
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giving us the true time t t r ue
r x in all time domains. For the PPP solution the vec-

tors and matrices are slightly more complicated. The state vector includes the three
position states, the three velocity states, a clock bias and drift for each constellation,
one or two optional tropospheric states and the ambiguity states for all the obser-
vations. The state transition matrix then assumes that the predicted position is the
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initial position extrapolated with the velocity and the velocity is assumed to be the
same.

5.4 Snapshot Receiver

In the paper [Söd23] the FGI-GSRx Matlab receiver was modified to some extent
in order to provide a snapshot functionality. A snapshot receiver works with short
pieces of data, typically 1 - 100 ms, and processes these using open loop tracking.
Tracking in open loop mode means that instead of continuously filtering the dis-
criminator outputs and controlling the correlators using loop filters we simply need
to find the code phase, carrier frequency and carrier phase that minimize the discrim-
inator functions for one particular snapshot. The small amount of data also means
that no navigation data can be decoded from the snapshot. Instead, the support for
RINEX Nav files and Assisted GNSS in FGI-GSRx was used to obtain orbit and
clock information for the satellites.

There is also a significant difference in obtaining the position in a snapshot re-
ceiver since there is typically no transmission time available. The data is simply
too short to contain any navigation data. This means that navigation data must be
provided from external sources and that the transmission times of the signals are un-
known. In a snapshot receiver the receiver time and transmission times therefore
need to be solved iteratively by minimizing the residuals of the observations. For
this the LSE filter was used since there is no real benefit from the Kalman filter since
only a single position solution is calculated for one snapshot.

The snapshot receiver was used to process the PRS signal, which uses a so-called
long code. For such codes FFT based parallel code phase search in the FGI-GSRx
could not be used. Instead, a serial search approach was implemented. The main
differences between the snapshot version of FGI-GSRx and FGI-GSRx itself is listed
in table 5.4
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Table 5.4 Snapshot receiver operation

Normal Operation Snapshot Operation

Data Decoding from I/Q data Navigation data from RINEX nav files

Kalman Filter Iterative LSE Solution

Parallel FFT code phase search Serial Search for PRS signal

Closed loop tracking Open loop tracking
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6 CONCLUSION

The main objectives of this thesis were to assess the impact of the evolution of GNSS
technology on the performance and design of consumer grade GNSS receivers. In
the objectives in chapter one five different main questions were presented:

1. How should a receiver be designed to allow for maximum flexibility when it
comes to new signals and methods?

2. What is the impact of having more satellite navigation systems and signals
available?

3. What kind of new receiver algorithms are needed to process new signals?

4. What will the impact be of more accurate observations from high frequency
codes?

5. How well does methods like RTK and PPP work in consumer grade receivers?

The first question is addressed in Publication I [Söd08] and Publication II [Söd16a].
Already with only GPS signals present 15 years ago the author has shown in Publi-
cation I [Söd08] that there are options to the pure hardware-based receiver allowing
for reducing the hardware cost by utilizing existing application processors to run
the signal processing software on. Publication I [Söd08] also clearly show that the
performance of such a software receiver is matching the performance of hardware
receivers even if the memory usage and CPU load are reduced significantly.

A software-based approach allows for maximum configurability and unlimited
number of channels and a design for such a software receiver is then presented in
more detail in Publication II [Söd16a]. The design is such that the addition of new
signals and modulations is straightforward, and it can be used even as a snapshot
receiver as is shown in Publication V [Söd23].

In chapter 2 the author describes the evolution of GNSS in detail and the increas-
ing number of constellations and signals as well as introduction of more complex
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signal modulations and longer codes becomes very clear. To support all these new
signals, it will result in a larger silicon area and higher price for ASIC’s and therefore
the benefits of a software defined receiver increases significantly. The second ques-
tion is then addressed in Publication II [Söd16a]where it is shown that the increased
number of signals and constellation improves both availability and accuracy of the
receiver, especially in urban canyon environment where signal blockage is signifi-
cant. In severe urban canyons, the position error for GPS only can be more than
ten times bigger, and the fix availability can be less than half of the availability for a
multi-GNSS solution.

The third research question is addressed in Publication III [Bhu14] and Publi-
cation IV [Tho16] where some more details on the support of Beidou and IRNSS
signals is provided. Additional challenges dealing with the NH modulation of the
Beidou signal in the acquisition stage of the receiver is presented in Publication III
[Bhu14]. This is also a good example of how easy it is in a software defined receiver
to add support for a new signal compared to making a new ASIC. The addition of
support for the IRNSS L5 signal in the SDR is presented in Publication IV [Tho16].

The fourth research question is addressed in Publication V [Söd23], where the
benefits from the modern codes and modulation have clearly been shown. Here
the authors present the performance of a snapshot receiver when utilizing the high
order BOC modulated Galileo PRS signal. The paper also presents new algorithms
optimized for long signal acquisition and tracking. It is shown that by using these
new methods with a high order BOC signal the accuracy improves by a factor five.

Chapter 4 in this thesis presents the challenges and benefits with carrier based
positioning methods like RTK and PPP. Such methods have traditionally been used
only with geodetic grade receivers and often in post-processing mode, but today they
are becoming much more common also in consumer grade receivers with the increas-
ing amount of correctional service provider, significantly improved measurement
quality and increased number of signals. Especially the introduction of dual fre-
quency receivers into the consumer segment have been an enabler of PPP and RTK
methods.

The fifth research question is addressed in Publications VI [Kir15] and Publica-
tion VII [Söd16b], where the performance of RTK on consumer grade receivers and
the quality of PPP-SSR correction from the FinnRef network in is addressed.

The results and conclusions presented in this thesis clearly indicate that there has
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been a significant performance improvement in accuracy and availability of a solu-
tion in consumer grade GNSS receivers during the last two decades. This improve-
ment is partly due to the introduction of more signals as well as the introduction
of new modern modulation techniques. This development has enabled the intro-
duction of carrier phase positioning methods like PPP and RTK further improving
especially the accuracy of the receivers.

The thesis show that it is essential that the receiver itself is adapted to make use of
all the above-mentioned new signals. This means that the architecture of consumer
grade receivers is significantly more complex than two decades ago. Constantly
developing new generation of ASICs with more and more features has become an
expensive exercise for many companies and the software defined receiver would in
many cases be a much better choice. Still, in order to design the architecture of such
a modern receiver remain challenging but is essential in order to accommodate for
more and more new signals.

6.1 Future Work

Future work includes more detailed studies on modern signals and how to use these
in the best way. There are still a lot of new algorithms that needs to be investigated
for optimal signal processing of these signals and there is a lot of research needed
for designing the logic to use these signals in the navigation filters. The availability
of a third frequency in mass market receivers is not yet there, but it will eventually
come and thus also algorithm utilizing three and even four signals are also important
for the future of these receivers and clearly a topic for future research. The use of a
third frequency in PPP and RTK has a significant impact on improving atmospheric
estimation and making ambiguity fixing faster and is also an interesting topic for
future work. A part of the new signals is the new concept of pilot signals that could
be used for increasing the sensitivity of the receivers. Finally, it would be valuable
to investigate the quality of new open PPP-SSR services including CLAS and HAS
and how they would impact the performance of consumer grade receivers.
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ABSTRACT  
 
Fastrax introduces a new, software-based GPS receiver 
solution enabling more cost-effective GPS applications. 
The solution consists of a GPS RF module together with 
the complete signal processing and navigation software 
and is targeted mainly for platforms where the total CPU 
performance is in the range of a few hundred MIPS 
(Million Instructions Per Second). This software based 
approach for GPS reduces the bill-of-material to <3$ and 
yet achieves state-of-the-art GPS performance equivalent 
to stand alone GPS receivers. With a cold start sensitivity 
of –144 dBm and a navigation sensitivity of –163 dBm 
the presented software GPS solution can match any 
existing solution on the market. The Fastrax software 
GPS approach also includes a wide range of navigation 
enhancing features in all stages from acquisition to 
navigation. 
 
This paper presents the Fastrax Software GPS receiver: 
the functionality, architecture, flexibility with parameters, 
system features, interfaces, extendibility to an accelerated 
version, and performance. To demonstrate the 
performance of the Fastrax Software GPS solution, test 
examples focusing on the CPU load, navigation accuracy, 
sensitivity, and cold/hot start characteristics are provided. 
The relatively low requirements for processing power and 
memory usage make the Fastrax Software GPS receiver a 
feasible and attractive alternative even for less powerful 
processor platforms at a low cost.  
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INTRODUCTION  
 
A traditional GPS receiver consists of an antenna, an RF 
front-end and a baseband IC. The RF front-end converts 
the RF signal into a digital IF signal to be processed by 
the baseband IC. The baseband IC typically consists of an 
application processor, some memory, and dedicated HW 
modules for communication (UART, SPI) and signal 
processing (correlators, acquisition engine). All the power 
consuming operations of satellite acquisition and tracking, 
measuring satellite-to-user distances (pseudoranges), 
decoding the navigation data to retrieve the satellite 
ephemerides, and calculating the user position are done in 
the baseband IC. Figure 1 presents the tasks done in the 
baseband IC of a typical GPS receiver. 

Acquisition

Code 
and 

carrier 
tracking

Navigation 
data 

extraction

Incoming IF 
signal

Pseudorange 
calculation

User
PVT

solution

Figure 1. Typical GPS receiver tasks. 

In addition to the traditional GPS receiver described 
above, there are also solutions on the market that reduce 
the size and price of the receiver hardware by moving 
parts of the software onto the host CPU. In such 
approaches, typically only the acquisition and tracking 
tasks are running on the GPS baseband IC, and the 
navigation algorithms are run on the host CPU. These 
approaches are usually referred to as measurement front-
end receivers. 
 
Modern PC’s and mobile devices have powerful CPUs 
and lots of memory. With a CPU that is capable of 
executing instructions at a rate of a few hundred MHz, it 
is possible to implement most of the GPS baseband 
functionality in software, as opposed to a classic GPS 
receiver, which contains a dedicated baseband chip. This 
allows for considerable reductions in cost. In addition, 
implementing the baseband functionality in software 
allows the implementation of new capabilities in software, 
for example to benefit from the upcoming modernized 
GPS or Galileo signals. In contrast, a traditional hardware 
receiver will need to be replaced to implement the 
reception of new signals. The Fastrax software GPS 
receiver solution is also designed so that it can be 
accelerated by moving all or parts of the correlation tasks 
to hardware and therefore saving in required processing 
power. 
 
Figure 2 illustrates the different GPS receiver approaches 
discussed above. The right-hand side of the picture 
represents the traditional standalone GPS receiver, which 

is the most costly solution and which requires the lowest 
amount of MIPS on the host CPU. A slightly less 
expensive option is the GPS measurement front-end 
followed by an accelerated software GPS approach and 
finally the full software GPS solution.  Figure 3 presents 
some of the possible application platforms for a software 
GPS approach.  
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Figure 2. Different GPS receiver approaches. 

 
Figure 3. Target software GPS end-user applications 
(cameras, smart phones, personal navigation devices and 
laptops). 

FASTRAX SOFTWARE GPS RECEIVER 
 
Fastrax Software GPS receiver (Figure 4) provides 
enhanced tracking and positioning capabilities resulting in 
short TTFFs and high sensitivity. No further hardware 
beyond an RF front-end is required. The achieved 
performance is equivalent to any traditional GPS receiver. 
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Figure 4. Fastrax Software GPS receiver. 

Background 
The software is based on the highly successful  
iSuite 3 embedded software architecture used in the 
family of iTrax receivers. Currently, iSuite is the only 
environment available for multiple GPS chipset 
platforms. The iSuite software has been very aggressively 
optimised for an extremely small CPU and memory 
footprint and is designed to be easily portable for all parts 
that do not directly depend on the GPS chipset. This 
unique flexibility and portability of the iSuite software 
has allowed significant reuse of the software as-is. This 
has made it easy to keep the CPU and memory usage very 
low also in the Fastrax Software GPS.  
 
The reuse of all applicable parts of iSuite 3 ensures that 
the same high sensitivity and state-of-the-art performance 
that have been available for over 5 years in standalone 
GPS receivers are available also in the software GPS 
receiver. In addition, the larger quantity of CPU and 
memory on the new platforms has also allowed the 
introduction of new algorithms for improved tracking and 
navigation performance. Many of these algorithms have 
been developed during iSuite development, but have 
remained out of reach on standalone module platforms 
because of their extremely limited CPU and memory.  
 
The iSuite performance and features have been widely 
demonstrated also in recent-year ION conference 
proceedings [1, 2, 3, 4, 5 and 6]. 
 
Software Design 
The parts of the software that are newly developed for the 
software GPS receiver are those which are performed by 
hardware modules on a traditional GPS receiver, most 
notably the acquisition and correlation. These functions 
are also the ones typically requiring the most CPU and 
memory in software GPS receivers. The acquisition and 
tracking architectures of the iSuite software were 
originally designed for ultra low power consumption. In a 
software GPS receiver the same features of the 
architecture contribute towards a low CPU usage. In 
Fastrax’s receiver the architecture and the underlying 
libraries, including the FFT and correlation libraries, have 
been heavily optimized and are configurable to obtain the 
best performance on different platforms, for example 
depending on the availability of a hardware floating point 
unit. Figure 5 shows the overall Fastrax Software GPS 
receiver architecture including the core functions of 

acquisition and correlation as well as navigation and 
various control and support features. 

Client 
Event 
Hooks

Client Application

Navigation Control

GPS Navigation Libraries

Control and 
Support 
Libraries

Core Control

FFT Acq Correlator API iCoreTM SW Corr

iSysTM Operating System

Figure 5. Fastrax Software GPS architecture. 

The Fastrax Software GPS receiver currently provides 
two interfaces, a virtual serial port utilizing standard 
NMEA protocol, and a TCP/IP interface utilizing the 
proprietary binary iTalk protocol. The iTalk messages 
give access to data from all stages of a GPS receiver 
including information e.g. from the tracking loops, carrier 
phase and pseudorange measurements, and navigation 
quality indicators. The software is also capable of logging 
data to files for later processing, either as IF data or as 
iTalk archives containing among other information the 
raw phase measurements and decoded navigation data. 
This enables a powerful debugging and development 
environment, which is one of the key advantages of a 
software GPS receiver.  
 
The modular software architecture allows flexibility when 
fitting the software GPS receiver to a particular 
application. For example, the receiver can easily be 
adapted to function as an ordinary executable, which can 
be started by the user, or as a system service which is 
started by the operating system during the system startup. 
 
RF Module 
The hardware needed for the Fastrax Software GPS 
receiver is available as a convenient SMD module, the 
IT900. It is especially designed to be used together with 
Fastrax’s GPS software package. The module is based on 
the SiGe SE4120S RF chip and it contains all the other 
required components for a complete stand-alone RF front-
end, including an LNA, SAW filter, TCXO and passive 
components. The size of the module is only 8x8 mm. The 
output data from the module is provided to the host CPU 
over an SPI interface. The module supports an active or a 
passive antenna. It has also support for both GPS and 
Galileo frequencies. 
 
Resource Requirements  
The CPU consumption for the Fastrax Software GPS 
receiver in continuous navigation is in the low hundreds 
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of MIPS, and the memory required is a few megabytes. 
The exact numbers depend on the configuration of the 
acquisition, tracking and navigation software. With a 
suitable software configuration and good signal 
conditions, the average CPU usage in continuous 
navigation can be as low as 100 MIPS for the whole 
Software GPS. The major part of this is consumed by the 
acquisition and tracking parts, with the navigation 
software and the support functionality taking only about 
10 MIPS on an ARM platform. There is also a trade off 
between memory consumption and CPU usage, with the 
lowest memory usage being approximately 500 kb. This 
very small CPU and memory usage demonstrates that 
software GPS has become a feasible alternative for also 
less powerful processor platforms.  
 
Accelerated Software GPS 
Fastrax’s unique software GPS receiver architecture also 
enables the use of hardware accelerators on platforms that 
do not have the processing power to run a full software 
GPS receiver. The Fastrax Accelerated Software GPS 
(Figure 6) reduces the CPU load by performing the 
correlation process on hardware. The correlation process 
can be integrated either in the RF front-end chip or in the 
host processor and this makes the Fastrax Accelerated 
Software GPS receiver especially attractive for devices 
using low-end or mid-end host processors with a limited 
clock frequency (200-300 MHz). For those platforms 
Fastrax offers a hardware based correlator IP solution to 
relax the CPU load for the correlation process. The IP is 
available as RTL for silicon integration purposes. It can 
easily be integrated into the RF chip or the host processor. 
The correlator IP reduces the CPU load for signal tracking 
with a factor of 10/channel. 
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CPU

OR

 
Figure 6. Fastrax Accelerated Software GPS receiver. 

Portability 
To ease the deployment in different kinds of devices, the 
Fastrax Software GPS and Accelerated Software GPS are 
configurable by parameters to obtain the best performance 
on every platform, depending on processing power and 
memory available. 
 
The software has so far been ported to x86 and ARM 
processors and the Windows, Windows CE and Linux 
operating systems. Due to the high level of portability in 

the original iSuite architecture design, porting the 
software to a new OS and/or HW platform is 
straightforward. 
   
Table 1 presents the key features of the Fastrax Software 
GPS solution. Unaided acquisition sensitivity is as low as 
-144 dBm and tracking sensitivity is -163 dBm. The 
average TTFF in hot starts is 0.55 s while 33.5 s in cold 
starts. In addition, Table 1 shows the typical processing 
loads in MIPS for different modes. Figure 7 presents the 
graphical user interface for the Fastrax Software GPS. 
The tabbed user interface enables monitoring the signal 
power levels, form of the correlation peak for each PRN, 
IF signal spectra, and azimuth and elevation in addition to 
the navigation PVT solution. 
 

Software Key Features 
Unaided acquisition sensitivity -144 dBm 
Tracking sensitivity -163 dBm 
TTFF (hot start) 0.55 sec 
TTFF (cold start) 33.5 sec 
Output formats NMEA, iTalk 
Processing load (acquisition) 22-225 MIPS 
Processing load - tracking  

Good signal visibility 2.5 MIPS / ch 
Urban canyon environment 20 MIPS / ch 
Full processing power 25 MIPS / ch 

 Table 1. The Fastrax Software GPS receiver: key 
features.  

Figure 7. Screenshot of the graphical user interface for the 
Fastrax Software GPS. 

 
TEST RESULTS 
 
In the following, the performance of the Fastrax Software 
GPS receiver is presented. 
 
The test platform in the tests described below was a 900 
MHz ASUS Eee PC. By running a benchmarking 
program which processed amounts of data similar to the 
software GPS, it was estimated that the Eee platform is 
capable of executing such software at roughly 400 MIPS, 
which is in line with the 400 MHz bus speed of the Eee. 
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In the CPU load tests described below, the MIPS values 
are based on this estimate. 
 
Urban-Canyon Automotive Test 
First, the performance is demonstrated in an urban canyon 
automotive test. The test was performed in downtown 
Dallas, Texas, USA, which is a very challenging 
environment for GPS because of the tall skyscrapers that 
surround the streets. Figure 8 shows the ground plot in a 
northing-easting coordinate frame where the origin is the 
starting point of the test. Figure 11 presents the same 
result in Google Earth [7].  Figure 12 presents the same 
view at an oblique angle, showing how severely the tall 
buildings obstruct the line-of-sight to the GPS satellites. 
The software GPS receiver still has very reliable 
performance in the test, as seen in Figure 9 which 
presents the cross-track error. The maximum error in the 
urban canyon was only 33 meters, and the median cross-
track error only 7 meters. Figure 10 shows the number of 
satellites used in the position solution, demonstrating the 
good measurement availability.  

 
Figure 8.  Test route in Dallas downtown: Fastrax 
Software GPS Receiver. 

 
Figure 9. Cross-track error during test. 

 
Figure 10. Number of measurements used in position 
computation. 

 
Figure 11. Automotive test result in Google Earth. 

 
Figure 12. Test route from a different angle in Google 
Earth to demonstrate the tall buildings. 

CPU Load – Tracking 
Acquisition is usually active only during the first seconds 
of navigation until a navigation solution is obtained.  
After obtaining the navigation solution, most of the CPU 
consumption occurs in the software correlators. The other 
parts of the software GPS, including the navigation 
algorithms, usually consume about 5% of the CPU. Figure 
13 presents the CPU usage of the correlators in the Dallas 
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test route, as a percentage of the total available CPU 
capability. The peak CPU load was 38%. During the 
beginning of the test run, the acquisition used about 80% 
of the CPU. From the typical CPU consumption of the 
correlators, 25%, it can be estimated that the correlating 
process consumes currently about 100 MIPS. 
 

 
Figure 13. Percentage of CPU used by the correlators in 
the downtown Dallas test. 

 
CPU Load - Acquisition 
Acquiring the GPS signals using an FFT in a Software 
GPS receiver is often one of the most CPU intensive 
tasks. However, once the data needed for the acquisition 
are properly time stamped, the processing of the data does 
not need to occur in real time. The handover to the 
tracking can still be done even a few seconds after the 
sampling, as long as the acquisition process compensates 
for the Doppler shifts. This means that it is possible to 
acquire signals also with less powerful processors by 
increasing the acquisition duration. The high cost of the 
acquisition process means that the acquisition algorithms 
must be carefully managed; otherwise the CPU resources 
will be consumed completely by acquisition and will 
block other more critical tasks. The acquisition of 
Fastrax’s Software GPS can be easily configured by 
specifying an approximate acquisition CPU quota, which 
the acquisition algorithms try to follow. Measurements of 
the effect of a varying acquisition CPU quota on the 
search time and CPU load are shown in Table 2, which 
shows the duration of a single satellite acquisition at 
nominal signal level. The first rows of table 2 show that at 
the maximum quota, the acquisition process used all the 
available CPU. This would eventually lead to a lag in the 
position output. Therefore, in our solutions we typically 
use an acquisition quota of 25%, which is a compromise 
providing acceptable acquisition times and CPU loads. 
 
 
 
  
 

Relative CPU 
Quota for Acq 

Search time / SV 
(sec) 

Acq CPU load 
(MIPS) 

Max 0.09 225 
50 % 0.30 225 
25 % 0.58 100 
10 % 1.38 40 
5 % 2.80 22 

Table 2. Search time and average CPU load for different 
acquisition configurations. Signals were at –130 dBm. 

Hot Start 
Hot start performance was tested using a Spirent 
GSS6560 GPS signal simulator [8]. A static scenario with 
10 visible satellites was used and the output signal level 
was calibrated so that the signal level at the input of the 
receiver was at the nominal level of –130 dBm. The 
receiver was first allowed to decode all available satellite 
ephemerides. After this the receiver was stopped, started 
again after a delay of 4 seconds, allowed to navigate for 
10 seconds and then stopped again. The results are shown 
in Table 3. The average hot TTFF was as low as 0.55 
seconds. 
 

Average TTFF (sec) 0.55 
Min TTFF (sec) 0.12 
Max TTFF (sec) 2.33 
Average 2D position error / First Fix (m) 9.15 
Max 2D position error / First Fix (m) 16.8 

Table 3. Hot start TTFF and first fix position errors. 

Cold Start 
Cold start tests were performed using the same scenario 
as was used for hot start testing. In a cold start, however, 
the receiver is not allowed to have any prior information 
available in memory. Results are shown in Table 4. 
Average cold start TTFF is 33.45 seconds. In a cold start 
situation, the factor that most affects the TTFF is the need 
to decode the ephemerides. The position error of the first 
fix in a cold start is typically smaller than in the hot start, 
since by the time the ephemerides are decoded, the tracker 
has had more time to stabilize from any inaccuracies in 
the acquisition. 
 

Average TTFF (sec) 33.45 
Min TTFF (sec) 24.18 
Max TTFF (sec) 41.02 
Average 2D position error / First Fix (m) 1.31 
Max 2D position error / First Fix (m) 2.78 

Table 4. Cold start TTFF and first fix position errors. 

Tracking Sensitivity 
The tracking and navigation sensitivity was measured 
using the Spirent GSS6560 GPS signal simulator. A static 
scenario with 11 visible satellites was used and the output 
signal level was calibrated so that the signal level at the 
input of the receiver was –130 dBm, -150 dBm, -155 
dBm, and –160 dBm respectively. The signals were lost 
from track at -163 dBm. The average 2D error for each 
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test was calculated over a period of 5 minutes and the 
results are listed in Table 5. 
 

Signal level (dBm) 2D error (m) 
-130 0.82 
-150 2.13 
-155 41.6 
-160 83.6 

Table 5. Average 2D error as a function of signal level at 
the receiver. 

Data Decoding Sensitivity 
When acquiring a position fix when the ephemerides are 
not available, the data decoding sensitivity is the limiting 
factor for obtaining the position. The data decoding 
sensitivity was measured using the same signal simulator 
and scenario as mentioned above. The signal level was 
gradually dropped and the number of successfully 
decoded GPS subframe words was calculated. The results 
are shown in Figure 14. 

 
Figure 14. Percentage of successfully decoded subframe 
words as a function of signal level. 

As can be seen from Figure 14 the data decoding 
capability drops rapidly around -145 dBm, which is 
considered to be the data decoding sensitivity. This is also 
considered the unaided acquisition sensitivity because 
below this level the decoding of the ephemerides would 
take unacceptably long, 
 
IF Data Analysis 
An additional benefit in a software GPS receiver is that 
the uncorrelated input signal is readily available and can 
be used for various analyses. As an example, Figure 15 
shows a frequency plot of the raw baseband signal, 
showing a narrowband interference at about 400 kHz 
originating from a nearby poorly shielded computer. 
Similar interference peaks are seen near many PC’s, 
caused by a 30 MHz frequency whose 52nd harmonic 
coincides with the GPS band.  

 
Figure 15. Iq spectrum showing narrowband interference. 

The correlation results are also much more easily 
analyzable than in traditional hardware receivers. Figure 
16 shows the form of a correlation peak corrupted by 
multipath. In this case the signal has been integrated for 
500 milliseconds.  

 
Figure 16. A correlation peak with multipath, integrated 
over 500 ms. 

CONCLUSIONS 
 
This paper presented the Fastrax Software GPS solution. 
The relatively small requirements for processing power 
and memory usage make the Fastrax Software GPS 
receiver a feasible alternative even for less powerful 
processor platforms with a low cost. The attractive 
features of the Fastrax Software GPS solution were 
widely demonstrated: its software architecture, 
extendibility to an accelerated software GPS version, 
adjustable resource requirements, and excellent 
navigation and sensitivity performance. 
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Even with the software GPS becoming a feasible 
approach in more and more applications, there will still be 
a market for traditional GPS receivers in applications 
where the main concern is the very low power 
consumption. In parallel to finalizing the software GPS 
offerings into commercially available OEM products, 
Fastrax continues its advanced GPS receiver development 
by further improving its industry-leading range of 
programmable hardware-based GPS receivers.  
 
For more information, see www.fastraxgps.com. 
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Abstract Global navigation satellite systems (GNSSs) have
been experiencing a rapid growth in recent years with the
inclusion of Galileo and BeiDou navigation satellite systems.
The existing GPS and GLONASS systems are also being
modernized to better serve the current challenging applica-
tions under harsh signal conditions. Therefore, the research
and development of GNSS receivers have been experiencing
a new upsurge in view of multi-GNSS constellations. In this
article, a multi-GNSS receiver design is presented in various
processing stages for three different GNSS systems, namely,
GPS, Galileo, and the Chinese BeiDou navigation satellite
system (BDS). The developed multi-GNSS software-defined
receiver performance is analyzed with real static data and uti-
lizing a hardware signal simulator. The performance analysis
is carried out for each individual system, and it is then com-
pared against each possible multi-GNSS combination. The
true multi-GNSS benefits are also highlighted via an urban
scenario test carried out with the hardware signal simulator.
In open sky tests, the horizontal 50 % error is approximately
3 m for GPS only, 1.8 to 2.8 m for combinations of any two
systems, and 1.4 m when using GPS, Galileo, and BDS satel-
lites. The vertical 50 % error reduces from 4.6 to 3.9 when
using all the three systems compared to GPS only. In severe
urban canyons, the position error for GPS only can be more
than ten times larger, and the solution availability can be less
than half of the availability for a multi-GNSS solution.

Keywords Multi-GNSS . BeiDou . Galileo . Software
receiver . SDR . Performance analysis . Receiver architecture

1 Introduction

The United States Department of Defense (DoD) Navigation
System using Timing And Ranging (NAVSTAR) global
positioning system (GPS) [1] was declared fully operational
in 1995 and has since then evolved to being the de facto
standard for satellite navigation systems. GLObalnaja
NAvigatsionnaja Sputnikovaja Sistema (GLONASS) was de-
veloped in parallel with GPS, but was allowed to deteriorate
drastically. Today, its value can hardly be overestimated since
it offers an almost complete constellation of modern satellites,
and it is also truly global. Unfortunately, still today, it only
offers frequency division multiple access (FDMA) modulated
signals [2], and thus, a relatively large bandwidth is required
to receive all the signals. The European Galileo system is
currently in its initial operation capability (IOC) phase
with 12 satellites in orbit. The last two satellites were launched
in December 2015, and two additional satellites are planned to
be launched in May 2016. Two of the satellites that have been
launched are on wrong orbits [3]. Though initially planned to
be available already in 2010 [4], initial Galileo services are
scheduled now to begin within the next year, and Galileo will
become a truly global system by the end of this decade [5].
The BDS [6] consists of a mixed space constellation that has,
when fully operational, five geostationary Earth orbit
(GEO), twenty seven medium Earth orbit (MEO), and
three inclined geo-synchronous satellite orbit (IGSO)
satellites. The ground tracks of all BDS satellites are shown
in Fig. 1. The GEO satellites are operating in orbit at an
altitude of 35,786 km and positioned at 58.75° E, 80° E,
110.5° E, 140° E, and 160° E, respectively. The MEO
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satellites are operating in orbit at an altitude of 21,528 kmwith
an inclination of 55° to the equatorial plane, whereas the IGSO
satellites are operating in orbit at an altitude of 35,786 kmwith
an inclination of 55° to the equatorial plane.

As of March 2015, the BDS has five GEO, five IGSO, and
four MEO satellites [7]. These satellites broadcast navigation
signals and messages within three frequency bands (termed as
B1 in 1561.098 MHz, B2 in 1207.14 MHz, and B3 in
1268.52 MHz) using code division multiple access modula-
tion (CDMA). As of now, the interface control document
(ICD) was released only for B1 and B2 frequencies [6].
Considering the civilian CDMA only-modulated signals on
the L1 band offered by three different systems, i.e., GPS,
Galileo, and BDS, there is currently a total of 50 satellites
orbiting around the world [8]. The minimum number of visi-
ble satellites in any place on earth during a 24-h period in
February 2015 from these three systems is shown in Fig. 2.

Other regional systems like quasi zenith satellite system
(QZSS), Indian regional navigation satellite system
(IRNSS), GPS aided augmented navigation (GAGAN), and
space-based augmentation system (SBAS) in general offer
only a few additional satellites, and the satellites are often
targeted to improve performance for well-defined areas rather
than globally.

The development of modern software-defined receivers
(SDR) for GNSS signals can be considered to have initiated
with the dissertation work by Akos [9] at the University of
Colorado. He presented the design and the architecture of a
GPS/Galileo SDR receiver in Matlab with test results for GPS
signals. Later, this receiver was converted into a real-time
receiver implemented in C, the gpSrx [10, 11]. The Matlab
version of the receiver was later documented as a book edited
by Borre et al. [12]. The documented receiver was capable of
performing all steps from signal acquisition to navigation uti-
lizing GPS and Galileo signals. One of the co-authors of
Dennis Akos [10, 11] later founded a company named
NordNav Technologies, that developed the R30, a commercial
24 channel real-time SDR for L1 band capable of receiving
GPS and Galileo E1 signals [13, 14].

The group at the University of Calgary also developed their
own SDR that was first presented in 2004 [15]. At that time, it
supported only GPS signals and utilized a front end called the
GPS signal tap made by Accord Inc. The Institute of Geodesy
and Navigation at the University FAFMunich was also one of
the forerunners of GNSS SDR development with its own SDR
named as ipexSR [16], which is a real-time SDR for a personal
computer (PC) platform running in Windows operating sys-
tem (OS). The receiver was capable of receiving three GPS
frequencies in L1, L2, and L5 bands in addition to the signals
broadcasted from Galileo’s test satellites GIOVE A and
GIOVE B. Several groups also presented their contribution
on the development of multi-frequency SDRs for GPS and
Galileo during the last decade [17–21].

Later at the end of the last decade when the GLONASS
signals again provided a reliable complementary system to
GPS, several research groups around the world started work-
ing on integrating GPS and GLONASS. A group in Italy [22]
presented a solution with the universal software radio periph-
eral (USRP) front end where they sampled wide bandwidth
data and divided the data into separate channels for GPS and
GLONASS using two down converters. They presented a per-
formance analysis for combined GPS and GLONASS obser-
vations. In [23], Ferreira presented a GPS/Galileo/GLONASS
SDR with a major emphasis on the configurability of the re-
ceiver. The focus of the paper was on the developed hardware
designed for sampling the data from the front end and stream-
ing it over the Ethernet to the computer where the signal pro-
cessing was done in software. GPS+Galileo signal compati-
bility was shown, but no GLONASS signals were acquired
successfully. Also, the presented architecture was not de-
signed to simultaneously receive GLONASS and GPS/
Galileo signals. In general, there has not been much literature
published with details on the architecture of a multi-frequency
multi-GNSS SDR from the viewpoints of implementation and
scalability with respect to the growing number of global/
regional satellite navigation systems. To this end, the authors
in this paper present a highly scalable and configurable multi-

Fig. 1 Ground track of BDS satellites. GEO= blue dots, IGSO= red,
MEO= green

Fig. 2 Example of minimum number of GPS + Galileo + BDS satellites
combined visible on Earth during a 24-h period in February 2015
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frequency multi-GNSS SDR architecture that has been under
continuous implementation for the last two years at Finnish
Geospatial Research Institute (FGI), Finland.

The most apparent advantage of a multi-GNSS receiver is
the availability of a greater number of signals than before. The
increased number of observations will increase robustness and
availability of the position solution as well as offer a better
accuracy for the user in certain scenarios. In open sky condi-
tions, this advantage is often not obvious. But especially in
urban canyons, where the user is surrounded by high build-
ings, the total number of available satellites becomes a critical
factor. Another perhaps less apparent advantage is the robust-
ness against interference when multiple frequencies are con-
sidered frommulti-GNSS. A good overview of different kinds
of GNSS interference and the options to mitigate them was
well described in [24–29].

In this paper, we will first present the design of the imple-
mented multi-GNSS software-defined receiver, then show the
experimental results, and finally end with conclusions and fu-
ture work. The design includes the description of the data flow
and functional blocks in the receiver. Three features—the pa-
rameter system, assisted GNSS, and multi-correlator track-
ing—are described in more detail. Next, a description is given
of how the acquisition, tracking, data decoding, and positioning
can be implemented in a multi-GNSS receiver. The tracking
architecture is described in detail together with how the posi-
tion, velocity, and time are obtained in a multi-GNSS receiver.
The time differences between the GNSS systems are indicated
with some experimental results. Results from an open sky test
case and a simulated urban canyon test case using a GNSS
signal simulator are presented in the BExperimental results^
section. The focus of the test cases is to compare the perfor-
mance of a multi-GNSS solution with a GPS-only solution.

2 Multi-GNSS receiver design

A software-defined multi-GNSS receiver platform, named as
FGI-GSRx, has been developed at FGI during the past years.
The FGI-GSRx multi-GNSS receiver is mainly a Matlab-
based research platform for the analysis and validation of nov-
el algorithms for an optimized GNSS navigation performance.
The first version of FGI-GSRx was based on an open-source
software receiver platform developed by Borre et al. [12].
Since the receiver by Borre et al. was not originally designed
for multi-GNSS operation, the authors have been modifying
this receiver significantly to support more GNSS systems si-
multaneously and to make the receiver more configurable.

The receiver is implemented in Matlab and thus provides a
unique and easy-to-use platform for the various research pro-
jects at FGI. The receiver is designed for post-processing op-
eration, and it does not support real-time operation. The re-
ceiver architecture has been designed so that the intermediate

data from acquisition and tracking can be saved, and the pro-
cessing can be started from any pre-saved data file. A block
diagram of the receiver is shown in Fig. 3.

User parameters are read from the file system together with
optional receiver independent exchange format (RINEX) nav-
igation files [30] for assisted GNSS functionality. The param-
eters specify how the processing of the intermediate frequency
(IF) data that has been logged before with the radio frequency
(RF) front end will be processed. If requested by the user, the
acquisition is executed using the IF data stored in the file
system, and the results are stored to the memory on the com-
puter. Optionally, already stored acquisition data can be re-
trieved from the file system, and the acquisition is bypassed.
The result is the same regardless of which approach the user
takes; the acquisition output is passed on to the tracking stage.

The same options are available for tracking. Either we pro-
cess the logged IF data and store the output to the file system
or we use already processed data from the file system. The
result from tracking is then passed on to navigation.

Fig. 3 Functional blocks in the FGI-GSRx receiver. The parts in red
indicate the option to use pre-stored output from acquisition and tracking
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2.1 Parameter system

Modifying parameters and configuring the receiver is one of
the most relevant parts of a receiver intended for research. The
goal is to enable all researchers to independently develop and
test new algorithms in tracking, acquisition, and navigation. In
the FGI-GSRx, we have implemented a parametric system
based on text files. This approach makes it very easy to test
different algorithms with many different data sets quickly and
in a way that can be easily reproduced later. All default values
are in a default parameter file, and each user can have multiple
personal parameter files containing only parameters that differ
from the default values. Therefore, changing and adding pa-
rameters for development purposes do not require any chang-
es to the actual receiver code.

2.2 Assisted GNSS

To aid the acquisition process, an assisted GNSS functionality
has been added to the receiver. The approximate user position,
time, and receiver intermediate frequency for each front end
can be provided as input parameters to the receiver. In addi-
tion, the ephemeris assistance can be provided either in the
RINEX navigation file format [30] or previously saved al-
ready decoded broadcast ephemeris files. Utilizing this infor-
mation, we can estimate the Doppler frequencies of each vis-
ible satellite and narrow our frequency search window to
speed up the acquisition process.

2.3 Multi-GNSS acquisition

Some suitable algorithms for GNSS signal acquisition can be
found in [31] and [32]. At the moment, the acquisition in the
FGI-GSRx is done for one GNSS system at a time. Part of the
future work is to investigate how signals from different sys-
tems should be prioritized at the acquisition stage. The basic
algorithm for the acquisition of the GPS and Galileo signals is
the same [11], where a fast Fourier transform (FFT)-based
parallel code phase search is utilized. The implemented acqui-
sition algorithms to acquire BDS MEO, GEO, and IGSO sat-
ellites are discussed in detail in [33] and [34].

The search window, number of coherent and non-coherent
integration rounds, and signal thresholds are all configurable
parameters. Two different acquisition modes exist, an unaided
and an aided acquisition. In the aided mode, only one frequen-
cy bin is used, and the threshold can be set separately.

For the Galileo E1 data/pilot channel, both the spreading
code and the data bit are 4-ms long so if we want to do longer
coherent integrations than 4 ms, we need to take into account
the possibility that a bit transition may occur between any two
consecutive epochs. In the FGI-GSRx, we can use 8- and 12-
ms coherent integration, and we can then search over all com-
binations of data-bits. For example, for 8-ms coherent

integration, the two data-bits may take any of the following
values [+1; +1], [−1; +1], [+1; −1], and [−1; −1].

2.4 Multi-GNSS tracking

Not many good tracking architectures have been presented for
GNSS signals in literature. A good architecture can however
be found in [35]. Similarly, in the FGI-GSRx presented herein,
after acquisition has been completed for all systems, bit edge
detection is performed for each satellite signal, and each signal
with a detected bit edge will be assigned to a specific tracking
channel. Tracking is then initiated with a correlation interval
of code length duration for each individual system (i.e., 1 ms
for GPS and BDS, 4 ms for Galileo), as shown in Fig. 4.

The tracking of GPS and BDS is done for every ms of data,
whereas the Galileo signals are processed only for every 4 ms
of data due to the different lengths of one code epoch. The
actual amount of data read from the file is adjusted for each
epoch based on the true code frequency so that we always aim
to process exactly one code epoch. Essentially, we are trying
to keep the code phase as close to zero as possible.

The tracking architecture has been designed to be highly
configurable with good support for different tracking modes.
Each logical unit, such as the discriminators, loop filters, etc., is
separated into its own functions. Each logical unit is linked to a
certain type; for example, GPS_FREQ_LOOP is used as the
frequency-locked loop (FLL) of GPS. Each type can also be in
many different states; for example, FREQ_LOOP_PULL_1
can be used in the initial stage of carrier tracking with update
rate of 1 ms. Each state also has a predefined update rate. An
example of states, types, and functions is shown in Table 1.

As can be seen from Table 1, one type can refer to many
different functions and update rates, but each function and
update rate is linked to only one state. Depending on what
state that type is in, one specific function will be executed at
one specific rate. When the state of a type changes, another
function will be executed or the update rate will change. With
this approach, we can easily switch between, for example,
different kinds of discriminator or loop filter and manage the
update rate of those functions. Utilizing this kind of an ap-
proach, we can easily accommodate for loop pull in, high
sensitivity or high dynamic states of the tracking without the
risk of unmanageable code.

Fig. 4 Tracking is synchronized to the bit edge for each channel
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2.5 Multi-correlator tracking

In the default configuration, only three correlator fingers are
used for tracking and one finger for monitoring the noise level.
The finger spacing is configurable, and the default value is
0.25 chips. The FGI-GSRx has a feature called multi-
correlator tracking where the user can specify the number of
fingers used, fingers’ spacing, and the output rate. This feature
is intended for analyzing the channel characteristics in more
detail. A typical multi-correlation output for a code delay win-
dow of ±2 chips is shown in Fig. 5.

2.6 Data decoding

The sign of the prompt finger is copied into the data decoding
buffer, and when the buffer is full, the FGI-GSRx correlates
the incoming bit stream with the up-sampled data frame pre-
amble for the respective system. After successful correlation,
the start of a data frame is found, and the raw data-bits can be
extracted from the signal. The GPS bits are passed through a
parity check, and the Galileo bits are de-interleaved and
passed through a Viterbi decoder. The final decoded data con-
tains the transmission time for the beginning of the data frame
for each channel. Since we know at what sample the data
frame started, we can link the transmission time for each sig-
nal to a specific sample count.

2.7 Position, time, and velocity solution

The position, time, and velocity can be calculated after
tracking has been completed successfully. The input is
the decoded data and the measurements for each channel
from the tracking engine. The measurements from each
channel are aligned with the bit edge of that channel. In

order to have synchronized measurements, we need to
realign our observations from the tracking. The decoded
data frame in each channel n will provide the transmis-
sion time, Tn, for the sample, Sn, that the receiver ac-
quired at the beginning of the frame. In order to obtain
synchronization, we have to extrapolate the transmission
time for all channels to one common sample, S0 as shown
in Fig. 6.

The measured transmission times for all channels Tn’ refer
to the same sample S0 in our incoming data. It is worth noting
here that since these transmission times are extrapolated from
the time stamp in the data frames for each channel, they are in
different time domains, namely Galileo standard time (GST),
BDS system time (BDT), and GPS time depending on what
signal occupies that channel.

To obtain the initial receiver time estimate, Trx, at sample
S0, we assume that the signal with the shortest traveling dis-
tance for each system has traveled for 80 ms. The accuracy of
this receiver time estimate is not critical for the position solu-
tion, and our time solution will give us the final accurate
receiver time. The estimated receiver time is a vector with
three components:

T rx ¼
TG
rx

TE
rx

TB
rx

2
4

3
5 ð1Þ

i.e., the estimated receiver time in GST, BDT, and GPS time
for the same sample S0. The pseudo-ranges ρn

k can then be
calculated as

ρkn ¼ Tk
rx−Tn

0� �
* c ð2Þ

where n is the channel index, k the system index (GPS,
Galileo, or BDS), and c is the speed of light.

Table 1 Example of how state,
function, and type are related Type: GPS_FLL_DISCR GPS_FREQ_LOOP GPS_DLL_DISCR

State: Function Rate
(ms)

Function Rate
(ms)

Function Rate
(ms)

FLL_DISCR_1 mulFreqDiscrim 1

FLL_DISCR_5 mulFreqDiscrim 5

FLL_DISCR_20 mulFreqDiscrim 20

FREQ_LOOP_
PULL_1

gpsFreqLoopPullIn 1

FREQ_LOOP_
TRACK_1

gpsFreqLoop 1

FREQ_LOOP_
TRACK_20

gpsFreqLoop 20

DLL_DISCR_1 mulCodeDiscrim 1

DLL_DISCR_5 mulCodeDiscrim 5

DLL_DISCR_20 mulCodeDiscrim 20

Tracking states are defined as a set of states
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2.7.1 Position solution

Using an a priori estimate for the user position, Pos= [x0y0z0],
and the decoded ephemeris, we can calculate the satellite po-
sitions and the predicted range between the user and each
satellite, ri

k, and form the observation matrix with the ob-
served values minus the predicted ones

Δρ ¼

ρG1 −r
G
1

⋮
ρGn −r

G
n

ρE1−r
E
1

⋮
ρEm−r

E
m

ρB1−r
B
1

⋮
ρBk−r

B
k

2
6666666666664

3
7777777777775

ð3Þ

The observation vector is identical regardless of the num-
ber of systems we have. For the geometrymatrixH containing
the directional cosines, we need to add one clock term for each
enabled system. One row in H can be therefore written as

Hi; j ¼ Δx j
i=r ji

Δy j
i=r ji

Δz ji=r ji
1; j ¼ G
0; j≠G

�
1; j ¼ E
0; j≠E

�
1; j ¼ B
0; j≠B

� ��
ð4Þ

where Δx, Δy, and Δz are the differences between the
satellite coordinates and the a priori user coordinates, r is
the range to the satellite, and the prefixes i indicate sat-
ellite number and suffixes j indicate satellite system (G—
GPS, E—Galileo, and B—BDS). To obtain the updates
to the a priori user position, ΔPos, we need to solve a
set or normal equations

Δρ ¼ HΔPos þ Δερ ð5Þ

Fig. 6 Transmission time for channel n, Tn, is extrapolated to the sample
at which we will calculate our navigation solution. Note here that the Tn’
is channel-specific and system-dependent

Fig. 7 a GPS—Galileo clock offset in ns. b GPS—BDS clock offset in
ns. The leap second difference between GPS and BDS of 14 s has been
removed

Fig. 5 Example of Galileo E1 signal correlation peak with 17 fingers
with 0.25 chip spacing (dots). Blue line is an interpolation to illustrate the
peak. Data have been integrated over 200 ms
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where Δερ is assumed to be a zero mean residual vector.
The least squares solution to (5) can be written as

ΔPos ¼ HTH
� �−1

HTΔρ ð6Þ

The solution in the multi-GNSS case can then be written as

ΔPos ¼ Δx Δy Δz cΔtG cΔtE cΔtB
� � ð7Þ

whereΔt are the clock offsets for the three systems and c is the
speed of light. When the a priori user estimate has been
corrected by the output of (7), we repeat the steps (3) to (7)
until the change in the estimate is sufficiently small.

2.7.2 Time solution

We start by aligning all the measurements to one single sample
count, S0, in the original data file (see Fig. 6), and then, we
assume that the receiver time at this sample is Trx. Note that
the measurements from all systems are aligned to the same
sample count, but the receiver time is a vector (1), with the
time in each system separately. The navigation solution will
provide us with the clock offset, Δt, for each system (7), and
we can accurately determine the true time for that particular
sample count in each system’s time domain by correcting the
initial estimate with Δt

T true
rx ¼

TG
rx−ΔtG

TE
rx−ΔtE

TB
rx−ΔtB

2
4

3
5 ð8Þ

The GPS time is semi-synchronized to coordinated univer-
sal time (UTC) time in such a way that the time difference is
defined as

UTC − GPS time ¼ −leapG þ C0 ð9Þ
where leapG is the number of leap seconds specified for a
particular time and date. At the time of writing, the number
of leap seconds for GPS was 16. The value of the constant C0

is continuously monitored by the GPS ground segment, and
parameters for a UTC model are broadcasted as a part of the
GPS almanacs. The value ofC0 is targeted to be less than 1 μs,
but it is typically less than 100 ns.

GST is defined in a very similar fashion

UTC − GST ¼ −leapE þ C1 ð10Þ

The number of leap seconds is the same for Galileo as for
GPS and the difference between C0 and C1 is typically less
than 50 ns. BDS time is defined as

UTC − BDT ¼ −leapB þ C2 ð11Þ

The value of the constant C2 is kept less than 100 ns, and
for BDS the number of leap seconds is 2. An example of time
domain differences is shown in Fig. 7a, b.

As is shown in Fig. 7b, the difference between the two
constants C0 and C2 for this test was 190 ns.

2.7.3 Velocity solution

The velocity solution is calculated similarly as the position
solution. The observation matrix is in this case the difference

Table 2 Configurations for NSL front ends

Properties MAX2769B MAX2112

Center frequency (MHz) 1561.098 1575.42

3-dB bandwidth (MHz) ∼4.2 ∼6.6
Max sampling frequency (MHz) 40 30

Reference frequency (MHz) 26 26

Received signal BDS B1 GPS L1, Galileo E1

Fig. 8 Ground plot of GPS (6 satellites) solution versus GPS + Galileo +
BDS (14 satellites)

Fig. 9 Altitude error of GPS (6 satellites) solution versus GPS + Galileo
+ BDS (14 satellites)
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between the measured Doppler frequency obtained directly
from the phase lock loop (PLL) and the theoretical Doppler
calculated from the a priori user velocity and the satellite
ephemeris. The geometry matrix H (4) is the same as for the
position calculation, and the solution is obtained using
(5)–(7). Instead of obtaining a position solution, we obtain a
velocity solution as

ΔVel ¼ Δvx Δvy Δvz
c=LGΔ f G c=LEΔ f E c=LBΔ f B

h i

ð12Þ
where c is the speed of light, L is the center frequency for each
system, andΔf is the frequency offset from the nominal inter-
mediate frequency. After iteration, we obtain the true user
velocity and the frequency offsets for each system.

At the end of the processing, some additional operations
such as coordinate transformations, time corrections, and sat-
ellite elevation and azimuth angles are calculated. The satellite
elevation is used after the initial position estimate to omit
satellites below a user defined cutoff angle. The update rate
for the navigation is defined by the user. The default rate is
every 20 ms, i.e. 50 Hz.

3 Experimental results

Data was logged with the Nottingham Scientific Limited
(NSL) Stereo Software GNSS front end [36]. One of its front

ends uses the Maxim MAX2769B radio chip, and the other
one uses the Maxim MAX2112 radio chip. The key configu-
ration parameters for these radios are listed in Table 2.

3.1 Static open sky test with live data

The first test with the multi-GNSS FGI-GSRx receiver was
carried out with the roof antenna signal at FGI in
Kirkkonummi, Finland. The antenna used in the test was the
G5Ant-3AT1 active antenna by Antcom [37]. A suitable time
for the test was selected so that a minimum of four satellites
were visible from all the three systems; 100 s of data was
logged, and the position was calculated at a rate of 50 Hz. The
ground plot is shown in Fig. 8. The altitude variations for the
GPS-only and multi-GNSS solutions are also shown in Fig. 9.

Additional analysis was performed with the various com-
binations of satellite systems, and the performance metrics are
presented in Tables 3 and 4. Even if BDS and Galileo only can
add four satellites each to the multi-GNSS solution, we can
still clearly see from the figures and the tables that the accu-
racy is better for a multi-GNSS solution compared to a GPS-
only solution with this particular data set. The offsets vary
somewhat for the three systems in both the horizontal and
the vertical directions (East, North, and Up offsets). This is
partly due to the fact that we have used default values for the
ionospheric corrections. The same default parameters were
used for all the systems, but the remaining errors in the obser-
vations affect the systems differently due to the different

Table 3 Horizontal statistics for various combinations of GNSS

Configuration Nr. of solutions Nr. of sat 50 % error East offset North offset StDev Max error HDOP
(m) (m) (m) (m) (m)

GPS 2500 6 2.98 0.48 −0.06 1.51 7.67 2.25

Galileo 2500 4 4.31 0.7 −4.05 2.25 11.56 2.31

BDS 2500 4 3.41 −0.14 −2.9 1.96 9.52 4.77

GPS + Galileo 2500 10 1.78 0.41 −1.28 1.24 6.18 1.44

GPS + BDS 2500 10 2.28 −0.4 −0.26 1.26 6.42 1.8

Galileo + BDS 2500 8 2.78 −0.02 −2.57 1.3 6.62 1.94

GPS + Galileo + BDS 2500 14 1.38 0.04 −1.2 0.93 4.16 1.34

Table 4 Vertical statistics for
various combinations of GNSS Configuration Nr. of

solutions
Nr. of sat 50 % error Up offset StDev Max error VDOP

(m) (m) (m) (m)

GPS 2500 6 4.6 3.49 3.78 15.81 2.41

Galileo 2500 4 2.49 0.68 2.15 11.22 3.32

BDS 2500 4 9.77 9.63 5.05 22.65 2.85

GPS + Galileo 2500 10 3.31 2.73 2.31 10.63 1.71

GPS + BDS 2500 10 3.43 3.56 3.07 11.22 1.47

Galileo + BDS 2500 8 6.5 6.56 1.45 11.73 1.76

GPS + Galileo + BDS 2500 14 3.9 3.93 2.21 9.11 1.27
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horizontal dilution of precision (HDOP) and vertical dilution
of precision (VDOP) values.

The horizontal 50 % error is approximately 3 m for GPS
only and 1.4 m when using the additional Galileo and BDS
satellites. We see an improvement even if the actual position
offsets, especially in the north direction, are somewhat bigger
for BDS and Galileo compared to that of GPS. If we look at
the standard deviation with respect to mean position and the
maximum error, we also clearly see an improvement by
adding the observations from Galileo and BDS.

For the vertical component (Table 4), the offset is relatively
large for the BDS-only solution, which is most likely due to
the geometry. This affects the vertical offset of the multi-
GNSS solution. However, all other statistical values improve
in the same way as for the horizontal values. When looking at
the Figs. 9 and 10, the improvement in both the horizontal and
in the vertical component is clearly visible when we used a
multi-GNSS solution.

3.2 Urban canyon test

The advantages of using multiple GNSSs in a receiver become
more apparent in urban canyon and other blocked signal

environments. Unfortunately, due to the very few Galileo sat-
ellites and the limited number of BDS satellites visible in
northern Europe, it would be very difficult to obtain any con-
clusive results using live signals. Therefore, we used instead a
GNSS signal simulator capable of producing all the signals of
interest (GPS, Galileo, and BDS). The simulator does not have
any urban canyon capability. Hence, we generated such a sce-
nario instead by artificially blocking out non-visible satellites.
The simulator that was used was a Spectracom GSG 6 [38]
with default satellite orbit data resulting in full constellation
for all the three systems.

The urban canyon was generated by introducing identical
walls of specific height on both sides of the receiver. The height
of the walls was increasedwith a rate of 1m for every 10m, and
for the first 100m, there were no walls at all. The dimensions of
the generated urban canyon are shown in Fig. 10.

As can be seen from Fig. 10, the user started at a distance of
100 m from the urban canyon and driving at a speed of 10 m/s
quickly entered the canyon where the walls on both sides are
continuously becoming higher with a rate of 1 m/s. The ele-
vation angle of the top of the walls was calculated for each
azimuthal angle, and any satellite that was blocked by a wall
was disregarded from the navigation solution. The test is re-
peated for eight different directions of the canyon.

Fig. 10 Urban canyon for
simulator test

Fig. 11 Average number of satellites for GPS (red) and GPS + Galileo +
BDS (blue) Fig. 12 Fix availability for GPS (red) and GPS + Galileo + BDS (blue)
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The result is that the number of available satellites becomes
less and less and eventually the position will be lost. When
fewer satellites are available the geometry becomes worse,
affecting the quality of the position. Two options are com-
pared, GPS only and GPS+BDS+Galileo. The average num-
ber of satellites over all for eight directions is shown in Fig. 11.
The fix availability as a function of the height of the urban
canyon wall is shown for GPS only and GPS+BDS+Galileo
in Fig. 12.

Besides the low number of satellite visibility and the inev-
itable low number of navigation solution, i.e., Bfix^ availabil-
ity for a GPS-only solution, the performance of the receiver
will be worse when using GPS-only signals. The horizontal
position errors for the two cases are shown in Figs. 13 and 14.

In the 225° case (Fig. 14), the GPS-only solution managed
to maintain a position solution almost until the walls became
40-m high, but the position errors became larger than 100 m.

In the 315° case, the GPS-only solution lost its position fixes
already much earlier, and the accuracy was degraded.

4 Conclusions

The newMatlab-basedmulti-GNSS software-defined receiver
architecture developed at the Finnish Geospatial Research
Institute was presented in this paper. The design of the receiver
was described in detail in various processing stages and the
impacts of this design when supporting multiple systems were
explained. Finally, experimental results were presented where
it was distinctively shown that the use of multiple systems
simultaneously will result in improved performance, namely
availability and accuracy, both in open sky conditions and in
urban canyon environments. In the open sky tests, the hori-
zontal 50 % error is approximately 3 m for GPS only, 1.8 to
2.8 m for combinations of any two systems, and 1.4 m when
using GPS, Galileo, and BDS satellites. The vertical 50 %
error reduces from 4.6 to 3.9 when using all the three systems
compared to GPS only. In severe urban canyons, the position
error for GPS only can be more than ten times bigger, and the
fix availability can be less than half of the availability for a
multi-GNSS solution.

Further development of the multi-GNSS receiver is
planned, and the following main features will be developed
in near future:

& Work on adding support for GLONASS signals has al-
ready been started, and this will continue until we have
successfully added the fourth system to our receiver.

& A search unit that will contain the logic on how to opti-
mize the search for signals from multiple systems. Some
novel algorithms will be developed in this area.

& A Kalman navigation filter to replace the least square es-
timator (LSE) solution. The LSE solution will in the future
be used for initialization only.

& Development of novel multi-GNSS receiver autonomous
integrity monitoring (RAIM) algorithms for error detec-
tion and exclusion for mass-market-grade receivers.

& A fully integrated multi-GNSS tracking engine with sup-
port for all GNSS signals including advanced mode
switching techniques. Switching between modes opti-
mized for high dynamic tracking or high sensitivity track-
ing will improve the overall performance of the receiver
significantly.

& In the current implementation, navigation is initiated only
after tracking has completed. The plan is to perform nav-
igation for each new measurement from the track engine.
This will resemble a more real-time operation, and it will
enable feedback from the navigation to the tracking. This
makes it possible to integrate any deeply coupled inertial
navigation system (INS) algorithm into the receiver.Fig. 14 Horizontal position error for urban canyon with azimuth of 315°

Fig. 13 Horizontal position error for urban canyon with azimuth of 225°
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Abstract: Global Navigation Satellite System (GNSS)-based positioning is experiencing 

rapid changes. The existing GPS and the GLONASS systems are being modernized to  

better serve the current challenging applications under harsh signal conditions. These 

modernizations include increasing the number of transmission frequencies and changes to 

the signal components. In addition, the Chinese BeiDou Navigation Satellite system (BDS) 

and the European Galileo are currently under development for global operation. Therefore, 

in view of these new upcoming systems the research and development of GNSS receivers 

has been experiencing a new upsurge. In this article, the authors discuss the main 

functionalities of a GNSS receiver in view of BDS. While describing the main functionalities 

of a software-defined BeiDou receiver, the authors also highlight the similarities and 

differences between the signal characteristics of the BeiDou B1 open service signal and the 

legacy GPS L1 C/A signal, as in general they both exhibit similar characteristics. In addition, 

the authors implement a novel acquisition technique for long coherent integration in  

the presence of NH code modulation in BeiDou D1 signal. Furthermore, a simple  

phase-preserved coherent integration based acquisition scheme is implemented for BeiDou 

GEO satellite acquisition. Apart from the above BeiDou-specific implementations, a novel 

Carrier-to-Noise-density ratio estimation technique is also implemented in the software 

receiver, which does not necessarily require bit synchronization prior to estimation. Finally, 

the authors present a BeiDou-only position fix with the implemented software-defined 
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BeiDou receiver considering all three satellite constellations from BDS. In addition, a true 

multi-GNSS position fix with GPS and BDS systems is also presented while comparing their 

performances for a static stand-alone code phase-based positioning.  

Keywords: BeiDou Navigation Satellite system; acquisition; tracking; software-defined 

receiver; multi-GNSS 

 

1. Introduction 

The Chinese BeiDou Navigation Satellite system (BDS) has a mixed space constellation that will 

have, when fully deployed, five Geostationary Earth Orbit (GEO) satellites, twenty-seven MEO satellites 

and three Inclined Geosynchronous Satellite Orbit (IGSO) satellites. The GEO satellites are operating in 

orbit at an altitude of 35,786 kilometers and positioned at 58.75°E, 80°E, 110.5°E, 140°E and 160°E, 

respectively. The MEO satellites are operating in orbit at an altitude of 21,528 km and an inclination of 

55° to the equatorial plane. The IGSO satellites are operating in orbit at an altitude of 35,786 km and an 

inclination of 55° to the equatorial plane. These satellites broadcast navigation signals and messages 

within three frequency bands. The BDS has been in development for more than a decade, and it is 

estimated to be operational with global coverage at the latest in 2020 [1,2]. The BeiDou satellites 

transmit ranging signals based on Code Division Multiple Access (CDMA) principle, like GPS and 

Galileo. The mixed constellation structure of BeiDou results in better observation geometry for 

positioning and orbit determination compared to current GPS and GLONASS, and future Galileo, 

especially in China and neighboring regions. The BeiDou system has already started contributing to the 

multi-GNSS benefits where increased accuracy, availability and integrity are possible when utilizing 

interoperable GNSS [3].  

The characteristics of BeiDou B1I (B1 In-phase) signal can be compared with GPS L1 signal in order 

to realize the similarities and differences between the two systems. Both the civilian signals from these 

two systems have similar characteristics in general, for example, the periods of their spreading codes are 

both 1 millisecond (ms) long, and the coordinate systems and the navigation message structures are 

almost the same with minor differences [4,5]. This eventually means that many algorithms that are 

implemented for the GPS receiver can be readily available to the BeiDou receiver without any major 

modification. But to improve the positioning performance, the modern GNSS signals, including BeiDou 

and the GPS L5, introduce a second layer of modulation between the navigation data and the PRN code 

chips, known as Neumann-Hoffman (NH) code modulation. This ultimately improves the data bit rate 

of the modern GNSS signals.  

The legacy GPS L1 C/A signal has a data bit rate of 50 bits per second (bps), which means that 1 bit 

data lasts for 20 ms (i.e., the PRN code cycle repeats 20 times for each data bit). The data bit rate of 

BeiDou D2 signal is 500 bps, which means that 1 bit of data lasts for only 2 ms (i.e., two spreading code 

cycles). The data bit rate of BeiDou D1 signals is originally 50 bps, but after modulation by NH code, 

the data bit rate becomes 1 kbps, so compared to the GPS signal, the data bit rate of the BeiDou signal 

increases significantly. Particularly, the NH code modulated D1 signal has 1 kbps data bit rate which 

makes data bit transition possible within the data bit boundary. The use of NH code and the resultant 
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increase in the data bit rate has pros and cons. On the positive side, the NH code can boost the ability of 

anti-narrowband interference and improve the cross-correlation property of satellite signals and the bit 

synchronization [6]; whereas on the negative side, the existence of NH code makes the acquisition and 

tracking of the modernized GNSS signals more challenging [7–12]. The acquisition and tracking 

challenges in BDS will be discussed in more detail in Sections 2.1 and 2.2, respectively.  

The use of a software-defined GNSS receiver is highly appreciated for its flexibility,  

re-configurability and diversity. These unique characteristics of a software-defined receiver make it 

possible to develop and then to validate new algorithms for optimizing the receiver performance at a low 

cost [13]. A number of software-defined receivers have already been developed for GNSS signal 

reception and processing [13–17]. Most of these receivers are capable of processing GPS, GLONASS 

and Galileo signals. Recently, a PC-based BeiDou software receiver was introduced in [18] albeit with 

limited algorithmic details on how to acquire, track and process a NH code modulated BeiDou signal. 

Therefore, in this paper, the authors discuss the implementation issues of a software-defined BeiDou 

receiver considering the challenges introduced by the existence of NH code modulation in case of 

BeiDou D1 signal and the higher data rate in case of BeiDou D2 signal.  

The rest of this paper is organized as follows: Section 2 discusses the main functionalities of a 

software-defined GNSS receiver in view of BDS. In Section 3, a live data collection scenario, front-end 

configurations and positioning results are presented and discussed. Finally, conclusions and future work 

are discussed in Section 4. 

2. Software-Defined GNSS Receiver 

A GNSS software-defined receiver consists of three major components: RF front-end unit, a signal 

processing unit, and a navigation processing unit. The RF front-end module is responsible for signal 

amplification, noise filtering, down-conversion, automatic gain control, and analogue-to-digital 

conversion. The front-end module converts the received analog data to digital Intermediate Frequency 

(IF) data at a rate which is several times more than the code chipping rate. A 26 MHz sampling frequency 

is used to generate the raw digitized IF samples in all the experimented cases of this work. 

The digital IF data are then processed by a signal processing unit whose main responsibilities include 

signal acquisition, code and carrier tracking and data demodulation. The demodulated data and the 

resulting pseudorange measurements are then utilized by a navigation processing unit in order to offer a 

Position, Velocity and Timing (PVT) solution, along with some other relevant information. The 

software-defined receiver differs from a conventional receiver in the sense that the functions of the 

processing and navigation units, including correlation/tracking and navigation tasks, are delivered by 

software, leading to a more flexible design with potential savings in cost and power. 

A software-defined GNSS receiver platform, named as FGI-GSRx (Version 2), has been developed 

in Finnish Geodetic Institute for the analysis and validation of novel algorithms for an optimized GNSS 

navigation performance. The basic version of FGI-GSRx is based on an open-source software receiver 

platform [13], and it has been adapted to be BeiDou-compatible with a dual-frequency front-end from 

Nottingham Scientific Limited (NSL) [18]. The NSL front-end, ‘stereo v2’ is used to capture the BeiDou 

data. The stereo front-end configuration is presented in Table 1. The BeiDou B1I signal spectrum,  

time-domain plot and bin distribution of the digitized IF samples are shown in Figure 1. 
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Figure 1. BeiDou signal spectrum (Top); time-domain plot (Bottom-left); and bin 

distribution (Bottom-right) of the digitized IF samples. 

 

Table 1. NSL stereo v2 front-End configuration for BeiDou B1I signal reception. 

Parameter Value 

Intermediate Frequency 6.5 MHz 
Front-end Bandwidth 4.2 MHz 
Sampling Frequency 26 MHz 

Number of Quantization bits 2 bits 

2.1. BeiDou Signal Acquisition 

The main task at the signal acquisition stage is to determine which of the satellites are visible to the 

user and then, to coarsely estimate the carrier Doppler and the code phase of those visible satellites. 

Generally speaking, signal acquisition is a three dimensional search, where the satellite PRN number, 

the carrier Doppler and the code phase are coarsely estimated. An FFT-based signal acquisition 

technique is implemented in the software receiver.  

2.1.1. BeiDou IGSO and MEO Satellites Acquisition 

The traditional coherent acquisition techniques used for GPS L1 C/A signal acquisition cannot 

directly be applied to acquire BeiDou D1 signal transmitted from IGSO and MEO satellites due to the 

presence of NH code modulation. The presence of NH code modulation on top of navigation data bits 

increases the final data bit rate from 50 bps to 1 kHz. Therefore, the sign changes for BeiDou D1 signal 

occur more frequently than that of a GPS L1 C/A signal due to the presence of NH code. This eventually 

means that an acquisition scheme for BeiDou D1 signal with more than 1 ms coherent integration period 

may appear dangerous, if sign information is not consistently preserved. In view of this sign transition 

problem, a novel acquisition technique is implemented for BeiDou D1 signal that preserves the total 

useful signal energy in the presence of a sign transition, and hence, makes a correct acquisition decision 
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on the presence of the satellite, and its carrier Doppler and the corresponding code phase. The working 

principle of the novel BeiDou D1 acquisition technique, first introduced in [9], is also depicted in  

the following.  

Step 1: For a coherent integration period of Tcoh ms, a (Tcoh × 1000 =) Xbit number of NH code bits 

is selected first. For example, for a coherent integration period of 5 ms, the first 5 bits of 

NH code, i.e., [−1 −1 −1 −1 −1] can be selected. Also, a long incoming BeiDou signal of 

(Tcoh + 19) ms is required to carry out the FFT-based acquisition. In case of Tcoh = 5 ms, the 

acquisition metric will be consisted of 24 ms long incoming signal. 

Step 2: The frequency resolution is chosen such that the frequency bin size is less than (2/3) × Tcoh, 

where Tcoh is the coherent integration time. In case of a 5 ms integration time, the frequency 

bin size should be less than or equal to 133.33 Hz. 

Step 3: The chosen Xbit long NH code sequence is then multiplied with the locally generated BeiDou 

PRN codes in order to form an Xbit long NH-code-modulated-PRN-code-cycle. 

Step 4: An FFT-based correlation is then performed on each Tcoh ms blocks of incoming BeiDou 

signal with the locally generated Xbit long NH-code-modulated-PRN-code-cycles (i.e., the 

output of Step 3 with an incoming signal index increment of 1. An example on how the 

incoming BeiDou D1 signal is structured for acquisition is shown in Figure 2 below for a 

coherent integration period of Tcoh = 5 ms. 

Step 5: As the NH code length is 20 bits, there are altogether 20 chunks of correlation matrices with 

all possible code delay and carrier Doppler combinations for a specific BeiDou satellite. The 

winning index is the one which has the maximum correlation peak as shown in Figure 3. 

Therefore, this winning NH index can be used for detecting the presence of the satellite, 

along with the estimation of the carrier Doppler and the code phase via a pre-detection 

threshold computed against a certain probability of false alarm. 

Figure 2. 24 ms long incoming BeiDou signal is structured into 20 chunks of 5 ms long 

block with an index increment of 1. 
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Figure 3. Acquisition correlation peaks for different NH indices. 

 

2.1.2. BeiDou GEO Satellites Acquisition  

In case of BeiDou GEO satellites which transmit D2 navigation signal, there is no NH code 

modulation on top of the data bits. But, D2 signal has a data bit rate of 500 bps, meaning that each data 

bit will last for 2 ms. Therefore, the bit transition in case of BeiDou D2 signal may occur after every  

2 ms unlike the GPS L1 C/A signal, where the bit transition may occur only after 20 ms. In view of this 

much frequent sign transition occurrences, a similar strategy like D1 signal acquisition technique is 

implemented for BeiDou D2 signal. The implementation strategy for D2 signal acquisition is described 

in the following. 

Step 1: The chosen number of coherent integration summation should be even (i.e., multiple of 2 

due to the bit interval duration of D2 signal).  

Step 2: For a coherent integration period of Tcoh ms (which is chosen as even), a (((Tcoh)/2) × 1000 

=) Xbit number of data bits is selected first. For example, for a coherent integration period of 

4 ms, the number of data bits, Xbit = 2. In case of Xbit = 2, all possible combinations for 

incoming data bits will be	2 = 4. Therefore, there will be four possibilities for incoming 

received data bits, which are: [+1 +1], [+1 −1], [−1 +1], and [+1 +1]. 

Step 3: The frequency resolution is chosen such that the frequency bin size is less than (2/3) × Tcoh, 

where Tcoh is the coherent integration time. In case of a 4 ms integration time, the frequency 

bin size should be less than or equal to 166.67 Hz. 

Step 4: Each of the 2  data-bit set is then multiplied with the locally generated BeiDou PRN codes 

in order to form a Tcoh ms long data-modulated-PRN-code-cycles. It is important to note here 

that while forming the data-modulated-PRN-code-cycles, the data bits are hold such that 

they match the locally generated PRN code chip rate. In other words, the data bits are hold 

such that 1 data bit lasts for 2 ms, as is the case for BeiDou D2 signal. 

Step 5: An FFT-based correlation is then performed on each of the possible 2  data-bit 

combinations of the incoming BeiDou signal with the locally generated Tcoh ms long 

data-modulated-PRN-code-cycles (i.e., the output of Step 4). 
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Step 6:  As the data-bit set length is 2 , there will be altogether 2  chunks of correlation 

matrices with all possible code delay and carrier Doppler combinations for a specific BeiDou 

GEO satellite. The winning index is the one which has the maximum correlation peak, and 

therefore, it can then be used for detecting the presence of the satellite, along with the 

estimation of the carrier Doppler and the code phase via a pre-detection threshold computed 

against a certain probability of false alarm. 

The resultant acquisition metric after utilizing the above two acquisition strategies for BeiDou 

IGSO/MEO and GEO satellites is shown in Figure 4. BeiDou PRNs 05 (GEO); 07, 09, 10 (IGSO); 11, 

13, 14 (MEO) were acquired successfully, which were in view with 100 or more elevation angle at the 

time of data collection in Finnish Geodetic Institute, Finland.  

Figure 4. Acquisition metric for BeiDou GEO, IGSO and MEO satellites. 

 

2.2. BeiDou Signal Tracking 

The acquisition approaches mentioned earlier in Section 2.1 provide the initial estimates of the carrier 

Doppler and the code offset. After the acquisition, the control will be handed over to the tracking loops 

to track the variations of carrier phase and code offset due to the line of sight movement between the 

satellites and the receiver.  

2.2.1. Carrier Tracking  

The main objective of signal tracking is to wipe off the code and the carrier. The carrier tracking loop 

synchronizes the carrier frequency and phase with that of the incoming signal. One of the most 

commonly used frequency discriminator in a conventional GPS Frequency Locked Loop (FLL) is a  

four-quadrant arctangent discriminator. This discriminator is optimal at high and low C/N0 with a wide 

frequency pull-in range and it offers a linear relationship between the discriminator output and the real 

frequency error. This discriminator can not only enhance the robustness of signal tracking but also 

tolerate large acquisition frequency errors coming from the acquisition. But, this four-quadrant 

arctangent discriminator is sensitive to data bit transition, meaning that two adjacent integration samples 



Sensors 2014, 14 22089 

 

 

should be within the same data bit interval. In case of legacy GPS L1 signal, the data bit transition may 

occur only after every 20 ms offering a low data bit rate. Due to the low data bit rate, the GPS receiver 

can meet this condition in most occasions. Therefore, the probability that the data bit transition affects 

the discriminator is relatively small (less than or equal to 5%), and the four-quadrant arctangent 

discriminator based FLL can work correctly [19]. However, in case of BeiDou D1 or any modern GNSS 

signals with an extra tier of modulation on top of data bits, the bit transition usually occurs rather quickly, 

and therefore, the four-quadrant arctangent discriminator based FLL is not an appropriate choice for 

BeiDou D1 signal tracking. The same observation is true for BeiDou D2, where the data bit lasts for 

only 2 ms, with a maximum probability of data bit transition of 50%. Therefore, the BeiDou receiver 

should choose an FLL discriminator that is insensitive to data bit transition. In view of this particular 

situation, a two-quadrant arctangent discriminator is implemented in the software receiver, which is first 

proposed in [8]. The implemented two-quadrant arctangent discriminator is insensitive to data bit 

transition, but it has reduced tolerance of frequency uncertainty coming from the acquisition stage. It 

was shown in [8] that the frequency uncertainty tolerance is reduced by half, as compared to the 

conventional four-quadrant arctangent discriminator. This restriction in frequency uncertainty can be 

overcome by proper selection of coherent integration time (i.e., frequency bin size) at the acquisition 

stage. The signal tracking is switched from FLL to a costas Phase Locked Loop (PLL), once the FLL  

is locked.  

2.2.2. Code Tracking  

The code tracking loop or Delay Locked Loop (DLL) synchronizes the code phase of the local replica 

with the incoming signal. A Narrow Correlator (NC) discriminator [20] is implemented in the software 

receiver as a conventional DLL with early and prompt correlator spacing of 0.1 chips. Figure 5 below 

shows the tracking status of BeiDou PRN 14 for a 60 s long data. 

Figure 5. Channel tracking status for PRN 14.  

 



Sensors 2014, 14 22090 

 

 

2.3. Bit Boundary Detection 

Once the BeiDou receiver keeps tracking the carrier phase and the code offset of the incoming signal, 

the next phase is to detect the bit boundary and then to wipe off the NH code. The purpose of bit boundary 

detection is to avoid integration across a data bit-edge which might cause errors in the navigation 

message detection. Algorithms for the bit boundary detection can be found in [16,21,22]. The Histogram 

Method, for instance, senses the bit sign changes and keeps a statistic of their position. But this approach 

will not work with the BeiDou D1 signal due to the presence of NH code. The sign changes in this code 

within the data bit boundary would in fact be detected as data bit changes affecting the statistics that this 

method uses for the bit boundary detection. On the other hand, as the data bits are now modulated with 

the NH code, a simple correlation of the incoming NH code modulated data with the locally generated 

NH code can then be used to estimate the bit edge. The index with a maximum correlation peak of 20 

will be perfectly aligned with the NH code, and it can then be used as the bit boundary index. In case of 

BeiDou D2 signal, a histogram-based approach is implemented for D2 bit edge detection. 

2.4. Carrier-to-Noise Density Ratio (C/N0) Estimation  

The Carrier-to-Noise density ratio (C/N0) for the GPS receivers is often calculated based on the 

Narrow-band Wide-band Power Ratio (NWPR) of the received signal [21]. If this C/N0 estimation 

technique is used, the NH code (in case of D1 navigation signal) must have to be wiped off before the 

narrowband power is calculated. Otherwise, the narrowband power calculation will be erroneous due to 

the presence of bit transition within the 20 ms bit boundary. In case of D2 navigation signal, the 

narrowband power computation may not be accurate enough since the data bit duration for D2 signal is 

only 2 ms, which is 10 times less than GPS L1 C/A or BeiDou D1 data bit duration. In view of this 

particular issue, a new C/N0 estimation technique based on the Signal-to-Noise Power Ratio (SNPR) is 

implemented in the FGI-GSRx software receiver. The implementation scheme is unique in the sense that 

the noise power is computed from the tracking channel itself through a +2 chips distant correlator from 

the prompt correlator. The properties of the Gold codes (both GPS L1 and BeiDou B1 signals are Gold 

codes) suggests that any auto-correlation with the same Gold codes outside ±1 chip delay from the 

prompt correlator should either be zero or very close to zero due to the limiting length of the Gold codes 

itself. A fair choice of +2 chips early correlation index is preferred here, as this correlation index  

(+2 chips with respect to prompt correlator) will have no impact from the multipath which usually comes 

as a delay in the late side of the correlation.  The implementation scheme for SNPR-based C/N0 

estimation technique is mentioned in the following.  

Step 1: An estimate of the noise power is obtained first by correlating the incoming signal with 

the locally generated PRN (Pseudo Random Noise) code with a correlator which is +2 chips 

early from the prompt correlation index. 

Step 2: The signal power ,  is computed from the prompt correlation between the incoming 

signal and the locally generated PRN code after each code integration period  (i.e., 

1 ms for GPS L1 or BeiDou B1). 
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Step 3: Signal-to-Noise Power Ratio (SNPR), after each code epoch period, can be written as 

follows: 
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Step 4: Finally, Carrier-to-Noise-density ratio, C/N0 can be derived as:  
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Figure 6 shows the C/N0 of the tracked BeiDou satellites. As shown in the figure, PRN 14 has the 

highest C/N0 (~48 dB-Hz) and PRN 5 has the lowest C/N0 (~39 dB-Hz) depending on their elevation 

angles with respect to the receiver at the time of data collection. The performance evaluation of  

SNPR-based C/N0 estimation technique with respect to the traditional NWPR-based technique for 

BeiDou B1 signal is presented in [23].  

Figure 6. C/N0 for the tracked BeiDou satellites. 

 

2.5. Navigation Solution  

At the navigation message decoding phase, the first step is to detect the sub-frame preambles on the 

demodulated data. The BeiDou navigation message has both error correction coding and data interleaving. 

The error correction is performed by the Bose, Chaudhuri, and Hocquenghem (BCH 15,11,1) codes, 

which are capable of correcting one-bit error within every block of 15 bits. The decoding process can be 

illustrated by the flowchart shown in Figure 7. It is important to mention here that the BCH decoding 

and deinterleaving mechanism is same for both (D1 and D2) navigation messages, and the first word of 

every sub-frame, the first 15 bits are not BCH encoded. Only the next 11 bits are encoded and hence, 

this word consists of 26 information bits and four parity bits. Also, data interleaving is not performed in 

this word. Therefore, the first word of every sub-frame has to be processed differently at the decoding 
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stage within the receiver. After successfully decoding the navigation message, a receiver position can be 

calculated via a least-square method with at least four visible satellites with decoded ephemerides. 

Figure 7. Flowchart illustrating the decoding procedure of BeiDou navigation message. 
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Load one sub-frame (10 words) of data and iterate 
through one word at a time 

Do not perform BCH 
decoding on the first 15 bits 
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11 decoded bits to produce 26 bits of 
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END 
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BCH decode both the 15-bit 
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each 

Combine the two 11-bit decoded 
blocks to produce 22 bits of BCH 

decoded word 

No 

No 

Yes 

Use the decoded sub-frame for further 
processing 
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3. Live Data Collection and Result Analysis 

A dual-frequency front-end from NSL is used to capture the real GNSS data. Among the two  

front-ends, the maxim 2769B front-end [24] is configured to receive BeiDou B1I signal at  

1561.098 MHz, and the maxim 2112 front-end is configured to receive GPS L1 C/A signal at  

1575.42 MHz, as mentioned in Table 2. The BeiDou B1I signal spectrum, time-domain plot and bin 

distribution of the digitized IF samples were already shown in Figure 1 of Section 2.  

Table 2. NSL stereo v2 front-end configurations.  

Parameter Max2769B Front-End Max2112 Front-End 

Received signal BeiDou GPS 
Intermediate Frequency 6.5 MHz 0 MHz 
Front-end Bandwidth 4.2 MHz 6.6 MHz 
Sampling Frequency 26 MHz 26 MHz 

Number of Quantization bits 2 bits 2 bits 

The GNSS data was collected on 31th January at around 9:30 AM UTC time at a static position with 

a roof antenna in Finnish Geodetic Institute, Kirkkonummi, Finland. The data was collected for about 

60 s. The sky-plot for BeiDou constellation at the time of data collection is shown in Figure 8. There are 

one GEO satellite (PRN 05), three IGSO satellites (PRNs 7, 9, 10), and three MEO (PRNs 11, 13 and 14) 

satellites available at the moment of data collection. The FGI-GSRx receiver can acquire, track and 

compute a navigation solution with all the visible BeiDou satellites. The stand-alone positioning results 

with BDS are presented first followed by GPS-only and multi-GNSS positioning results with BeiDou 

and GPS.  

Figure 8. Sky-plot of BeiDou satellite navigation system at UTC time 9:30 AM at Finnish 

Geodetic Institute with an elevation cut-off angle of 100.  
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The horizontal error scatter plot and the position error variations in ENU frame are shown in  

Figures 9 and 10, respectively for BeiDou-only position fix. The 95% Circular Error Probable (CEP) for 

BeiDou-only horizontal position fix is within 3.76 m. The BeiDou-only position fix is also shown in 

Google Earth in Figure 11.  

Figure 9. Horizontal error scatter plot.  

 

Figure 10. Position error variations with respect to true position in ENU frame. 

 

The position error statistics for BeiDou, GPS, and multi-GNSS solutions are finally presented in 

Table 3. The error statistics were computed for a stand-alone code-phase based position solution. The 

broadcasted Klobuchar ionospheric model parameters are utilized to calculate the ionospheric 

corrections. The position error statistics were computed with respect to the true known position. The 3D 

RMS errors for BeiDou and GPS are 8.24 m and 2.80 m, respectively. The error contribution for BeiDou 
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is coming from the vertical component, which is partly due to the fact that four out of seven satellites 

are low elevated, and hence, the broadcast ionospheric corrections are less accurate with those noisy 

measurements. Both BeiDou and GPS have comparable horizontal accuracy, whereas GPS outperforms 

BeiDou in terms of 3D RMS. In case of Multi-GNSS position fix, only the best two BeiDou satellites 

with the highest elevation angles were considered along with the eight GPS satellites for position 

computation. The improvement in 3D RMS is really minor with two extra measurements, but the 

improvement in PDOP is really significant. This eventually means that the multi-GNSS benefits will be 

more noticeable in harsh GNSS environment than in normal outdoor scenarios with good satellite 

visibility. In addition to that, the multi-GNSS can certainly offer higher reliability with the addition of 

new satellites from different constellations.  

Figure 11. Position fix with BeiDou Satellite Navigation System in Google Earth. 

 

Table 3. Position error statistics with respect to true position. 

 BeiDou GPS Multi-GNSS 

East North Up 3D  East North Up 3D  East North  Up  3D  

RMS 0.77 1.78 8.0 8.24 1.19 1.77 1.82 2.80 1.0 1.76 1.88 2.77 

PDOP 2.05 1.87 1.81 

4. Conclusions 

The main functionalities of a software-defined BeiDou B1 receiver were presented, while 

highlighting the similarities and differences of BeiDou B1 signal with the existing GPS L1 C/A signal. 

A novel acquisition scheme for long coherent integration in the presence of NH code was  

presented and implemented for acquiring BeiDou IGSO and MEO satellites. Furthermore, a similar 

phase-preserved acquisition scheme was implemented for BeiDou GEO satellites acquisition. Real 

GNSS data was collected with a dual frequency front-end, which is then processed with the implemented 

software-defined GNSS receiver. The positioning results were presented for different GNSS 

Finnish Geodetic Institute, Finland 
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constellations for a static scenario with 60 s long dataset. It was shown that the BeiDou has comparable 

positioning performance with that of GPS, provided that both the systems have somewhat similar DOP 

values. A true multi-GNSS positioning results were also computed with GPS and BeiDou systems. The 

true benefits of multi-GNSS will be more noticeable in harsh GNSS environment with obstructed sky 

view. The future work includes investigating the performance of a multi-GNSS software-defined 

receiver in harsh multipath environments (i.e., in urban canyons), as well as developing a Receiver 

Autonomous Integrity Monitoring (RAIM) system considering the signal quality of individual satellites 

from different GNSS constellations.   
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ABSTRACT 
 
The Indian Regional Navigation Satellite System (IRNSS) is currently under development with approximately half of 
the total planned satellites deployed in space. The Department of Navigation and Positioning of the Finnish Geospatial 
Research Institute (FGI) has been an early adopter of this system in Europe through the development of its software 
multi-frequency multi-GNSS receiver, called FGI-GSRx. This paper presents the results of the first comprehensive 
study in Finland, if not in Europe, about the IRNSS system using the FGI-GSRx receiver. Following a brief description 
of the IRNSS system, the paper presents the receiver architecture, including the acquisition and tracking engines, 
position computation and its results. IRNSS satellites can be beneficial in augmenting other satellite systems over North 
and East Europe. These benefits are expected to grow as more IRNSS satellites are deployed in space in the future. 
Therefore, the impact of these results is interesting to the positioning, navigation and timing (PNT) community even 
outside the intended service area of IRNSS. It has been observed that there is very sparse literature available in the 
research domain that describes in detail the implementation of a software receiver for IRNSS signals. This paper 
bridges this gap by presenting a unified and consolidated framework for the design, implementation, and validation of 
the entire receiver chain for the IRNSS L5 signal. 
 
INTRODUCTION 
 
The FGI-GSRx receiver has been used for the analysis and validation of novel algorithms for optimized navigation 
performance [1], [2].  The basic version of FGI-GSRx is based on an open-source software receiver platform [3], and is 
now expanded and compatible with Galileo, GPS, GLONASS, BeiDou (B1 & B2 frequencies) and all the currently 
available IRNSS satellites (GEO/IGSO) for a truly multi-GNSS, multi-frequency architecture. It is also capable of 
offering an IRNSS-only navigation fix when at least 4 satellites are in view [4]. The goal of this receiver development is 
to provide European industry and society with new knowledge about the Indian navigation system and its benefits, as 
well as introduce novel approaches for multi-GNSS positioning. This study has enabled IRNSS L5 (center frequency at 
1176.45 MHz) capability to be implemented in the FGI-GSRx receiver, demonstrating that IRNSS signals might be 
very useful in augmenting GPS and Galileo service in northern and eastern Europe. There has been previous research 
work on IRNSS [5], [6]. However, a comprehensive description of the receiver implementation is still missing, a gap 
which this paper hopes to fill. 
 
This paper begins with an introduction to IRNSS followed by a description of the overall architecture of the FGI-GSRx 
software receiver including optimum parameters of the antenna and radio front-end used to capture and digitize the L5 
frequency signals. This is followed by a brief description of the acquisition engine. The following Section of the paper 
describes the implementation of an innovative, flexible and modular state-based tracking architecture for the IRNSS 
signals using a Frequency Locked Loop (FLL), Phase Locked Loop (PLL), and Delay Locked Loop (DLL). A tracking 
table holds a list of functions to perform under each tracking state. The carrier tracking can progressively and 
regressively transition between different states, for example initial FLL-only ‘Pull-in’ state followed by a more stable 
FLL-assisted-PLL ‘Tracking’ state or vice-versa, as it satisfies the transition criteria. More states, for example a high 
sensitivity state, can be added simply by adding rows with modified parameters to the tracking table. Also described is 
the implementation of a combined bit-edge detection and lock detection stage.  Optimum loop filter implementation 
parameters for the IRNSS L5 signal tracking are presented. The final part of the paper describes briefly the IRNSS 
navigation data structure and the corresponding positioning engine of the software receiver. The Results section 
describes the IRNSS satellite acquisition and tracking results. The positioning results in a multi-GNSS scenario are 
already described in [4] and hence not reprinted here. 
 



FUNDAMENTALS OF IRNSS 
 
The Indian Regional Navigation Satellite System is an independent system operated by the Indian Space Research 
Organization [7]. The signal in space interface control document was released in September 2014 [15], and contains 
descriptive figures of its system architecture, satellite constellation, frequency spectrum, signal structure, modulation 
scheme and contents of the navigation payload. IRNSS consists of a Space Segment, a Ground Segment and a User 
Segment. The Space Segment will eventually consist of seven satellites, 4 in geostationary (GEO) and 3 in inclined 
geosynchronous (IGSO) orbits. The three GEO satellites are positioned over 32.5º E, 83º E, and 131.5º E respectively, 
while the four IGSO satellites over longitudes of 55º E and 111.75º E respectively. Three of the total seven satellites are 
already in space with the first being launched on 1 July, 2013 [8] and the fourth planned to be launched in Spring 2015 
(expected launch date of 09 March was deferred due to an anomaly in one of the onboard telemetry transmitters [9]).  
 
The Ground Segment consists of the IRNSS Navigation Centre (INC) which monitors and controls the overall system, 
along with IRNSS Network Timing Centre for accurate time reference. The satellite positions and orbits in space are 
monitored using the CDMA Ranging and Laser Ranging stations, while their navigation data is updated using the 
Telemetry Tracking & Control (TT&C) and Navigation Uplink Centres which are a part of the Spacecraft Control 
Facility (SCF). The performance and integrity of the satellites is monitored by the IRNSS Range and Integrity 
Monitoring Stations (IRIMS). Intermodule communication is facilitated through the Data Communication Network. 
 
IRNSS offers two services to users: Open Service also called Standard Positioning Service (SPS) which is free of cost 
and utilizes unencrypted signals, and Restricted Service which utilizes signal encryption and is restricted to authorized 
users. Signals are offered on two frequency bands: L5 (centered at 1176.45 MHz with bandwidth of 24 MHz) and S 
(centered at 2492.028 MHz with bandwidth of 16.5 MHz). Henceforth, we consider only L5 SPS for simplicity. IRNSS 
signals are right hand circularly polarized (RHCP), and the received power on ground (L5 SPS) using an ideally 
matched RHCP 0 dBi receiver antenna is between -154.0 dBm and -159.0 dBm. The SPS signal uses Code Division 
Multiple Access (CDMA) modulation with Binary Phase Shift Keying (BPSK(1)). The navigation data rate is 50 Hz 
and pseudorandom noise (PRN) code rate is 1.023 MHz with duration 1 ms. The navigation data is modulo-2 added 
with the pseudorandom noise (PRN) code sequence followed by modulation with the radio frequency (RF) carrier at the 
L5 frequency. 
 
Fig. 1 shows the sky-plot of the visible IRNSS and GPS satellites overhead the FGI campus on 31 March, 2015 at 07:30 
Finland Time (courtesy of the Orbitron tool [10]). As can be observed, all three currently available IRNSS satellites 
(IRNSS – 1A, 1B, and 1C) are visible in the South-East corner of the sky (IRNSS-1D was launched on March 28, 2015 
[17] and hence not included yet in the receiver results). 
 
FGI-GSRX RECEIVER ASSEMBLY 
 
The block diagram of the FGI-GSRx receiver assembly is shown in [4]. It consists of the radio front-end which receives 
the RF signals from the sky and converts them into digital samples after analog pre-processing in real-time. These 
samples at a lower intermediate frequency (IF) are stored in memory for later post-processing. The post-processing 
module consists of the FGI-GSRx software receiver where the samples are processed in the Acquisition, Tracking, and 
Positioning engines. The user is able to modify the operational parameters and settings of the software receiver through 
an external text file, represented as “Parameters and Settings.”  
 
RADIO FRONT-END 
 
The radio front-end consists of an Antcom active L1/L2/L5 antenna [11] capable of receiving GLONASS, GPS, and 
satellite-based augmentation signals from a roof-top location in combination with a highly configurable dual-frequency 
GNSS RF front-end, called Stereo V2 [12] to capture and store GNSS signals in digitized format for post-processing by 
the FGI-GSRx software receiver platform. Table 1 describes the technical specifications of the collected RF (sampled) 
data for the GPS L1 and IRNSS L5 signals.  
 
SATELLITE ACQUISITION 
 
The IRNSS SPS PRN code is generated by the modulo-2 sum of two time-synchronized 10-bit maximum length 
feedback shift registers, called G1 and G2, with different generator polynomials [7]. The generator polynomial for 
register G1 is X10 + X3 + 1, and for G2 is X10 + X9 + X8 + X6 + X3 + X2 + 1. Each satellite has a unique initial sequence  



for register G2, which provides its particular chip delay. The acquisition engine performs parallel code phase search [3], 
[13] using fast Fourier transform (FFT)-based acquisition to locate visible satellites and record coarse estimates of their 
respective Doppler frequency and code phase values to initialize the individual tracking loops. The search window, 
number of coherent and non-coherent integration rounds and signal thresholds are all configurable parameters. For the 
IRNSS signal, one code epoch is 1 ms long and the data bit is 20 epoch’s long, or approximately 20 ms, which 
determines the limit for the amount of coherent integrations. 
 
The daily time window during which all three available IRNSS satellites are visible at an acceptable elevation in 
Finland is quite short (approx. 1 hr) and usually occurs in the late afternoon or early morning. This situation is expected 
to improve with the launch of the GEO satellite planned to be placed over longitude 32.5º E. Additionally, it would be 
interesting to investigate the visibility (and test acquisition) in Finland of the satellites planned to be placed over the 
more Eastern longitudes.  
 
SATELLITE TRACKING 
 
Components of the Tracking Loops 
 
One scalar tracking loop — a frequency locked loop (FLL)-assisted phase locked loop (FLL-assisted-PLL) for carrier 
signal tracking, and delay locked loop (DLL) for PRN code tracking — is assigned to each visible satellite identified 
from the acquisition engine. The overall block schematic of the scalar tracking loop is shown in Fig. 2. Upon 
completion of the acquisition stage, the results are handed over to initialize the individual tracking loops, and additional 
variables are defined and initialized. Next, the raw IF data file is reopened for reading the pre-defined block-size of 
sampled IRNSS L5 data. This constitutes the raw signal into the carrier demodulation mixer. The other input to this 
mixer is from the local carrier frequency generator. The raw input signal and the local carrier signal can be 
mathematically represented as in (1) and (2) respectively. 
 
 𝑅(𝑘) = √2𝐴 𝐶(𝑘)𝐷(𝑘)𝐶𝑜𝑠(2𝜋𝑓𝐼𝐹 + ∅𝑟) + 𝑛𝑟(𝑘)       (1) 
 
 𝐿(𝑘) = exp (𝑖 ∗ (2𝜋𝑓𝐶𝐿𝑜𝑐𝑎𝑙

𝑡𝑘 +  𝛿𝐶𝜑
))       (2) 

 
where the k denotes a sample index, A is the amplitude component, C is the pseudorandom noise (PRN) code, D is the 
navigation data, fIF is the true IF of the raw signal, 𝑓𝐶𝐿𝑜𝑐𝑎𝑙

 is the local generated carrier frequency, Ør represents the 
initial phase of the raw signal, nr represents the noise component in the two signals, tk is the sampled time-base and 𝛿𝐶𝜑

 
represents the remainder/residual carrier phase from the previous tracking epoch, if any. Receiver and satellite motion, 
and non-idealities of the receiver clock result in residual frequency and phase components. These terms are estimated 
by the frequency and phase discriminators, while the noise in these estimations is suppressed by the loop filters. 
 

 
Fig. 1 Sky plot of IRNSS and GPS satellites over 
Helsinki Finland on March 31, 2015 at 07:30 am. 

 

Table 1. Specifications of the sampled RF data 

 L1 band L5 band 
Intermediate 
Frequency 6.39 MHz 353 Hz 

RF Front-end 
Bandwidth 4.2 MHz 10.9 MHz 

Sampling Frequency 26 MHz 26 MHz 
Number of 
Quantization Bits 3 3 + 3 

Data Type Real Complex 
(I/Q) 

 



A complex mixing process results in real (I) and imaginary (Q) components, which are provided to the code correlation 
and integration blocks (code demodulation). In normal tracking mode, FGI-GSRx receiver’s code correlation tracking 
mechanism uses a 1 ms integration interval. The actual amount of data read from the sampled data file is adjusted for 
each epoch based on the true code frequency so that the aim is always to process exactly one code epoch. The goal is to 
keep the remaining code phase error from the DLL discriminator as close to zero as possible. The complex signal at this 
point in the signal processing chain can be represented by (3) and (4). 
 
 𝐼(𝑘) = √2𝐴 𝐷(𝑘)𝐶𝑜𝑠(2𝜋𝑓𝐷 + 𝛿𝜑) + 𝑛𝐼(𝑘)     (3) 
 
 𝑄(𝑘) = √2𝐴 𝐷(𝑘)𝑆𝑖𝑛(2𝜋𝑓𝐷 + 𝛿𝜑) + 𝑛𝑄(𝑘)    (4) 
 
where fD is the Doppler frequency, 𝛿𝜑 is the carrier phase error, and nI and nQ are the noise terms in the two signal 
branches. The residual frequency, phase and delay from the input signal after the carrier and code correlators are 
estimated in the frequency, phase and delay discriminators respectively. The implementation of these discriminators is 
based on 2-quadrant atan-discriminator [16] for frequency, traditional Costas loop two-quadrant arctangent 
discriminator for phase and Non-coherent Early-Minus-Late Normalized discriminator for code delay [14].  

Typically, a Numerically Controlled Oscillator (NCO) is employed as an integrator, and hence a first-order low pass 
filter and local phase generator. However, an NCO alone may not be enough to sustain the high inconsistency in the 
error estimates. Therefore, additional loop filters are employed. The combination of the NCO, last loop filter and the 
additional loop filters offers a third-order filtering capability in the overall phase tracking loop, and a second-order 
filtering in the overall frequency tracking loop, effectively resulting in a second-order FLL assisted third-order PLL. 
The optimum values for loop gain (GL), damping ratio (ξ) and noise bandwidth (Bn) for the filter implementations are 
given in Table 2. 
 
Tracking States 
 
FLL-only with a wide loop filter bandwidth is more efficient in the ‘pull-in’ stage of carrier tracking to enable faster 
convergence to the actual Doppler frequency. In this condition, the tracking transitions into a more stable ‘tracking’ 
state of operation, where the PLL is more dominant and it continues to track the precise phase of the carrier signal. 
However, the FLL is still operational, albeit with a smaller loop filter bandwidth, which enables very low noise tracking 
performance. If the frequency errors increase beyond a pre-defined threshold, the loop re-enters the ‘pull-in’ state, and 
the FLL with the wider bandwidth loop filter takes over, attempting to bring the loop back into the ‘tracking’ state of 
operation. Thus, this FLL assisted PLL mechanism ensures a very robust carrier tracking performance, especially under 
conditions of moderate dynamic stress.  

 

Fig. 2 Block schematic of the scalar tracking loop for one channel of the FGI-GSRx receiver 
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The decision to transition from the pull-in to tracking state is made upon successful bit synchronization, which is 
possible only when the receiver is tracking the carrier frequency with sufficient accuracy. The bit edges start to be 
detected successfully when the pull-in stage has the frequency and phase errors small enough for the navigation data 
bits to be successfully decoded. If at any instant the frequency and phase errors reach unsustainable levels, the 
probability of data decoding starts to degrade, which in turn causes a loss in bit synchronization. The tracking reenters 
the more robust ‘pull-in’ mode, and the process repeats. 
 
Within one state, the tracking loops use parameters that can be very different from other states. Also, different channels 
of the receiver can be in different tracking states at any instant. This allows the tracking loops to be independent and 
modular, making it possible to include more states quite easily. For example, the channel may transition to a high-
sensitivity state, which can be activated when the Carrier to Noise Ratio (C/N0) degrades below a pre-defined threshold. 
In this state the tracking interval may be increased beyond the traditional 1 ms to improve weak signal tracking. 
Another state can be defined for high-dynamics scenarios, where traditional FLL- and PLL-based tracking schemes may 
prove to be over-damped. Each channel may transition freely from one tracking state to another depending upon the 
prevalent signal and environmental conditions. 
 
Table-based Tracking Architecture 
 
In order to accommodate the diversity of tracking states and also to ensure that new states can be introduced without 
significant modification to existing software code, a table-based tracking architecture is adopted which improves its 
modularity and flexibility. An example of the tracking table is shown in Table 3. A separate function (column 1) is used 
to define the operation of each processing unit within the tracking engine, for example correlator, integrator, 
discriminator, loop filter etc. Each function is then assigned to a functionality group (column 2). Therefore, one 
functionality group may contain more than one function which perform a similar operation albeit using different input 
parameters depending upon the tracking state (column 3) the channel is currently in.  
 
The final column of the tracking table denotes the tracking epoch (in ms), which also denotes the coherent pre-detection 
integration time for the tracking engine. Under normal (moderate to strong signal conditions) the tracking loop uses 1ms 
of PIT. A high-sensitivity (HS) state can be easily included by adding additional rows to the tracking table for every 
function with 20 in the last column. This will allow the functions to be implemented every 20 ms instead of every 1 ms. 
With this approach the tracking engine can easily switch between for example, different kinds of discriminators or loop 
filters and manage the update rate of those functions. Furthermore, utilizing this kind of approach the tracking can 
easily accommodate for loop pull in, high sensitivity or high-dynamic states without the risk of unmanageable code. 
 
Multi correlator code tracking 
 
In the traditional code tracking mechanism only three correlators are used for tracking producing the Early, Prompt, and 
Late correlator results (called ‘fingers’). The time spacing between the adjacent correlators is configurable in the FGI-
GSRx receiver and the default value is 0.25 chips for GPS and IRNSS. The receiver also has a feature called multi-
Correlator tracking where the user can specify the number of fingers used, time spacing between the fingers, and 
correlator update rate. This feature is intended for analyzing shape of the correlator peak in more detail and it does not 
interfere with the actual satellite tracking.  
 
NAVIGATION DATA DECODING AND POSITION COMPUTATION 
 
The IRNSS navigation data structure and contents are described in the ICD [7]. Out of the four Sub Frames comprising 
one Master Frame, Sub Frame 1 and 2 (containing primary navigation parameters) are sufficient to decode the most 

Table 2. Optimum parameter values for IRNSS tracking loop 

Filter Position Damping 
Ratio (ξ) 

Loop Gain 
(GL) 

Loop Noise 
BW (Bn), Hz 

FLL in Pull-in 
Mode 0.7 1.5 200 

FLL Track Mode 0.7 1.5 5 
PLL 0.7 0.1 5 
Last Loop Filter 0.7 0.1 15 
DLL 0.7 - 1 

 



necessary parameters for obtaining a positioning solution. Sub Frame 3 and 4 contain secondary navigation parameters 
such as, ionosphere correction coefficients, earth observation parameters, differential corrections, and text messages. 
Fig. 3 shows a flow diagram for the process of decoding the IRNSS navigation payload. The number of bits processed 
at every stage is shown alongside. After decoding the navigation payload the resulting parameters enter the main loop 
for navigation computation, which is performed using the traditional Weighted Least Squares (WLS) technique. The  
product of this final stage is structured data sets containing observations, satellite information and a navigation solution 
for all measurement epochs. The primary inputs to this stage are the results from track engine, list of Channels with 
ephemeris data available, receiver configuration parameters, and ephemeris data from IRNSS. 

RESULTS 
 
The preliminary results of IRNSS-based positioning in a multi-GNSS scenario with GPS satellites have been 
demonstrated in [4], and hence not reprinted in this paper. Here we show the results of IRNSS satellite acquisition and 
its tracking performance. Fig. 4a and 4b show the acquisition peak for IRNSS-1B (PRN 2) and the acquisition results 
for all IRNSS satellites, while Fig. 5 shows the tracking performance of IRNSS-1A (PRN 1).  
 
From these results, it can be observed that the FGI-GSRx receiver successfully acquires and tracks the IRNSS satellites. 
Additionally, at the moment of data-capture IRNSS-1B was at a higher elevation, hence its acquisition result is the 
strongest. However, the acquisition result is low compared to that of visible GPS satellites for example, which may 
climb to higher elevations at Helsinki’s northern latitudes. 

Table 3. Example tracking table 

Functions Functionality Group Tracking State Tracking 
Epoch (ms) 

    
    
    
Frequency_Accumulator FREQUENCY_ACCUMULATOR Tracking 1 
Frequency_Accumulator_HS FREQUENCY_ACCUMULATOR High Sensitivity 20 
Frequency_Discriminator FREQUENCY_DISCRIMINATOR Tracking 1 
Frequency_Discriminator_HS FREQUENCY_DISCRIMINATOR High Sensitivity 20 
FLL_LoopFilter_PullIn FLL_LOOP_FILTER Pull-in 1 
FLL_LoopFilter_Tracking FLL_LOOP_FILTER Tracking 1 
FLL_LoopFilter_HS FLL_LOOP_FILTER High Sensitivity 20 
FLL_Additional_LoopFilter FLL_LOOP_FILTER High Dynamics 1 
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Fig. 3 Flow diagram for decoding the IRNSS navigation payload 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The tracking results show the performance of the carrier and code tracking loops with regards to their residual errors. 
The results are distinguishable between the ‘pull-in’ and ‘tracking’ phases, clearly showing the instant of transition 
between them. On average, the frequency residual in the FLL is within ±5 Hz, phase residual is within ±2 degrees and 
code residual is within ±0.2 chips. The plots on the right show the histogram distribution of the residual errors. 
 
CONCLUSION 
 
This paper demonstrates the FGI-GSRx receiver operation in acquiring, tracking and using available IRNSS satellites in 
positioning in South Finland. Salient features of the IRNSS system have been studied and its benefits in positioning in a 
region outside its core coverage area have been demonstrated. Results from IRNSS satellite acquisition and tracking 
have been demonstrated. These results also show that IRNSS satellites may also be used to supplement Galileo in North 
and East Europe until sufficient Galileo satellites are available to provide a Galileo-only positioning solution. These 
benefits are expected to improve in the future as the IRNSS constellation itself achieves full deployment. 
 
 

 
Fig. 4a Acquisition peak for IRNSS 1B (PRN 2) 

 
Fig. 4b Acquisition result for all IRNSS satellites per 

the skyplot of Fig. 1 

 
Fig. 5 IRNSS 1A (PRN 1) satellite tracking performance 
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ABSTRACT

This article presents an implementation of Real-Time Kine-
matics (RTK) using a low-cost GNSS receiver and a sparse
countrywide reference station network. Furthermore, we
assess the feasibility of implementing RTK on a smart-
phone by comparing the raw GNSS measurements of a
commercial smartphone’s internal GNSS receiver with a
commercial off-the-shelf (COTS) low-cost GNSS receiver.
The RTK implementation presented in this paper utilizes
the Finnish national GNSS network FinnRef as the RTK
base station, either in single-base or network RTK mode;
although the main purpose of FinnRef is to maintain the
national coordinate system, it is also capable of deliver-
ing DGNSS and network RTK data over the NTRIP pro-
tocol.

The test results show that despite the sparseness of Finn-
Ref, a horizontal position accuracy of 0.5 meters or bet-
ter was achieved for more than 90 % of the time with the
COTS receiver both in a dynamic single-base test and in
a network RTK experiment using GPS signals only. Ob-
taining such a positoning performance with low-cost and
small-size devices is expected to be useful in various appli-
cations, particularly in the field of intelligent transportation
systems. Furthermore, the results indicate that the smart-
phone’s GNSS measurements are less precise than those of
the COTS receiver and suffer from frequent outliers, mak-
ing them less favorable for use in precise positioning appli-
cations as such.



INTRODUCTION

Current consumer-grade GNSS solutions routinely offer a
positioning accuracy in the order of 5 meters, and satellite-
based augmentation systems (SBAS) such as WAAS and
EGNOS can be used to improve the accuracy to the order
of 1 m. However, this is not adequate for all use cases; in
particular, intelligent transportation systems (ITS) require a
better positioning performance. For instance, a horizontal
accuracy of 0.5 meters would be needed in order to reliably
identify the lane on which a vehicle is driving. As another
example, maintaining inventory of, e.g., machines and road
signs would benefit from sub-meter accuracy. In addition
to the sub-optimal accuracy, the visibility of geostationary
augmentation satellites cannot be guaranteed at high lati-
tudes.

Sub-meter or even sub-decimeter positioning accuracies can
be attained with a relatively good reliability in real time
if a dual-frequency GNSS receiver and a physical or vir-
tual base station are available. However, such receivers and
virtual base station services are currently too expensive to
gain popularity in the mass market. In recent years it has
been demonstrated that comparable accuracies can be at-
tained without a base station using real-time precise cor-
rection data [1], but the typical drawback of this approach,
usually referred to as precise point positioning (PPP), is a
long convergence time. In contrast, differential methods
utilizing raw base station observations, such as real-time
kinematics (RTK), converge much faster.

This paper presents new results from the P3-Service (Pub-
lic Precise Positioning) project [2] whose goal is to achieve
a horizontal positioning accuracy of 0.5 meters using low-
cost equipment. The project hinges on the utilization of the
Finnish national GNSS network FinnRef which has been
recently modernized [3]. With inter-station baselines in the
order of 200 km, the FinnRef network is relatively sparse in
comparison with commercial RTK networks. This makes
the modeling of atmospheric errors challenging, especially
from a single-frequency user’s perspective. However, the
purpose of FinnRef is to maintain the national coordinate
system and to offer a half-meter positioning accuracy, not
to compete with commercial RTK networks.

Implementing precise positioning on low-cost GNSS re-
ceivers has been an active research topic for years, and re-
cent research projects related to P3-Service exists. Guo et
al. [4] described a precise positioning service developed for
China. The service is based on proprietary correction data
formats and can achieve a lane-level accuracy for ITS ap-
plications. Lovas et al. [5] investigated the use of SBAS
signals and RTK on ITS. Pesyna et al. [6] investigated the
performance of the GNSS antenna of a smartphone by con-
necting the antenna to an external radio frontend and pro-

cessing the signals using a software GNSS receiver, con-
cluding that integer ambiguity resolution was possible even
though the signals were received by the smartphone an-
tenna.

The contribution of this paper is twofold. First, we show
that the goal of achieving a horizontal RTK accuracy of
0.5 meters is feasible with a low-cost GNSS receiver using
standard RTCM data formats [7] even with a sparse GNSS
network and without ambiguity resolution at the receiver.
Then, we present raw GNSS pseudorange and carrier phase
measurement data from the actual internal GNSS receiver
of a commercial smartphone (Nokia Lumia 1520) and as-
sess its suitability for precise positioning applications. The
paper is organized as follows. First, the basics of RTK po-
sitioning are reviewed. Then, the FinnRef network is pre-
sented in more detail, after which experimental results are
presented.

REAL-TIME KINEMATIC POSITIONING

RTK is a method of relative positioning, i.e., it can only
resolve the user’s location with respect to a known refer-
ence point. The three-dimensional vector from the refer-
ence (base station) to the user, often referred to as the rover,
is called the baseline and constitutes the unknowns to be es-
timated, along with the carrier phase ambiguities. The key
to the high precision in RTK is to mitigate measurement er-
rors by forming measurement differences where the errors
are significantly decreased or canceled out totally. In the
following sections, we first describe the double difference
model which RTK hinges on, and then outline the RTK pro-
cessing workflow. Finally, we briefly describe the concept
of network RTK.

Differential Measurements

Let us model the carrier phase measurement φ to satellite i
in units of meters as

φi = ‖p−pi−δpi‖+ c(δt−δti)− Ii+Ti+λNi+ εi (1)

where p and pi are the positions of the user and satellite i,
respectively, and δpi denotes the error in the broadcast satel-
lite position; δt and δti are the clock biases of the receiver
and the satellite, respectively; c is the speed of light; Ii and
Ti are the ionospheric and tropospheric delays for satellite i,
respectively; λ denotes the signal wavelength and Ni is the
carrier phase cycle ambiguity; and finally, εi contains all
unmodeled error sources, such as measurement noise, mul-
tipath, antenna phase center variations, etc. Note that the
cycle ambiguity Ni contains fractional phase biases caused
both in the satellite and in the receiver and, therefore, is not
an integer by nature.



We assume that the noise term εi can be modeled as an un-
correlated zero-mean random variable having a Gaussian
distribution. The pseudorange measurement can be mod-
eled in a way similar to (1), with the differences being the
sign of the ionospheric delay Ii (the carrier wave is subject
to a phase advance, i.e., a negative delay, in the dispersive
ionosphere while the ranging code modulation is subject
to a group delay of equal magnitude), the absence of the
ambiguity term Ni, and the variance of the noise εi.

Now suppose that a base station exists close to the user
and that the base station is equipped with a GNSS receiver
that makes measurements perfectly synchronized with the
user’s receiver. Then, we can form the receiver–receiver
carrier phase single difference ∆φi as

∆φi = φuser
i −φbase

i

= ‖b+ r−pi‖−‖r−pi‖+∆δt+λ∆Ni+∆εi
(2)

where the new terms b and r denote the baseline and the
position of the base station, respectively. Satellite clock er-
rors have been canceled out and atmospheric errors have
been mitigated; the amount of residual atmospheric errors
depends on the length of the baseline. Also note that the
difference essentially cancels out satellite ephemeris errors.
The receiver clock bias and the cycle ambiguity were re-
defined as the differences of those of the two receivers;
note that single-differenced cycle ambiguity ∆Ni is still not
an integer because of receiver-dependent fractional phase
biases. Assuming that the measurement noise variance is
equal for both receivers, the variance of the differenced
noise term ∆εi is twice as large as the non-differenced mea-
surement variance.

In order to cancel out the receiver clock biases and the rest
of the fractional phase biases, compute the difference of the
single differences to satellites i and j, widely known as the
double difference:

∆φi− j =∆φi−∆φ j

=‖b+ r−pi‖−‖r−pi‖−
∥∥b+ r−p j

∥∥+
∥∥r−p j

∥∥
+λ∆Ni− j+∆εi− j.

(3)

The only remaining unknowns are the baseline and the cy-
cle ambiguity which is now free of fractional biases; note
that this integer ambiguity is constant in time as long as
both receivers maintain a phase lock on the signal. The
variance of the noise term is again doubled, therefore, the
standard deviation of the double difference noise is twice
the standard deviation of the noise in the original, non-dif-
ferenced observable (1).

RTK Workflow

The process of baseline estimation in RTK consists of three
main steps:

1. Float solution: use double-differenced pseudoranges
and carrier phases to estimate the baseline b and the
ambiguities ∆Ni− j without any integer constraints

2. Ambiguity resolution

3. Fixed solution: if the ambiguity resolution succeeded,
substitute the integer-valued estimates to the carrier
phase double differences to obtain a precise baseline
estimate.

Typically, the float solution is filtered using an Extended
Kalman Filter (EKF). This way, a covariance estimate is
obtained for the float ambiguity estimates. During the float
estimation process, cycle slip detection and other quality
control methods are applied. Moreover, if the rover re-
ceiver’s measurements are not synchronized with the base
station, the measurements are interpolated to a common
time tag to satisfy the underlying assumption of (2).

The ambiguity resolution step involves solving an integer
programming problem. Nowadays, the most popular am-
biguity resolution method is LAMBDA [8] which imple-
ments integer least squares, i.e., finds the integer vector that
is closest to the float ambiguity estimate in terms of the Eu-
clidian norm weighted by the inverse of the covariance of
the float ambiguities. Acceptance of rejectance of the am-
biguities is based on some kind of a test. Often, the ratio of
the residuals of the two closest integer vectors is compared
to a fixed threshold; however, more sophisticated statistical
tests exist, e.g., [9]. If accepted, the fixed baseline solution
can be computed by conditioning the float estimate on the
integers [8].

Network RTK

Since the double-differencing approach assumes that the
user is located so close to the base station that residual
atmospheric (and other) errors are negligible, the admis-
sible baseline lengths are very short; for instance, it is of-
ten stated that single-frequency systems are limited to base-
lines of a few kilometers [10] because they cannot directly
estimate the ionospheric errors; dual-frequency systems can
successfully resolve the ambiguities with somewhat longer
baselines.

Network RTK [11] is a technique to avoid the baseline
length limitation by utilizing multiple base stations. Hav-
ing such a network makes it possible to model the atmo-



spheric errors over the entire area of the network and use
the model to compensate for the double-differencing resid-
uals at the user’s location. Currently, three network RTK
approaches have been standardized: Flächenkorrekturpa-
rameter (FKP), Master–Auxiliary Concept (MAC), and non-
physical reference station [7]. In FKP and MAC, the net-
work provides the user with error models that are applied
to the base station’s measurements by the user; in contrast,
in the non-physical reference station approach, the network
sends the user artificial GNSS measurements that would be
made by a base station in his or her vicinity.

In terms of computational load, FKP and MAC impose
the burden of computing the corrections on the user’s side
whereas the creation of a non-physical reference station is
entirely carried out on the network server side. In this ar-
ticle, we choose to use the non-physical reference station
approach because from an RTK processing flow point of
view, the algorithms are no different from those of single-
base RTK.

THE FINNISH NATIONAL GNSS NETWORK
FINNREF

The FinnRef GNSS network was modernized between 2012
and 2014 for the maintenance of the national coordinate
system; the network is shown in Fig. 1. A typical station
was set up on solid bedrock on the top of a three-meter-high
steel grid mast with a narrowed top [3]. Any surrounding
trees were felled to approximately ten degrees from the an-
tenna level to ensure good visibility to the satellites. The
station data have shown very low near-field effects, which
confirms a successful station configuration.

The positioning services offered by FinnRef are based on
the GNSMART software developed by Geo++ GmbH, Ger-
many. GNSS data from 20 reference stations are trans-
ferred in real time to the processing center where the er-
rors affecting the positioning at the reference stations are
modeled. Then, real-time observation and correction data
are available for users via the NTRIP protocol in various
RTCM formats. Freely available DGNSS pseudorange cor-
rections may be either received from a single station or tai-
lored for the user’s location through error modeling of the
network, which enables a 0.5 m static positioning accuracy
with adequate GIS receivers.

More precise network RTK corrections intended for carrier
phase measurements, i.e., Pseudo-Reference Station (PRS),
MAC, and FKP, are currently available for test users only.
Our initial tests have shown that network RTK with bet-
ter than 5 cm (95 %) accuracy and high fixing rate is pos-
sible even with this sparse reference network (see Fig. 1)
when high-end dual-frequency GNSS receivers are used.

Figure 1. The FinnRef permanent GNSS network

FinnRef also supports state-space representation (SSR) er-
ror models for PPP. Although SSR is still under develop-
ment as an RTCM standard, it is available because we are
running a tailored version of GNSMART offered for the
P3-Service project by Geo++ GmbH.

TEST RESULTS

In this section, we present field test results for single-fre-
quency RTK using FinnRef as the base station. First, a
single physical FinnRef station is used as the base; then,
another experiment is carried out with the base station in-
formation retrieved in the form of network RTK. Finally,
we analyze the raw GNSS measurements, i.e., pseudorange
and carrier phase, obtained from the positioning module of
a real commercial smartphone to assess the feasibility of
RTK on a cell phone.

Test Equipment

The positioning performance was evaluated with a post-
processing test setup where a consumer-grade U-Blox EVK-
6T GNSS receiver and a geodetic-grade dual-frequency No-



Figure 2. GNSS receivers used in the tests: U-Blox EVK-6T
(left), Nokia Lumia 1520 smartphone (middle), and
NovAtel DL-4 plus (right)

vAtel DL-4 plus GPS receiver were connected to the same
antenna through a signal splitter; the purpose of the No-
vAtel receiver was to provide a reference position solution.
FinnRef data were logged on site over NTRIP using a cel-
lular network connection. Note that the accuracy of the
reference position obtained this way depends on the qual-
ity of the RTK network data, but its error can be assumed
to be negligible in comparison with the low-cost single-
frequency solution.

The smartphone measurements were made by a Nokia Lu-
mia 1520 running a custom firmware, courtesy of Microsoft
Mobile, that allows access to the raw GNSS measurements
from the phone’s internal GNSS receiver (Qualcomm inte-
grated receiver). The three receivers used in the tests are
shown in Fig. 2. Satellites below 10◦ elevation were ig-
nored in the RTK computations in each test, and ambiguity
validation was based on the residual ratio test with thresh-
old value 3. Furthermore, only GPS signals were consid-
ered because the U-Blox receiver has no GLONASS sup-
port.

Single-Base RTK Test

In the single-base test, the antenna was mounted on the
roof of a vehicle driving back and forth on a short road,
see Fig. 3a. The test site was located 2.7 kilometers from a
physical FinnRef station which was used as the RTK base
station. The resulting position errors are shown in Fig. 3b.
The curves are partly discontinuous because of two rea-
sons. First, the RTCM stream reception seemed to suffer
from occasional outages and, therefore, the base station
observations were missing for certain epochs (see Fig. 3c.
Second, there were a handful of epochs where the reference
dual-frequency solution was float-level only; these epochs
were ignored in the analysis.

In 92.6 % of the epochs where an ambiguity-fixed refer-
ence solution was available, the horizontal positioning ac-
curacy was better than 0.5 meters, and it seems evident

(a) Reference trajectory from dual-frequency receiver

(b) Resulting position estimation errors using the U-Blox receiver

(c) Number of satellites used in the U-Blox RTK solution

Figure 3. Dynamic single-base RTK field test results

that significant a part of the estimates with error exceed-
ing the goal were caused by error accumulation during a
data gap. Moreover, in 7.3 % of all epochs, the ambiguities
were accepted by the residual ratio test. The same figure
also shows the absolute vertical position errors even though
they are not of primary interest in the P3-Service project; it
can be seen that the vertical has a larger variance but stays
below one meter for most of the time.

Network RTK Test

The network RTK performance was tested in a static sce-
nario with the closest physical base station being located
approximately 63 kilometers from the rover receiver. The
network corrections were delivered in the PRS represen-
tation, and data were logged for 20 minutes at a rate of
1 Hz.

The resulting horizontal position errors, as referred to the



(a) Horizontal position estimation results; the green triangle
marks the reference position solution

(b) Number of satellites used in the RTK solution

Figure 4. Static network RTK field test results using the U-Blox
receiver

average of the dual-frequency solution, are shown in Fig. 4.
The dashed red circle with radius 0.5 meters centered at the
reference location (green triangle) contains 90.4 % of the
position estimates. Ambiguity fixing did not succeed in this
test, which is not surprising given the long distance to the
nearest physical base stations: When using non-physical
reference stations, the users are expected to perform (resid-
ual) ionospheric error estimation—the network cannot be
assumed to construct perfect atmospheric models. For in-
stance, the PRS concept utilized by FinnRef attempts to
enforce receiver-level residual error estimation by creating
the non-physical reference station nominally 5 kilometers
away from the receiver [12]. However, it is well known that
only multi-frequency receivers can observe the ionospheric
errors directly; therefore, single-frequency users should not
expect to obtain the same performance with non-physical
reference station as when using a physical base station even
if the virtual baseline is short.

Smartphone Test

As smartphones in general do not have connectors for ex-
ternal GNSS antennas, a rigorous zero-baseline test can-
not be conducted to measure the noise levels. Thus, to as-
sess the measurement quality of the phone’s internal GNSS
receiver, the test setup was as follows. Again, a physical
FinnRef station was used as the base station for double dif-
ferencing (baseline approx. 930 m), and a Lumia phone and
a U-Blox receiver’s patch antenna were stationary next to
each other (distance approximately 30 cm) for 20 minutes.
The exact baseline between the antenna base centers was
not known.

The measurement noise levels were estimated as follows.
First, double-differenced measurements were computed for
both the smartphone and the U-Blox receiver with respect
to the FinnRef station; the base station’s measurement noise
can be expected to be negligible in comparison with the
low-cost receivers. Then in order to cancel biases such as
integer ambiguities, triple differences were computed by
differencing consecutive double differences over time. Fi-
nally, a linear polynomial was fitted to each measurement
channel and subtracted from the triple differences in order
to obtain zero-mean residuals. Note that the noise variance
of the differenced measurements is larger than that of the
original measurements; this amplification was not compen-
sated for, and thus, the residuals do not directly represent
the measurement noise.

The distributions of the resulting triple difference residuals
for all channels are shown in Fig. 5. Note that the his-
tograms are truncated, i.e., the minimum and maximum
bins have no lower and upper bound, respectively. It can
be seen that for both observables, the smartphone measure-
ments are much less precise. In particular, the smartphone
pseudorange noise is in the order of tens of meters, but the
pseudorange residuals cannot be regarded as directly com-
parable because it is likely that the receivers are applying
different types of filtering on the pseudoranges. Notwith-
standing, the smartphone’s histograms are heavy-tailed as
opposed to the U-Blox: both the smartphone’s pseudor-
ange and carrier phase distributions have distinctive min-
imum and maximum bins, indicating a substantial amount
of outliers (or cycle slips in the case of carrier phase) in the
data.

Fig. 6a demonstrates how the quality of the measurements
reflected in Fig. 5—note that the noise level analysis ex-
cludes many factors such as the antenna phase center varia-
tions—translates to the position domain. The measurement
noise variances of the EKF were set to reflect the preci-
son of each receiver, but otherwise, the processing param-
eters were identical. It can be seen that the variations in
the smartphone’s float estimates are much larger than the



(a) Pseudorange

(b) Carrier phase

Figure 5. Noise level comparison of U-Blox and the smartphone.
Constant biases and linear slopes were eliminated from
the triple differences before computing the histograms,
and the bin counts were normalized by the total sample
count

distance between the smartphone and the U-Blox’ antenna.
In contrast, the U-Blox solution is less scattered and good
enough for ambiguity fixing; also note that it made use of
more satellites as shown in Fig. 6b.

CONCLUSIONS AND FUTURE WORK

This paper presented results from the P3-Service project
where the goal is to achieve a 0.5 m horizontal position ac-
curacy in Finland using a low-cost GNSS receiver and the
national GNSS network FinnRef. It was seen that the goal
could be met for 90 % of the time using a U-Blox GNSS re-
ceiver both in a short-baseline kinematic test and in a static
network RTK test 63 km away from the nearest physical
base station. It is noteworthy that integer ambiguity fixing
was not necessary to achieve this performance; however,
successful ambiguity resolution is expected to improve the
accuracy by an order of magnitude. Furthermore, the accu-
racy was achieved despite the sparsity of FinnRef.

(a) Horizontal position estimation results

(b) Number of satellites used in the RTK solution

Figure 6. Comparison of RTK results with smartphone and U-
Blox

Moreover, we compared the raw GNSS pseudorange and
carrier phase measurements of the internal GNSS receiver
of a commercial smartphone (Nokia Lumia 1520) with those
of the U-Blox receiver. It was seen that the smartphone
measurements are noisy and suffer from a significant amount
of outliers in comparison with the U-Blox. The difference
in measurement quality becomes evident by computing the
RTK solutions: the U-Blox was precise enough to allow
ambiguity fixing while the smartphone-based float RTK so-
lution suffered from meter-level errors.

The results presented in this paper were based on GPS only.
An obvious way to improving the performance would be
to increase the amount of satellites used by incorporating
GLONASS, BeiDou, and Galileo measurements into the
RTK processing. In particular, a large amount of observa-
tions would help to exclude the frequent outliers and cycle
slips in the smartphone data, which might be a door opener
for high-precision mobile positioning; it has been shown
that the quality of a smartphone’s GNSS antenna alone does
not prevent ambiguity fixing [6]. A horizontal accuracy of



0.5 meters for small and low-cost devices would be use-
ful in several applications, e.g., inventory management and
various ITS use cases such as detecting the lane or parking
slot occupied by the vehicle.

An important objective for P3-Service is to use the RTK
solution to initialize a PPP filter. The concept has earlier
been shown to be feasible [13]; however, in P3-Service,
the purpose is to use SSR ionosphere corrections from the
network instead of combining the pseudorange and carrier
phase measurement to cancel the ionospheric error. SSR
correction data [7] for PPP need not be updated as fre-
quently as base station measurements for RTK, therefore,
using PPP instead of RTK would decrease the necessary
communications bandwidth and, on the other hand, make
the system more robust against temporary network connec-
tion outages.
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Abstract 

The Finnish National GNSS Network, FinnRef, was established and is operated by the Finnish 
Geospatial Research Institute (FGI). The data provided by FinnRef include a State Space 
Representation (SSR) model of GNSS (Global Navigation Satellite System) observation errors that 
can be used in Precise Point Positioning (PPP) solutions. In this work the main objective has been 
to assess the performance of this SSR model for single frequency PPP. For the purpose of this, 
software has been developed with supports for such a model and a PPP solution. Data has been 
logged and analyzed from all FinnRef stations. Results show that the SSR model available from 
FinnRef can reduce the positioning error in GNSS receivers to less than 10 cm in optimal 
conditions. This would indicate that Precise Point Positioning with a State Space Representation 
model of the GNSS errors is a promising method in applications such as Intelligent Transport 
Systems, precision farming, machine control, etc. 

Introduction 

PPP is a common name for many technology flavors in GNSS positioning where the basic idea is 
to improve the accuracy by eliminating known errors neglected in the standard positioning method. 
The GNSS observation errors can be obtained from many different sources - there are both real 
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time and post processing applications that use PPP. In addition, PPP can be done using both 
single and dual frequency receivers. The number of GNSS errors corrected for depends on the 
accuracy requirements and may differ between applications. The type of errors and the typical size 
of these errors are listed in Table 1 

Table 1. Typical GNSS error budget 

Error Source Typical size (m) 
Ionosphere 5 

Satellite Orbit 2.5 

Satellite Clock 1.5 

Signal offsets 1 

Troposphere 0.5 

Site displacement 0.3 

 

The error values are assuming we use all the available broadcast information from the satellites 
themselves and a standard tropospheric model in the receiver. Local errors from receiver noise 
and multipath effects are not considered here, but they are typically in the order of 1 meter in total 
under good signal conditions. 

The by far most dominant error in GNSS observations is the ionospheric delay. In a standalone 
receiver the ionospheric error is corrected using broadcasted models like the Klobuchar model 
(Klobuchar, 1987) or the NeQuick (Di Giovanni and Radicella, 1990). The performance of these 
two models was compared by (Somieski 2007). Broadcast models typically correct for only 50-60 % 
of the error and other better internal ionospheric models have been presented by (Ruan 2013; 
Choy2011). SBAS (Satellite Based Augmentation System) can provide more precise ionospheric 
models with a precision allowing for decimeter-level position (Wanninger, et al., 2012; Carcanague 
2011). For post processing applications, ionospheric TEC (total electron content) maps can be 
obtained from sources like the IGS (international GNSS service) for example (Ruan 2013; Beran, 
2008; Muellerschoen, et al., 2004). The JPL (Jet Propulsion Laboratory) also provides similar kind 
of data (Muellerschoen 2004; Gao 2006) and the Center for Orbital Determination in Europe 
(CODE) provides a GIM (Global Ionopsheric Model) (Le 2004; Le 2006; Ovstedal 2002; Bree 2012). 
If no models are available it is possible to estimate the delay as a part of the actual solution (Ruan 
2013; Carcanague 2011; Lu 2011) or we can construct ionospheric free observations. For a single 
frequency receiver the GRAPHIC observable (Group and Phase Ionosphere Calibration (Yunck, 
1996; Beran, 2008; Laurichesse, et al., 2009; Ruan 2013; Carcanague 2011; Cai 2013) takes 
advantage of the fact that the group delay in range observable and the carrier phase advance have 
the same magnitude but are opposite in sign and this can be used to remove the first order 
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ionospheric delay.  A comparison between different external and internal ionospheric models have 
been provided in several papers (Ovstedal 2002; Somieski 2007; Chen 2005). 

The IGS and other similar sources also provide precise satellite clock and orbit information 
reducing these errors significantly. A complete guide to the different products offered by IGS is 
given by (Kouba 2009; Marel 2012). The JPL has similar products available and a comparison 
between the two is given by (Chen 2004). In the work by (Bree 2012) accurate satellite clock and 
orbit estimates were taken from the Real Time Clock Estimation (RETICLE) service developed by 
the German Space Operations Center. 

The troposphere is usually modelled in the receiver since it is a relatively slowly changing 
component and can be modelled relatively accurate. A good overview of the impact and models of 
the troposphere is given in the thesis (Kleijer 2004).  

In a State Space Representation (SSR) all of the above mentioned errors are included (Wabbena 
2005) and in this work we have adapted an SSR-PPP post processing approach where we have 
not taken into account site displacement errors. The SSR model is obtained from the Finnish 
Permanent GNSS network FinnRef. 

In this paper we will first present the tools used in this work, then present test results and end with 
conclusions. The tools section describes the FinnRef network and the Matlab software that was 
used for this work. 

Tools and methods 

FinnRef network 

The Finnish National GNSS Network (Koivula et al, 2012) – FinnRef – was established and is 
operated by FGI (Finnish Geospatial Research Institute). Each station has been installed with a 
high-end (geodetic class) GNSS receiver that is capable of tracking multiple GNSS constellations 
(GPS, GLONASS, Galileo and BeiDou). Additionally, a wireless or fixed broadband Internet 
connection has also been installed at each station for real-time data transmission.  The network 
tracks the GNSS satellites continuously and the GNSS data of the network is made available in 
real-time. There are a total of 20 stations with an average inter-station distance of 200 km, shown 
in Figure 1. 
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Figure 1. The National GNSS infrastructure – the FinnRef Network 

The FinnRef data processing component connects to the FinnRef data streams and calculates an 
SSM (State Space Model) from the observation. The SSM is represented by a SSR (State Space 
Representation) of the error components in the observations and transmitted to the users using 
GNSMART software by Geo++. The SSR are made available over a standard NTrip (Networked 
Transport of RTCM via Internet Protocol) interface utilizing the RTCM 3.x protocol. The RTCM 
messages offered by this interface are listed in Table 2 

Table 2. Supported RCM 3.x messages 

RTCM Message Id Content 

1004 Extended L1&L2 GPS RTK Observables 

1005 Stationary RTK Reference Station ARP 

1012 Extended L1&L2 GLONASS RTK Observables 

1019 GPS Ephemerides 

1057 SSR GPS Orbit Correction Message 

1058 SSR GPS Clock Correction Message 

1059 SSR GPS Satellite Code Bias Message 

1062 SSR GPS High Rate Clock Correction 

1264 SSR Ionosphere VTEC Spherical Harmonics Message 

1265 SSR GPS Satellite Phase Bias Message 

Proprietary 4090 SSR Ionosphere STEC Polynomial Message 
 

The 1004 and 1012 messages are observation data from the station, the 1019 contains the GPS 
ephemeris information and the 1057-4090 messages are SSR messages. 
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The GSRx receiver 

A software-defined GNSS receiver platform, named as FGI-GSRx, has been developed by FGI in 
several previous projects for the analysis and validation of novel algorithms for optimized GNSS 
navigation performance. The receiver is implemented in Matlab and thus provides a unique and 
easy-to-use platform for the various research projects at FGI. The receiver is designed for post-
processing operation and does not yet support real time operation. In this work we have developed 
new features and integrated them into the FGI-GSRx. The main new features that have been 
developed are support for several new GNSS observation formats, support for the SSR model, 
Kalman filter for the PPP solution and new tropospheric models. The support for all the RTCM SSR 
messages and the algorithms needed to calculate the OSR (observation space corrections) from 
the SSR model parameters have been integrated into the FGI-GSRx. The data flow for the SSR 
data is shown in Figure 3. 
 

 

Figure 3. Data flow for SSR data. 

  The new observation data formats that have been added are listed in Table 3 

Table 3. New observation data formats supported in the GSRx 

RTCM 1004 messages 
Mobile Phone observations (Lumia Phone) 
uBlox binary protocol 
uBlox FGI specified data format 
Rinex observation files 

 

The RINEX observation format enables us to use geodetic grade receivers as references 
(produces RINEX files). The support for the RTCM 1004 message containing the observations for 
a Finnref station (real or virtual) enables us also to test using those. All the above mentioned 
formats are handled in the receiver so that they are converted into the FGI-GSRx default format 
using unique conversion functions. After this conversion the observations can be corrected by the 
OSR corrections before passed on to the Multi-GNSS Navigation block. The complete data flow is 
shown in Figure 4. 
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Figure 4. Data flow for observation data 

The tropospheric corrections are not currently available from the Finnref. Therefore some new 
tropospheric models have been added to the GSRx and a tropospheric state is also added to the 
PPP Kalman filter. The actual PPP solution is calculated both with an LSE (Least Squares 
Estimation) and a Kalman filter using the corrected code and carrier phase observations.  

Results and discussion 

To verify that the SSR model is working and that the performance is as good as expected we made 
a 24-hour zero baseline tests using the data directly from the FinnRef stations. The stations are 
equipped with geodetic grade Javad Delta-G3T GNSS receivers and calibrated Javad Choke Ring 
antennas so measurement quality is very good. An nTrip connection was opened from each of the 
20 stations in Finland and the RTCM messages 1004, 1005 and 1019 were received and stored. 
The observations from the 1004 message were passed on to our navigation filter and the reference 
station position from message 1005 was used as the true position. The GPS ephemeris data was 
obtained from the 1019 message. For the SSR model we open an additional nTrip connection to a 
stream containing the RTCM messages 1057, 1058, 1059, 1264, 1265 and 4090. Data was logged 
for 20 min periods each 30 minutes during a total time of 24 hours. A single-frequency positioning 
solution was calculated for each epoch applying the SSR model from FinnRef. The result from one 
20 min period is shown in Figure 5.  
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Figure 5. Bar plot of errors at all FinnRef Stations 

Average errors for all FinnRef stations over a period of 24 hours is shown in Table 3.  

Table 3. Average errors for all FinnRef stations. 

 

The maximum error in the East direction is 11.3 cm (Sodankylä) and in the North direction 13.7 cm 
(Savukoski). In the Up direction the error is slightly larger as was expected and the maximum error 
is 54.8 cm (Kilpisjärvi). The remaining error especially in the Up direction is likely due to site 
displacement and a non-optimal tropospheric model. 

Station East(m) North(m) Up(m)

Degerby 0.015 -0.025 0.137

Hetta -0.108 0.058 -0.286

Joensuu -0.002 0.031 -0.226

Kevo -0.056 0.062 -0.120

Kilpisjärvi -0.103 0.018 -0.548

Kivetty 0.021 -0.008 -0.196

Kuusamo -0.102 0.021 -0.449

Metsähovi 0.012 0.031 0.021

Mikkeli 0.020 -0.012 -0.205

Olkiluoto 0.013 -0.041 0.116

Orivesi 0.000 -0.018 -0.066

Oulu -0.047 0.028 -0.012

Pyhäjoki -0.032 -0.004 0.106

Romuvaara -0.032 0.054 -0.374

Savukoski -0.082 0.137 -0.195

Sodankylä -0.113 0.135 -0.011

Tornio -0.064 0.091 0.202

Tuorla 0.020 -0.012 0.084

Vaasa -0.016 -0.017 0.041

Virolahti -0.024 0.008 -0.090
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Conclusions 

A single-frequency precise point positioning solution using the SSR model from the Finnish 
National GNSS Network was presented in this paper. The Finnref network and the SSR model 
available from this network were described in detail together with the software architecture 
developed for this work. Finally, experimental results were presented where it was distinctively 
shown that the SSR model effectively eliminates the GNSS errors. The obtained accuracy was 
better than 15 cm in the horizontal direction and no more than 55 cm in the vertical direction. 
Further work includes testing with receivers within the network and implementing models for site 
displacement errors. 
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