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Industry 4.0 is the current and future of the automation industry, and real-time systems 
play a vital role in its success. The automotive and automation industry has benefitted 
from the efficiency and productivity of embedded systems in both past and present and 
with more demanding schedules and time-critical applications taking their place in the 
modern world the importance of real-time systems cannot be overstated. For time-critical 
communication on an industrial level, there have been major improvements. The newest 
player is Time Sensitive Networks. It is packed with standards targeting time-critical 
transmissions. There is not much work done on the practical implementation of Time 
Sensitive Networks. A handful of research was available on Time Sensitive Networks, 
with most of them being software and simulation-based. The main focus of this study 
was data link layer comparisons of Ethernet and Time Sensitive Networks. The compar-
ison-based analysis was done on Ethernet IEEE 802.3 ab and Time Sensitive Networks 
IEEE 802.1. The two main standards that will be used are IEEE 802.1 Qbu frame pre-
emption and IEEE 802.1 Qbv enhancement for scheduled traffic. A series of tests were 
performed on Ethernet and Time Sensitive Networks to find the best possible configura-
tions. The last step was to apply all the information gathered from the testing phase. This 
was achieved by preparing a real life scenario based network, and then running the 
Ethernet and Time Sensitive Networks settings on the same setup. The last test drew 
comparisons on parallel execution. The final verdict was on jitter and latency perfor-
mances. 

 
Keywords: Ethernet IEEE 802.3 ab, IEEE 802.1 Qbu, Time Sensitive Networks, IEEE 

802.1 Qbv, NXP LS 1028ARDB, Industrial Ethernet, Latency, Jitter  
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1. INTRODUCTION 

TSN is a relatively new technology compared to Ethernet. It aims to provide real-time 

messaging to target the current and future of the industry. With a focus on automation 

and automotive, TSN packs just the right amount of power needed to fulfill the require-

ments. With features such as time scheduling and frame pre-emption, it reduces jitter 

and latency levels to an extent where timely delivery of messages is made possible. The 

current market is dominated by industrial Ethernet [5]. TSN looks like a possibility, but 

not in the immediate future. However, it is down to the availability of Ethernet than any 

issue with TSN. Therefore, a natural question is how Ethernet exactly compares with 

TSN. We cannot compare industrial Ethernet directly with TSN, as TSN is a data link 

layer protocol, whereas most of the standards or protocols generally known to be indus-

trial Ethernet are using more than just the data link layer.  

1.1 Motivation 

Given the difference in nature of industrial Ethernet and TSN, it is only fair to compare 

Ethernet and TSN strictly on the data link layer levels. TSN is a flexible protocol, which 

can run industrial Ethernet protocols as well. The only question left to answer is how 

much better is TSN when compared to Ethernet on a data link layer basis. When dealing 

with real-time systems or time-critical communication, the two primary components are 

jitter and latency. Therefore, the logical comparison between Ethernet and TSN should 

be based on them.  

Wapice Oy is a big company, and well aware of the technologies being used in the in-

dustry. As mentioned above, industrial Ethernet is still dominating the automation indus-

try, but a TSN takeover seems inevitable. To be ahead of the competition as well as to 

spread the technology wings, TSN was a topic of interest for the company. However, the 

vast domain of TSN cannot be discussed under one thesis, so it was decided to make 

comparison-based research. The two standards IEEE 802.1 Qbv and IEEE 802.1 Qbu 

were the most desired of all the TSN standards, as a result, a study that included both 

of them was finalized by the company.   
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1.2 Overview of the Thesis 

The whole thesis is divided into different chapters. The next chapter deals with all the 

background literature available related to communication systems. It further extends to 

discuss the term switched Ethernet and explains all the industrial Ethernet technologies 

standards and protocols in the market. A comparison is also drawn between all the well-

known industrial Ethernet technology to provide an overview. Lastly, the chapter intro-

duces the concept of TSN and the famous standards related to TSN, specifically IEEE 

802.1 Qbv and IEEE 802.1 Qbu. Chapter 3 focuses on the research goal. It will describe 

the type of devices required and the reasoning behind the selection of the gadgets. It will 

then provide information regarding how to configure the devices in order to achieve the 

required testing. The next chapter is the chapter in which all the testing is performed as 

well as the analysis against each of them is provided. The limiting factors in each of the 

tests will be discussed. The tests will keep on improving the network, so all the enhance-

ments will be explained. All the data gained from these tests will be used to optimize the 

network in the best possible way. Finally, the optimized TSN network and default Ether-

net will run the same network configuration and a comparison will be drown. The last 

chapter is the conclusion, which will provide a summary of all the research. The future of 

the industry will be discussed briefly. In the end, the learning outcomes of the whole 

study will be provided. 

1.3 Research Goal 

The purpose of the thesis is to draw comparisons between Ethernet 802.3 ab and TSN 

802.1, and how they fare against each other. As mentioned in the earlier sections the 

industry is currently heavily dominated by Ethernet and industrial Ethernet protocols 

when it comes to automation or automotive industries. Whereas, TSN is relatively a new 

player in this industry with long-term impact considering the power it packs. So it is only 

fair to estimate TSN prowess within a setup that can replicate an industrial communica-

tion system. For example, an environment where the system is handling information from 

multiple nodes, managing different types of information, and then forwarding the data to 

another node or server.  

The study is based on five different tests, with each of them developed considering the 

dynamics of Ethernet and TSN. The whole testing is performed on hardware, whereas 

simulations are not part of this study. The testing setup consists of two layerscape 

1028ARDB boards developed by NXP [51]. A single LS1028ARDB board packs 4 TSN 

capable switches that be enabled using Linux commands and Linux kernel options. The 
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same switches can also be configured to use Ethernet. Rest of the the setup compro-

mises an IP camera, a proprietary Wapice Oy WRM247+ device and lastly two host 

computers either running Windows or Linux. One of the host computers will be an end-

point for data streams coming from the IP camera and LS1028ARDB board. The other 

computer will be used in a few test cases to trigger ICMP packets for ping testing.  

The two main research questions for this thesis topic are 

1. How well can Ethernet 802.3ab (1000Base-T 1Gbps) transmit critical packets while 

best-effort traffic is being sent on the same link in terms of jitter and latency? 

2. How well can TSN 802.1 standards transmit critical packets while best-effort is being 

sent on the same link in terms of jitter and latency? 

3. How does an Ethernet 802.3ab connection compare with a connection running 802.1 

Qbv and Qbu in terms of jitter and latency? 

 

Throughout section 3 and 4 , Ethernet 802.3 ab will be referred as Ethernet. 
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2. LITERATURE REVIEW 

The chapter contains information related to all the fields related to time-critical infor-

mation. Starting from what makes a real-time system, to what type of communication 

standards and mediums are available to carry out all the information. Discussing the 

developments in the field of wired and wireless communication. Lastly, explanation re-

garding what is TSN and which standards are useful for time-critical systems. 

2.1 Real-Time Systems 

The main objective of real-time systems is to provide a response to an event in a given 

time, which means these systems require a physical clock to quantify time. The events 

can then be analyzed or actions can be taken accordingly. They provide a response 

within the required time slot to avoid any loss or miscommunication. However, these 

systems can further be connected to a controlling system or more advanced machinery, 

and it is of utmost importance that all the systems are synced to the same time scale. 

Mall R [1], defined a system as known to be real-time if the system’s behavior is deter-

mined using a quantitative measure of time. These systems are designed to provide a 

specific type of response, which is different from general-purpose systems or machines 

like embedded systems, but this does not mean that embedded systems are also real-

time. 

 According to Li, Q., and Yao, C [2], the relation between both is not mutually exclusive, 

which means regardless of them being separate entities, there is still overlapping be-

tween them. To conclude not all embedded systems are real-time and not all real-time 

systems are embedded systems. Real-time systems can further be divided into two dif-

ferent types, soft and hard real-time systems. There are no such systems by definition, 

however, the time constraints help differentiate between them. If the deadline to deliver 

a message or to perform a task has a very small or close to zero tolerance, the system 

is categorized as a hard real-time system. In case, if the action item is missed, the results 

could be very fatal as the required task is of no use. On the contrary, in a soft real-time 

system the required task is not invalid even if it misses the deadline, rather determines 

the usefulness of the performed action depending on how much time has elapsed. In 

short, the tolerance of a soft real-time system is not close to or absolute zero. 
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2.2 OSI Model 

Before getting into more details regarding Ethernet and its place in the world of real-time 

systems, it is of utmost importance to discuss the Open System Interconnection model 

or more commonly known as the OSI model. OSI model is a network model that com-

prises seven layers. It set the tone for all the advancements in networking concepts [16]. 

It has helped in connecting different networks, lowered compatibility issues, and reduced 

the complex nature of networking devices. Each layer is independent of the other, which 

results in many different configurations and setups. It also means that all the layers share 

their responsibility.  

 

 The OSI Model [17] 

The physical layer is the first layer, it revolves around wires, antennas, connectors, and 

other tools required to connect to endpoints. The messages are delivered using the phys-

ical layers by means of voltage difference [16]. The data is transmitted in the form of a 

sequence of bits. The main concerns of this layer are dealing with the type of data, the 

direction of communication, the integrity of both the connection and the communication, 

along with establishing the range of data transfer. The most common standards for phys-

ical layers are V.35, RS-449, and RJ-45 EIA/TIA RS-232. 

The second layer in the architecture is the data link layer, it is the most interesting layer 

considering the type of research this thesis will be covering. This layer falls between the 

physical and network layer, so by default one of the main responsibilities of this layer is 
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to make sure there is smooth communication between both of them. The information is 

passed on in the form of frames. Each of them includes crucial information which is 

passed on from the network layer, which consists of the addresses of the sender and 

receiver, as well as data related to network topologies, physical addresses, error correc-

tion, and control information [16]. Receiving of data is ensured by using a cyclic redun-

dancy check mechanism, and retransmission is required if the codes do not match at the 

receiving end. However, it is also vulnerable to high-speed sending and low-speed re-

ceiving issues which should be kept in mind. High-level data link control, synchronous 

data link control, point-to-point, spanning tree protocol, and frame relay are well-known 

data link layer protocols 

Network, transport, session, and presentation layers are the next layers in the OSI 

model, but regarding this research study, these layers will not be discussed any further. 

The last layer in the model is the application layer, this layer is the farthest away from 

the hardware, whereas it holds great importance when discussing Ethernet as an option 

for communication in real-time systems. The application level is more software oriented 

and provides means to configure or use the network, it facilitates file transfer, email data, 

and file management. The application layer has many different protocols such as telnet, 

file transfer protocol, simple network management protocol, hypertext transport protocol, 

and many others [16]. 

The communication medium used for real-time systems can either be wired or wireless, 

this research is mostly based on wired communication protocols, due to their popularity 

in the domain [5], but some light will be shed on the wireless industrial protocols.  

2.3 Wireless Networking Protocols  

 

There has already been much work done to use available Wireless industrial networking 

protocols, yet it faces many challenges [4]. Different stages in the automation process 

have different tolerance levels, which means that some of the phases are susceptible to 

retransmission. There are three phases monitoring, closed-loop, and interlocking control, 

and all of them have their timing requirements. Monitoring is not affected much by losses 

and delays, however, closed-loop and interlock operations are sensitive. Safety, availa-

bility, latency, and retransmission are areas where delays in communication can have a 

significant impact.  

According to Jacob, R[3], wireless communication in real-time cyber-physical systems 

can be achieved by using a method called synchronous transmissions. Synchronous 
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transmission enables meeting the necessary time deadlines to fulfill real-time con-

straints. Regardless of whether it is a promising solution for the wireless industrial net-

working protocols, there are limited resources available to the cyber-physical system 

engineers which hinders the use of such protocols, as the engineers are not known to 

be experts in the wireless domain. There is a gap to be filled when it comes to the proof 

of concept of these systems, as the research work and the available documentation is 

insufficient. 

While there are protocols such as WirelessHART and ISA100.11a available to provide 

real-time guarantees for communication held between network interfaces [13], there is 

an issue with handling application schedules, as processes are considered periodic and 

there is no surety that message handling will be done within the time deadlines[3]. The 

solution to this problem lies in tackling shared resource schedules as well as using a co-

scheduler to provide energy-efficient and seamless switching between nodes. However, 

the research work is limited as one solution is asynchronous by nature which makes it 

not suitable for latency-sensitive applications, and the other option is not scalable as it 

requires detailed scheduling information that can be taxing on the devices as huge com-

putational power is needed to acquire the scheduling tables in the first place.  

 

2.4 Wired Networking Protocols 

The most common medium of communication in the industry is wired. There is a wide 

range of different protocols that are based on end-to-end connectivity using a wire. Ether-

net which is still the most dominant technology used in the industry [5], has been around 

for a while, with yearly growth showing an expected rise in use as far as the future is 

concerned. Ethernet can not be used alone in the industry as it is not a real-time com-

munication protocol, it has always been used with other technologies. This section will 

cover all the relevant wired protocols that are being used in the industry, and what will 

be their place in the near future.  

Fieldbus 

The research being done for this thesis study is mainly focused on the use of different 

Ethernet technologies in industrial automation, and the annual growth shows that the 

current and future most dominant industrial networking tool is industrial Ethernet [5]. 

However the fieldbuses still capture more than 25% of the market, and graphs show an 

increase in the total number of nodes connected to fieldbus. The idea of fieldbuses be-
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come famous in the late 1900s, with the advent of different medium access control pro-

tocols. The issue at the time was that Ethernet was not capable enough to provide de-

terminism, which was essential for real-time systems, and thus for industrial automation 

the gap was filled by fieldbuses [6]. This also became the reason that there was not one 

solution, every company and solution provider went with want seemed to be the best 

option for them.  

CAN protocol was created and released around 1986 by Bosch [7], keeping insight effi-

cient solutions for the automotive industry. The fieldbus was designed to provide a data 

rate between 20 kbps and 1Mbps and was further divided into multiple standards de-

pending on the range of speed. The protocol follows the concept of carrier sense multiple 

access. The bus setup allows the system to be in sync with all the nodes, due to the fact 

that the protocol is message based and not address-based [8]. CAN also have the ability 

to adapt if a faulty node is detected, and it keeps on delivering messages to fulfill real-

time requirements.  

As CAN was created keeping in mind the real-time messaging required in the vehicles 

and to limit the cabling issues that arose from the addition of micro-electronics, Profibus 

fieldbus was developed to be a generic solution, more focused on providing solutions in 

the automation industry [9]. Profibus does not use the same CSMA technique, rather it 

uses a token-based system, where the master issues a token that allows the nodes to 

use the bus for the transfer of information. The speed range of Profibus is from 9.6 kbps 

to 12Mbps which depends on the line length, it provides an option to connect 32 different 

nodes to a single bus, but repeaters can be used if the number of nodes is more than 

the maximum limit[10].  

Modbus was introduced by Modicon in the mid-1970s in order to support their program-

mable logic controllers by using master-slave configurations. Later it was converted to 

open protocol by the same organization. The master controls the communication among 

the slave, and the slaves can only reply to the request or write command generated by 

the master. Considering the ease of implementation and its simple nature the protocol 

has variants from multiple companies [11]. There are three main serial Modbus types 

Modbus RTU, Modbus ASCII, and Modbus Plus, the difference is more towards the en-

coding used for each of them, which means the structure of the message is almost the 

same. There is also another variation called Modbus TCP, which uses a client and server 

technique rather than the master-slave used by Modbus serial. Modbus TCP is deployed 

on Ethernet[12]. 
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Ethernet and Switched Ethernet 

IEEE 802.3 standard or better known as Ethernet was first released in 1985, as a me-

dium access control using CSMA collision detection [14].  The speed limit at that time 

was 10 MBps with bus topology operations. Soon after the standard was extended and 

new topologies as well as fiber optics cabling options were added. Later 802.3u and 

802.3x improved the protocol by an increase in data rates up to 100Mbps while support-

ing full duplex communication on both twisted cables and fiber optics. In 1998 802.3z 

further enhanced the speed up to 1000Mbps, the next significant change came in 2002 

with 802.3ae which pushed the data rates to 10Gbps. Currently, Ethernet technology is 

capable of achieving 400Gbps speeds[15].  

One of the main features of Ethernet is the availability of multiple topologies settings, 

which are usually not available for fieldbuses[18]. Ethernet technologies such as Profinet 

can be established in line, star, tree, or ring topology, whereas fieldbus uses line most of 

the time, there is also a possibility of star or tree, which are not common. Each of them 

has different advantages and disadvantages, however, this study will not focus on what 

they are. The different networking topologies can be seen in figure 2 [19]. 

 

 Network Topologies [19] 

 

The switching mechanism was not part of the Ethernet when it first came, initially the hub 

was a repeater, which was used to broadcast the message that is received at the input. 

On the contrary, the hub in switched Ethernet is a device that acts upon the information 

it is passed on. In this manner, the hub in switched Ethernet knows exactly where to 

send the message, and it does not broadcast a message, rather it is a point-to-point 
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communication. This mechanism lets the other idle devices communicate among them-

selves freely [24]. Switched Ethernet uses a full-duplex link, whereas the hub in Ethernet 

used a half-duplex link. With the addition of said features, switched Ethernet eliminated 

the problems caused by CSMA collision detection, as the occurrence of the collision was 

avoided altogether. The switch uses the store and forward technique when a packet ar-

rives at the switch it first checks if the line is idle, if it finds the line to be idle, it sends the 

packet to the destination. However, if the line is busy, it stores the packets in the buffer 

and after the line is idle again, it sends the frames. It also manages the scenario where 

multiple senders want to reach the same destination, so it buffers all the frames and 

sends them one by one[24].  

Ethernet has been widely using the IEEE 802.3 standard which uses common hardware 

with different plugs as well as multiple communication mediums. With performance 

higher than in typical fieldbuses, Ethernet works well with high-power systems [20]. Re-

gardless of all the positives of Ethernet, the classic version of the standard is not enough 

to satisfy the level of determinism that is required in a real-time system. CSMA collision 

detection mechanism does not guarantee the transfer of data without interruption, due 

to the possibility of data colliding, when both ends of the network are sending the data at 

the same time. Queuing packets on switches, packet losses due to buffer overflow 

caused by multiple senders trying to reach the same destination and other delays caused 

by packet losses on switches do not result in deterministic information transfer.  

The upper layers even worsen the case for Ethernet or the classic Ethernet. The user 

datagram protocol can make a case for real-time communication, given that it is capable 

to send independent packets, but due to no data ordering reliable communication is not 

possible. On the other hand, transmission control protocol helps in that manner that it 

can provide large data transfers, and also provides ordered delivery of data, however, 

the protocol is vulnerable to inconsistent transfer speeds. Issues such as error correction 

and overload control make transmission layer protocol a non-real-time-capable protocol 

[20]. This is where the concept of industrial Ethernet comes into play.  

Industrial Ethernet  

Considering all the shortcomings of Ethernet to deliver information in real-time, it is need-

less to say that the Ethernet standard 802.3 was not designed to ensure determinism 

[20]. As mentioned before, the Ethernet-based protocols also fail in this regard. Given 

the limitations in Ethernet, the OSI model layers provide enough room to adapt the Ether-

net standard and make it deterministic to a level that would satisfy the real-time commu-
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nication requirements. Virtual local area network standards are known to provide solu-

tions in the field of multimedia traffic by prioritizing the flow of data, this results in reduced 

jitter and 10 milliseconds delivery times [21][22]. A token-based approach is also pro-

posed [23], but a communication failure will result in retransmission from the last station 

to keep the system in check, otherwise, the communication fails. It uses a broadcast 

token message to keep the system in synchronization, which causes latency issues. As 

there is no single solution that makes Ethernet a reliable real-time communication me-

dium, vendors use different mechanisms to improve the situation. The question arises 

which real-time industrial Ethernet is capable and to what extent, does the system has a 

single point of failure, how scalable is the system, can the system dynamically adapt to 

changing topologies, and does it need special hardware. Usually, vendors have their 

own answers to such questions, which leads to variation in the industrial Ethernet solu-

tion that is available.  

 

 Industrial Ethernet categories [27][28] 

Real-time capabilities of industrial Ethernet can be divided into three different types, it is 

defined by the time taken for a cycle[25][26]. The first class is also referred to as soft 

real-time, the time cycle is scalable and it is approximately 100 milliseconds. The second 

class is a hard real-time where the time cycle is between 1 and 10 milliseconds. Finally, 

the last class is isochronous real-time, the time cycle for this type is 250 microseconds 

to 1 millisecond and the jitter is less than 1 microsecond. Industrial Ethernet categoriza-

tion based on software and hardware requirements for a device is shown in figure 3. 

Category A uses the same TCP/UDP and IP at the network layer scheme with standard 
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Ethernet for real-time and other information technology services. Category B uses a sim-

ilar scheme at the medium access layer with standard Ethernet switches and controllers, 

but it uses a different protocol to send real-time information from Ethernet. The last cat-

egory uses a special real-time-based Ethernet controller and switches mechanism along 

with a special protocol to transfer real-time information from Ethernet [20]. The class of 

a system relates to the time requirements whereas the category defines what changes 

to the Ethernet technology are required if any. Vendors have developed solutions that 

fall into different categories, so the next objective is to discuss how solutions differ from 

each other and what can they achieve.  

Industrial Ethernet Technologies 

Modbus-TCP was introduced for soft real-time systems, which refers to first class. It uses 

standard Ethernet as well as TCP/IP scheme on the network and transport layer. Such 

configurations make it a category A system. Modbus-TCP is implemented on the appli-

cation layer, which makes it a flexible solution as it can be deployed on many communi-

cation systems. TCP port number 502 is used for the transfer of information[29], it can 

also be controlled using a remote setup. The devices use a client-server setup, and there 

is no limit to the number of devices that can be connected.  

Ethernet Powerlink also follows the scheme used in Modbus-TCP for real-time commu-

nication, it relies on Ethernet switches and controllers, as it is a software-based solution 

if category B metrics are needed. For isochronous real-time systems [27], hardware 

changes are required for the Ethernet Powerlink protocol. It uses a master-slave setup, 

and the master is the key in this configuration as it permits the slaves to send the infor-

mation in a particular cycle. The protocol uses an 8-bit addressing mechanism for the 

connected devices which limits the number of active connections.  

EtherCAT has recently seen growth in industrial networking, with 11% of the total market 

share [5]. It was introduced by Beckhoff Automation and standardized under IEC 61158. 

Both soft and hard real-time applications can be implemented using this solution. It fo-

cuses on providing time cycles of less than 100 microseconds and jittering as low as 1 

microsecond to achieve synchronization. EtherCAT functions in a manner where a tele-

gram is generated from the EtherCAT master which is sent to all the slave devices. In 

fact, the single telegram is passed on to all the nodes. Every slave device in the system 

reads the information pertaining to it and adds its information to the packet and passes 

the packet to the next node. The last node in the scheme is identified when it finds an 

open port, by using a full-duplex mechanism the information is passed back to the mas-

ter. In this protocol, the EtherCAT master is the only node that can initiate the frames, 
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which results in predictability and real-time guarantees. The implementation is based on 

Ethernet, therefore master devices can be deployed on any system with Ethernet. The 

slave devices use a hardware-based EtherCAT slave controller removing the unpredict-

ability of the network. It supports tree, star, line, and daisy-chain topologies, along with 

65,656 devices that can be connected to a single EtherCAT segment[30]. 

CC link IE field is a protocol developed by Mitsubishi Electric, and it is capable of provid-

ing a real-time class 2 [20]. It is equipped with a 1 Gbps communication speed. The 

maximum amount of stations that can be connected is 254 and the device addresses are 

between 1 and 254. The scheme supports line, star, and ring topologies, as well as the 

distance constraint from station to station is 100m.  It uses a master-slave setup as do 

most Industrial Ethernet networks. The flow of data, states of all in and out, and initiali-

zation of the whole system are managed by the master device. The master is limited in 

memory and in terms of bits the amount is 32768 or 16384 in words. The token-passing 

technique is used to transmit data cyclically [31]. Only the device given the token from 

the master can send packets, that is started by the master and then passed on to other 

devices. A special Mitsubishi chip or seamless message protocol changes are needed 

to use CC-link IE Field. 

Common Industrial Protocol forms the bases of Ethernet/Industrial Protocol or Ether-

net/IP, and it is placed on top of the networking and transport layer [32], which makes it 

a category A type of industrial Ethernet solution. It uses TCP/Internet Protocol or TCP/IP 

to encapsulate explicit messages and UDP/IP for input and output messages. This fea-

ture makes it easier for other devices to communicate as TCP/IP and UDP/IP are found 

in many applications [32]. The amount of devices that can be connected to the system 

while using Ethernet/IP is not given. But this is not actually the case, as in order to 

achieve isochronous real-time device limitations are a necessity[20], and hardware-

based switches with IEEE 1588 support are also required. Multicasting and broadcasting 

features at routers are a must, but there are currently no standards or configurations 

available to implement them [20].   

Profinet is one of the most used industrial automation standards [33]. Its system uses a 

cyclic communication mechanism, and it consists of many phases. It starts every cycle 

with the transmission of isochronous real-time frames, which are basically configured 

when the network is being installed [20]. Isochronous real-time frames are scheduled 

with precision on devices using synchronized time clocks, with the help of a master. The 

routing takes place with the help of switches, and it does not depend on medium access 

layer addressing rather it relies on transmission time. As a result, communication is not 

possible without special switches or Profinet switches in this case. This phase is followed 
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by a real-time communication phase and the last part is for not real-time related infor-

mation transfer [20].    

Comparison Between Industrial Ethernet Technologies 

Industrial Ethernet systems tend to follow the master-slave scheme, as well as shared 

memory solutions which are the controlling entity in the network. In order to achieve 

isochronous real-time capabilities, the master device in the system requires a token or 

polling technique to recognize and allocate appropriate time slots to the new devices, 

which results in the master device limiting the overall performance and reliability of the 

system. Given the limitations, it still requires expensive hardware. Industrial Ethernet has 

not yet reached the stage where devices can communicate autonomously without the 

help of a master device. All of the solutions mentioned above provide real-time commu-

nication in the form of small frames or packets and do not support large data trans-

fers[20]. 

Famous industrial Ethernet systems comparisons where two different bandwidths of 

100Mbps and 1Gbps were tested on a linear topology [34]. The two payloads used were 

16 bytes and 100 bytes. The latencies were assumed to be as shown in Figure 4. The 

propagation delay was 50 nanoseconds and the distance was 10 meters between the 

devices. The result was measured in a minimum number of cycle times per millisecond 

with respect to slave devices with constant payload and Modbus-TCP was found to be 

the worst. It was also noted that with a small payload, the best results were achieved by 

EtherCAT while using FastEthernet mode. Ethernet/IP and Profinet results on 100Mbps 

and 1Gbps were drastically different. However, it is safe to say that all the systems were 

able to achieve communication with 60 slaves in less than 1 millisecond cycle time, ex-

cept FastEthernet mode and Modbus-TCP[34]. The change in payload did not reflect 

much information. 

 

 Latency Comparison of Industrial Ethernet Systems[34] 
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2.5 Time Sensitive Network  

Time Sensitive network or TSN development is done under IEEE 802.1 task group, it 

contains all the work related to the standard and the extension or amendments to the 

original scripts. The concept of TSN is to support time-sensitive information and to add 

determinism to IEEE 802 technologies, which involves the transfer of information within 

the latency requirements. TSN targets time synchronization, high reliability, low latency, 

and resource management. All these objectives are carried out with different standards, 

and most of them fulfill more than one purpose [35]. The standards will be discussed in 

more detail in this section. 

 

 TSN Standards [35] 

With the time synchronization feature all the host machines and nodes on the network 

are able to synchronize the clocks as accurately as 1 to 10 microseconds. Precision Time 

Protocol can help achieve this goal, which is based on IEEE 1588. Losses due to buffer 

overflow at the nodes are one of the most common causes of packet drops. TSN deals 

with network congestion, by delivering information at such a speed that eliminates the 

possibility of losses. TSN flows also guarantee a worst-case scenario latency for the 

transfer of information [36]. A duplication mechanism is used by TSN to add reliability to 
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the communication. Duplication of sequenced data packets is done at the origin and then 

sent through multiple paths. When the packets reach their destination the copies of the 

packets are then discarded. TSN has many use cases such as automation, audio and 

video streaming, automotive applications, and many others [36].  

Time Synchronization 

Time synchronization is of vital importance when considering professional audio and 

video setups, and automotive or time-sensitive automation. As the risk of losing commu-

nication links is fatal in such cases, the system should still be active in case the 

grandmaster or link is lost [37]. The two most interesting standards are 802.1AS-2011 

and 802.1AS-Rev both published by IEEE. The first standard is one of the 802.1 Audio 

Video Bridging standards, which deals with audio and video. It also contains a Precision 

Time Protocol profile, that adds sharing of time-related information such as synchronized 

time, selection of source, phase, and frequency irregularity notifications. With the help of 

IEEE 802.1AS-2011-time synchronization between the nodes is precise. While having a 

time reference accuracy of less than 1 microsecond, the recovery mechanism takes time 

and causes time jumps when an active grandmaster is lost. Given the importance of this 

protocol, it will be discussed in more detail in this section. 

 

 

 Key Features of TSN [35] 
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Low Latency  

AVB and TSN have improved conventional Ethernet networks by adding determinism 

and guaranteed message delivery functionality. AVB includes the standard which is re-

lated to queuing and forwarding messages to ensure the timely transfer of information. 

Forwarding and Queuing Enhancement for time-sensitive streams the IEEE 802.1 Qav 

standard provides the real-time guarantee even if the network stations are not globally 

in synchronization. IEEE 802.1Qbv and Qbu are TSN standards that further increase its 

ability to transfer real-time data. With the schedule-based communication approach of 

802.1 Qbv, the necessity to synchronize and the time needed to decide which packet to 

send next is saved [35]. On the other hand, 802.1 Qbu uses a pre-emption-based tech-

nique, which prioritizes real-time communication over non-time critical information. 

These two standards are the most relevant standards related to this thesis study, so 

these will be discussed further in this section. 

Reliability  

With all the similarities between AVB and TSN, the high reliability of packet transmission 

sets them apart. These applications are usually very sensitive in nature and loss of com-

munication results in disasters, for example, automotive vehicles. The flow of communi-

cation between the nodes within the network cannot be exposed at any cost, and error 

detection and reporting are equally important. A delay or loss of any information may 

cause an accident or even worse. For this reason, multiple TSN standards are published, 

with each of the standards bringing different attributes. Duplication of information, de-

tecting irregularities in stream flows, reserving bandwidth, and path control [35]. Frame 

Replication and Elimination for reliability standard IEEE 802.1CB uses the duplication 

technique, to send copies of the same data using different paths. The duplication is then 

removed before or at reaching the destination. This helps the data to reach the destina-

tion with less chance of loss of information. The protocol can send data with sequence 

numbers as well as add identities to different streams. Path control and reservation 

standard also known as IEEE 802.1Qca is another protocol that adds reliability to the 

communication system. It is basically an extended version of an intermediate-system-to-

intermediate-system, that can provide forwarding paths with explicit controls. Other than 

that, it supports bandwidth reservation features. Another TSN standard is Per-Stream 

Filtering and Policing, the 802.1Qci. Stream misbehavior can be detected using this pro-

tocol, and further actions can then be taken accordingly [35]. These protocols are not of 

interest considering this thesis, so we will leave the discussion here.  
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Resource Management  

Determinism in multiple TSN standards is achieved by resource management and band-

width or resource reservation. IEEE 802.1 Qat Stream reservation protocol uses a mech-

anism where it limits the TSN flows by accounting for maximum packet size as well as 

transmitted packets for a given interval. By using this technique, the network resource is 

made available for all types of traffic. Queues, buffers, and other networking resources 

can be reserved or registered. This means the quality of service can be managed be-

tween endpoints, which enables real-time guarantees for latency and bandwidth. 

802.1Qcc stream reservation protocol enhancement and performance improvement 

standard which is an extension of 802.1Qat targeting the industrial and professional mar-

ket by adding stream configuration support. The last standard under discussion for re-

source management is IEEE 802.1CS link local registration protocol which is an improve-

ment on the 802.1Q multiple registration protocol. These protocols make copies of data-

bases in order to use the whole network for the distribution of information. However, 

802.1Q tends to slow down the system when the size increases from 1500 bytes data-

bases whereas 802.1CS can handle databases of size 1 megabyte which is almost 700 

times more. These protocols are also not important given the scope of this research 

study.  

2.6 IEEE 802.1 AS Clock Synchronization  

The grandmaster is the reference time or master clock for all the other nodes and devices 

in the system. The selection of the grandmaster is done using an algorithm, the best 

master algorithm is capable of selecting a device as grandmaster device among many 

possible options. The next step is to allocate every node its specific states, which can be 

passive, slave, or master. This is achieved by the spanning tree synchronization mech-

anism within the network. If any of the devices were to be not used or disabled at any 

point, the state of the device can be set to disable. A device can be a master and a slave 

to another device, if the device is neither of them it is connected as passive. Moreover, 

these devices have end-to-end connections with other devices, so if one port is master 

the other device connected to the same port should be a slave and vice versa.  

With the AS revision addition, the protocol can configure grandmaster as well as span-

ning tree synchronization multiple times to make the system more fault tolerant. Another 

feature was added, where the spanning tree synchronization can be established without 

using the best master algorithm [35]. Once the spanning tree synchronization is done, 

the next step is to periodically send fsync starting from the grandmaster. The fsync mes-

sage is sent to all the devices where the grandmaster’s port state is master. When this 
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message is received at the slave device, it notes the timestamp and initiates the fysnc to 

all the ports where this device state was set to master, the same steps are repeated until 

the spanning tree hierarchy reaches the end node. Then another message is generated 

by the grandmaster which is ffulp. The message is passed on to the spanning tree in the 

same manner as the fsync frame.  Ffulp contains the origin timestamp when the first 

fsync message was generated by the grandmaster. The devices can synchronize time 

by keeping track of residence time, which is the device's fsync transmission timestamp 

minus the receiving timestamp. Furthermore, the standard adds two additional features, 

the first one is to keep track of latencies of the network link and the second is to calculate 

the clock drifts among the neighbors to normalize the value of time used in the ffulp 

message. 

The performance analysis of the standard depends heavily on its ability to synchronize 

the clock with the system. This starts to become an issue once industrial applications are 

considered on a large scale. Simulations have shown that physical parameters can affect 

the system’s time synchronization abilities [38]. The protocol is also susceptible to a se-

curity attack, which hinders its performance as a result. Although most of the attacks can 

be prevented using encryption cybersecurity techniques, there is still a threat when the 

attacker uses a delay attack. By using this mechanism, the forwarding of fsync and ffulp 

through the spanning tree is compromised [35].  

Algorithms used for clock synchronization are passed through different assessments, to 

make sure that they are tolerant to the device and connection failures. These can be 

either software or hardware. The standard does not define how to establish a system by 

assuming a given failure is tolerated, as well as it does not provide a mechanism for 

whole system reset or local clock synchronizations in startup phases. Nevertheless, pro-

tocols such as SAE AS6802 known to be failure tolerant can be used on top of IEEE 

802.1Asrev. 

2.7 IEEE 802.1 Qbv Schedule-Driven Communication 

In time-triggered communication, the information is transferred in a scheduled format, 

with the help of synchronized clocks. Communication in Time triggered is done by esti-

mation of a schedule that provides the information to the network nodes when to send, 

and what to send. This is communicated to the devices in the network during the config-

uration phase, whereas the scheduling function handles the execution of the schedule in 

the devices [35]. There are many standards and protocols based on time-triggered com-

munication such as Profinet, Time-Triggered Ethernet, Flexible Time-Triggered Ethernet, 
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Time-Triggered Protocol, and FlexRay. 802.1Qbv is the time-triggered standard for TSN 

[35].  

802.1Qbv does not exactly operate as time triggered when it comes to scheduling of 

frames, rather it schedules the deactivation and activation of the queues. These queues 

can be transmitted queues related to end stations or traffic class queues for bridges. This 

is made possible by using a gate for each queue to manage the deactivation and activa-

tion process. Activation of the queue requires the gate to be in the open state and simi-

larly, the gate is to be in the closed state in order to deactivate the queue. The transfer 

process selects the frames that are from active queues at the bridge ports, and the same 

process is followed at the end stations as well. However, the frame transmission at the 

end stations is assumed to be scheduled, as the end stations' communication is not 

available to the system [35].  

 

 Gate Control List and Queue [44] 

The main entity in this mechanism is the control list known as the gate control list, which 

holds all the data regarding states, classes, ports, and the time at which to send the 

information. Any entry in the list has a time value that indicates when to send the frames, 

a parameter to set the initiating bridge, the traffic queue that will be used, and finally the 

receiving end station. The most critical point is that the closing of the gate for a given 

queue is done way before the next traffic queue gates are opened with the help of a 

guardband. This makes sure that transmission of information from the early queue is 

completed before the gate is closed, as well as guarantees that the next traffic queue 

frames can be sent as soon as the gate opens as there will be no delay from earlier 
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communication [35]. Long-duration wait or protected transmission window can be imple-

mented by waiting for the time it takes to send the maximum-sized message for a given 

queue, which means the wait time is always using the worst-case scenario. The other 

approach for this can be to dynamically adjust the time depending on the size of the 

frames. The hold and release feature of 802.1Qbv can be used when frame preemption 

is needed. 

When there are synchronized as well as not synchronized end stations in the system. In 

this case, if both the end stations have data to send at the same time, the synchronized 

end station will send the information, which is correct. However, if the unsynchronized 

end stations have queued the data slightly earlier than the synchronized one, the syn-

chronized one will have to wait. As a result, time-critical information is lost due to unsyn-

chronized data. This type of issue is solved using the Qbv standard, where the gate 

control list can allocate class priorities to different traffic queues.  

Although the mechanism of the standard is easy to understand, making a gate control 

list on the other hand is a challenging task. There are different approaches when it comes 

to scheduling communication, by using specialized search algorithms or tools such as 

integer linear programming that are considered general purpose. It is a field of research, 

and some of the algorithms can be used for 802.1Qbv. 

2.8 IEEE 802.1 Qbu Frame Preemption  

This standard provides a mechanism to suspend the transmission of less critical frames 

in order to send more critical frames for bridges and end stations in a network. It also 

has the functionality to resume the less critical frame transmission once the more critical 

data is sent. This standard is linked with the Specification and management parameter 

for interspersing express traffic standard  802.3br. 802.3br has two different medium 

access control interfaces, pMAC and eMAC [35]. However, there is another option where 

both preemptable and express media access control can be attached to a single physical 

layer, this is also called the merge sublayer. It has the ability to provide a frame preemp-

tion feature as required in 802.1Qbu. This merge sublayer can block the preemptable 

data over the express traffic in two different ways, either by interruption or by completely 

stopping the transmission of preemptable traffic [35]. 

The interruption method has two conditions, the first one is that at least 60 octets of the 

initiated frame are sent. The other is that there are a minimum of 64 octets left which are 

yet to be sent, this also includes the cyclic redundancy check part of the frame. The 

choice can be 0, 64, 128, or 192 but 64 is the common packet size. The small packet of 
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the frame each carries a cyclic redundancy check specific to the packet in order to rear-

range the frame at the receiver, except the last packet which holds the 4 octet value of 

media access control that was preempted [35].  

The second method where preemptable traffic can completely be stopped is achieved 

by a primitive interface introduced by 802.3br, known as the media access control service 

interface. The primitive can have either hold or release, the preemptable traffic is held at 

the merge sublayer, or the preemptable traffic is allowed when there is no express traffic 

respectively [35]. The hold and release feature helps in reduced latency for express traf-

fic. With the conditions mentioned above, there are only two cases, one where preempt-

able traffic is allowed and the other where it is blocked. In the first scenario, if express 

and preemptable traffic both have a packet lined up to be sent, and there is no ongoing 

transmission then express traffic is sent. However, in the other case if preemptable traffic 

is allowed and it is currently being transmitted then the express traffic will have to wait 

for the completion of the transmission of preemptable traffic before it can start transfer-

ring frames. This is another additional constraint on preemptable traffic, that should be 

agreed upon on both ends, otherwise, it is not possible. 

 

 Frame Preemption simplified view [45] 

802.3br introduces the frame preemption features in the 802.1Q TSN standards. The 

traffic queue of any port in any end station or bridge is allocated a status value regarding 

its preemption. This value can either be express or preemptable, and it is stored in a 

table within the same bridge or end station [35]. eMAC transmits expressed traffic and 

pMAC sends preemptable traffic. The preemption status of all similar traffic queues has 

equal priority. Change to the status value of preemption is possible, but it can only be 

done by the management.  
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Frame preemption helps transmit the information which is critical for the operation of the 

system, as it hinders the non-sensitive instead. The advantage of sending express data 

over preemptable has great value considering a low-speed system, whereas this is sig-

nificantly less important considering a high-speed network [35]. At times express traffic 

from different traffic queues can cause latency in the transmission of express traffic. For 

this reason, scheduling along with preemption seems to be the best solution [35]. The 

preemptable traffic is usually sent on a gate that is open always, in this manner, the delay 

between for next express traffic frame is almost 124 octets. If the given time delay is still 

not enough for the system, the Qbv standard additionally contains set and hold media 

access control or set and release media access control gates. These gates are schedul-

ing information considering the synchronized time of opening and closing of gates. By 

scheduling set and hold media access control gate 124 octets before express traffic 

gates open can fix the issue, and there will be no delay in the transmission of time-

sensitive information. 
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3. EVALUATION PROCESS 

The purpose of this chapter is to establish a testing setup that will be used to evaluate 

the practical limitations of classic Ethernet and how TSN compares with it. A combination 

of electrical and networking components will be selected and reasoning will be provided 

for the selection of the specific device. Moreover, this chapter will explain the testing 

environment that will be run once for Ethernet and then for different TSN standards. 

3.1 Evaluation Setup 

The network defined in Figure 9 consists of two NXP LS1028ARDB boards, one internet 

protocol camera, a server or computer, and most importantly a WRM 247+ device which 

is a proprietary Wapice Oy product. The network is connected in such a way that one 

LS1028ARDB board is connected with devices that are generating information. One is 

an IP camera that generates video stream which is a typical industrial as well as network 

device. Then there is a WRM 247+ board that collects information from the onboard or 

external sensors or actuators and forwards this information to a specific HTTP server, 

which also gives the impression of a device generally used in an industrial environment. 

 

 The setup used to compare Ethernet and TSN 
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This the second LS1028ARDB board is connected to another LS1028ARDB board or 

the first board and the communication between them can be varied between Ethernet or 

TSN, better explanation will be given when the configuration and features of the compo-

nents will be discussed later in this chapter. The first board is then connected to a server 

or computer, this again is a pretty common configuration considering the network settings 

used in industry. 

3.2 Network Components  

The network components used in this setup have great significance considering Wapice 

Oy’s industrial’s interests. As it can be seen that only a few devices are connected in the 

whole network, which is atypical of an industrial network where there are 100s of nodes. 

Creating a network equivalent to or similar to those in the industry is not a viable option 

for this thesis topic. Also, it is a comparison-based thesis, so a small setup has many 

advantages such as easier debugging, packet sniffing, and configuration changes. So 

the components were selected after discussing things over great length especially the 

choice for a device that generates or transmits information periodically, and finally the 

WRM 247+ a Wapice Oy based device was selected.  

3.3 LS1028ARDB Board 

This is by far the most important component of the network. The setup consists of two of 

these boards. Both of them serve different purposes. One is connected to the server and 

the other is used as a connection to actuators and sensors. These boards are developed 

by NXP semiconductors. They target industry 4.0 as well as provide TSN to enable de-

terministic and effective flow of industrial and information traffic. It is equipped with high 

tolerance components with support up to 125 degrees of junction temperature and a 15 

years guarantee which sits well with the industrial requirements.  

The board provides four RJ45 switches which also support TSN. This feature is the most 

interesting for the research at hand. These switches are configurable through software. 

LS1028ARDB can be configured with proprietary commands available in the layerscape 

software development kit embedded in Linux operating systems via the terminal which 

is accessible through the UART port. The board also provides different Linux builds as 

well as custom builds to configure your board accordingly. These custom or prebuilds 

can be installed on a USB or SD card and then can be connected to USB A type con-

nector.  
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The board has many other features but it is out of the scope of this thesis so next the 

configuration of the board will be discussed. To operate the board as shown in Figure 9, 

the latest firmware update was required. It was done by downloading the latest firmware 

available on the next website, then the firmware is burned or installed on the SD card 

using the DD tool and flex-build library. The next step was to customize the Linux kernel 

and Ubuntu mainland build to support TSN features which are not supported on the de-

fault kernel and Linux build. 

 

 Block Diagram of LS1028ARDB board [40] 

After these setting the device is booted using these builds and the tsntool library is now 

packed in the Ubuntu mainland, along with TSN felix switch settings enabled in the Linux 

kernel. To perform all these configurations layerscape software development kit user 

guide is used. 

3.4 IP Camera  

The choice of camera was the easiest decision to make, as there were several cameras 

that could have been selected. So, it was decided to use one of the cameras that were 

not difficult to set up. A Dahua IP camera was selected, which provides a web interface 

with secure login and H.265 coding which provides high-definition video output as well 

as high compression and low bit rate [41]. It can be powered by a direct current 12V 

constant power and it can be connected to the LS1028ARDB board using an Ethernet 

cable. Along with all the features it can operate from -30 degrees to 50 degrees Celsius 
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and is graded Ingress Protection 67 which makes it a suitable camera for domestic or 

industrial use. The camera uses HTTP, TCP, or UDP communication protocols to trans-

fer information and it can use either IPv4 or IPv6.  

3.5 WRM 247+ 

WRM 247+ is a Wapice proprietary device that can be configured for different industrial 

purposes. It has an ARM cortex A5 process with 256MB of random access memory and 

flash memory. It runs real-time Linux with wired and wireless connectivity. It comes with 

two Ethernet and CAN ports. Cellular, wireless local area networks and position chips 

such as Global Positioning System and GLONASS are all available. It can be used 

standalone without any other Wapice Oy products, as the customization is flexible. It 

provides management, control, and measurement services. Other than the built-in posi-

tion chip, accelerometer, and temperature sensor, different analog and digital inputs can 

be connected.  

 

 Wapice Oy WRM 247+ Device [42] 

The selection of this device has many advantages considering it has many use cases 

and most importantly it is a Wapice Oy device. It can collect data from the sensors or 

actuators and then forward it to the HTTP server using any of the wired or wireless con-

nections available. For this thesis, an Ethernet connection will be used which will directly 

be connected to the second LS1028ARDB board. Moreover, the board has an operating 

temperature of -30 to 60 degree Celsius with an ingress protection rated as class 65 

making it appropriate for industrial use.  
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3.6 Server or Computer 

This component of the setup was added in the end, it works as an endpoint to the whole 

system. It can be seen as a cloud device or server or any other storage device. For this 

same reason, the requirements for it were not strict. In the network shown in Figure 9, a 

simple Windows machine is being used. The machine is running Windows 10, and there 

were no special reasons to select it, it is just for convenience. Also, Windows gives an 

advantage that the whole thing can be moved on to Linux, where Linux would be a virtual 

machine running on a Windows client. During the whole process, this server or machine 

will be connected using the Ethernet connector.  

The machine not only served as an endpoint or storage device, rather it was used to 

display the video stream coming from the IP camera. The WRM 247+ device was also 

forced to send the data to the IP of this machine. In this manner, the endpoint for all the 

data in the system was this machine, so a simple packet sniffing tool was a great way to 

visualize how different configurations affected the system. The IP camera stream was 

available through a web interface. Whereas, an HTTP server was created to receive 

HTTP packets sent from the WRM 247+ device. 

3.7 Linux Tools 

There were several Linux tools used during the whole implementation of the thesis, but 

there are a few that need to be discussed considering the research topic. Therefore, a 

brief introduction to the tools and their usage is necessary. To keep the list small, redun-

dant tools such as installing, deleting, text editors, searching, directory lists, permissions, 

partitioning, and other such tools are not included. 

Ethtool is a complicated tool, which options to configure network to a great extent. How-

ever, the use was limited for the research topic. The command was used to check the 

traffic class settings. Ethtool was used to view statistical values of packet that were  trans-

mitted and received on different interfaces of switches on the LS1028ARDB boards on 

almost all the test cases. 

Iperf is a Linux tool that is used to test TCP or UDP connection and speed limits over a 

wired or wireless interface. There are multiple packages against iperf, the latest being 

iperf 3. However, the most common commands and utility used for testing is from iperf 

2. For the research under discussion, it does not matter which package is being used. 

Using it is relatively simple, it requires at least two nodes or computers. One is made 

server whereas the other is the client, and once the server is up and running the client 

just needs to connect using the terminal command. The most impressive feature of iperf 
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is that it works as best-effort traffic and it tries to send as many packets as it can, which 

makes it a great tool to test TSN tools Table 1 below shows the commands that are 

required for this thesis. 

 

Command Options Usage 

Iperf -s Creates a server on the system, uses default port 5001, and 

uses TCP communication 

iperf -s –p  Creates an iperf server on the specific port, but the same 

should be used on the client side as well 

Iperf -s -u Creates a server that uses UDP instead of TCP 

Iperf -c (server IP) Creates an iperf client and tries to connect to the server IP 

mentioned in the command 

 Iperf 2.0 commands [46] 

SSH is one of the most powerful and useful tools when it comes to communicating over 

an insecure channel to make sure that the transfer of information is protected using en-

cryption and keys. It can be used with the help of clients such as Putty or OpenSSH, 

however, for this research, the Windows command prompt was used [47]. SSH was used 

to configure the WRM247+ device, as it runs an embedded Linux operating system, 

which implies that there is no display or graphics interface. To counter this issue a Win-

dows device was used to connect to the Linux system using the SSH commands on the 

Windows command prompt. The whole network is a closed network with no connectivity 

to the other world, and due to the simplicity of the setup to compare the OSI model layer 

2 technologies a simple build was used for WRM247+. This build does not require a 

secure connection or exchange of keys as a normal SSH connection would require. How-

ever, the SSH application is still running on Linux, so an insecure link to the device was 

still possible. The root@IP (IP address of WRM247+ device) command would suffice in 

this case. 

There is a Linux kernel feature known as traffic control, which has the power to organize 

the transfer of information in the form of different priorities. The mean feature of TC is to 

shape data in such a way that the traffic is controlled for example by limiting the data 

rate, it can also add policies which will mean applying checks on the type of packets or 

the network features such as ports or IP addresses. TC can also control the scheduling 

and dropping of packets to use the bandwidth accordingly. TC rules are applied based 
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on ingress or egress, in other words, they are related to incoming or outgoing packets 

respectively. The TC tool is a complex tool and comes with a number of features, where 

many of which are outside the scope of this research. For this reason, only the com-

mands that are related will be discussed. The three main objects in TC are filter, qdisc, 

and class, for this topic only qdisc and filter are useful. Qdisc is basically a queueing 

scheme, it is set on a network interface. When the Linux kernel sends the packet to the 

network interface it is the first queue on the qdisc set for the specific interface.  

 TC commands [48] 

 

As for the filters, they are linked with the qdisc and cannot be implemented separately. 

Filters object has multiple options where it can further segregate the data for example 

route, flow, control group, syntax-based check, and other options. TC commands used 

for the research purpose are as mentioned in Table 2 

Tsntool is a tool used to set the TSN features in the LS1028ARDB board. It can be in-

stalled separately using the flex-builder tool or a root image can be downloaded from the 

NXP servers which already contain the tsntool and related packages. There is not much 

documentation available for it, which is understandable given that the command is simple 

and easy to use. The TSN-capable switches on the LS1028ARDB can be configured to 

Object and Options Usage 

tc qdisc add/change/replace/link/delete Type of operation to be performed on the 

qdisc 

dev (interface) Takes the interface name 

Tc filter add/change/delete/replace/get An operation to be performed on the filter 

protocol (protocol) Protocol number, e.g ICMP is 1  

prio Priority number 

Filter type  e.g u32, route, flow 

Traffic type  egress or ingress 

Action Skbedit(only one used) to set the priority 

number for the type of data 
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use IEEE 802.1 Qbv or IEEE 802.1 Qbu standards. The commands for this tool are 

mentioned in Table 3.  

Command Usage 

tsntool To enter tsntool configuration mode in the Linux terminal 

qbvset --device (in-

terface) --entryfile 

(xyz.txt) 

This command sets IEEE 802.1 Qbv values. The first argument 

takes the interface on which the TSN standard is to be activated. 

The second argument sets the gate control list, which governs 

the flow of different priority queues on the set times. 

Contents of an entryfile can be as shown 

t1 11111110b 5000 

t1 is just the name of the entry, the second parameter defines 

which traffic classes are allowed, whereas the third value is the 

duration allowed in nanoseconds 

qbuset --device 

(interface)  

--preemptable 

(value) 

To set IEEE 802.1 Qbu values this command is used. Preempt-

able parameter set what class of traffic is preemptable and which 

class is express. 

The value of preemptable can be e.g. 0xfd where each value 

corresponds to a traffic class combination. 

 Tsntool Commands [43] 

3.8 Network Configuration 

After the selection of the components, the next step was to apply the configurations for 

each of them. As mentioned in 3.3 the default firmware and Linux build were not suitable 

to run TSN features. So, the following steps were performed to get the LS1028ARDB in 

working condition  

1. Downloading and installing the latest firmware from the NXP website 

2. Installing the flex-builder tool provided by NXP on a host Linux machine from NXP 

website 

3. Downloading Linux boot and root files, along with different version images like 

Ubuntu mainland or Lite 

4. Editing Linux kernel using the flex-installer to include TSN feature config options 
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5. Creating Linux boot and root images using the flex-builder 

6. Installing the firmware, boot, and root images on the USB stick using the flex-

builder tool 

7. Connecting the USB device to the LS1028ARDB board and booting the system 

from the USB drive 

After performing all the above-mentioned steps the LS1028ARDB boards are now using 

the customized kernel and a Ubuntu mainland 20.04.2 build. This build provides the tsn-

tool library which was used to test the different standards, the changes and the reasoning 

behind them will be discussed in detail in the next chapter. 

 

 Visualization of Ethernet switches when in bridge mode[43] 

The NXP board provides multiple runtime usage options, the most relevant ones are 

single port mode, bridge mode, and gateway mode. The single port mode initializes all 

the ports as independent nodes, but OSI model layer 2 packet forwarding is not enabled, 

as all the traffic received on the individual nodes is sent to the processor directly. How-

ever, the need for this network is to have data link layer packet forwarding as a default 

so the bridge configuration seemed to be the best match.  

Steps required to configure the LS1028ARDB board in bridge mode 

1. Enabling eno2 interface  

2. Enabling all the required ports or interfaces, for example, swp0,swp1  
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3. Creating a bridge and moving the ports under the bridge, making the bridge mas-

ter of the ports 

4. Giving bridge IP and enabling bridge interface. 

192.168.1.0/24 network address was used for this project. This means that the default 

routing was done through 192.168.1.1/24. The IP address allocated to the IP camera 

was 192.168.1.11/24, similarly, the IP address for the server was 192.168.1.10/24. There 

were no hard and fast rules, the IP addresses were allocated randomly, however, they 

were kept static for ease of configuration and debugging. Also, note that the server ad-

dress is the exact address that will be written in the WRM 247+ device. 

 

 LS1028ARDB board network configurations 

After performing these steps both the boards are now up and running, and all the devices 

connected to the boards can reach each other on a small internet. The next devices to 

configure are the IP camera, WRM 247+, and the server. WRM 247+ device continuously 

produces information that is transferred to the HTTP server address set in its configura-

tion.xml file.  

 

 WRM247+ REST server change 

 

This value can vary as the devices come with the default IP address or domain name to 

send the information. The XML file was edited by remote access as the ssh application 

is already running on the device. The next part was to give the server an IP address, the 
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process can be different for various operating systems, however, the testing was per-

formed on a Windows machine. The camera device can either take a dynamic IP address 

or a static IP address that can be configured for it.  

 

 IP Camera network settings 

 

 IP Camera port settings 

For simplicity, a static IP was allocated when setting up the camera device in the initial 

steps. The port and addresses are set manually, and they serve the purpose that the 

communication can be held without any issues. Also, note that the arp and ping option 

is selected to make sure that the device can be visible if the stream is not working. The 

RTSP port is being set, which was used for debugging purposes. This protocol can be 
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used to stream the data, but a small delay was noticed, and as it is not the main goal of 

the research the issue was not further investigated. The IP and port settings can be 

changed from the web interface as well.  

Now that all the devices are configured, the devices are now connected to different in-

terfaces of the LS1028ARDB boards. To connect the network as shown in Figure 9, the 

swp0 and swp1 interface of the first board will be used. Similarly, swp0,swp1 and swp2 

interfaces of second boards will be used. The connections can be enabled in any order, 

there are no specific requirements for it. This will be the final setup, however, there will 

be different testing scenarios, and they will be discussed in more detail in the next chap-

ter.  



36 
 

4. TESTING AND ANALYSIS 

In this chapter, multiple testing scenarios will be discussed. The first two tests will target 

the first research question mentioned in 1.3. The third and fourth tests pertain to the 

second research question. Whereas the last test will be used for Ethernet and TSN to 

answer the third research question. The testing is divided into different phases because 

Ethernet uses best-effort techniques to send the information whereas, TSN has a whole 

new way of sending packets. The TSN configurations used for tests 3 and 4 have infinite 

possibilities, the tests are there to indicate how by adding scheduling and preemptive 

features the whole dynamics of sending packets is changed by TSN. However, to answer 

the third research question, the same setup will first use Ethernet and TSN to make a 

comparative analysis. Note that here again there are unlimited possibilities for TSN con-

figurations, but the settings used in tests 3 and 4 will be used to keep matters simple. 

4.1 Best Effort Traffic with Video Stream  

This is a small network where a camera device is connected to a LS1028ARDB board, 

that board is further connected to another LS1028ARDB board which is in return con-

nected to a computer or server. The computer also serves as an iperf client for TCP 

connections, whereas the second LS1028ARDB board also works as an iperf server. In 

this manner, the center point or node is overloaded with packets. As iperf acts as a best-

effort communication, with no set data rate it tries to send as many packets as it can. 

Whereas, the camera device or video streaming has a defined data rate. The test was 

performed for a few seconds considering the length of the log file it generates.  

 

 The network used for tests 1 and 2  

For the network mentioned in Figure 17, there is no special build requirement for the 

Layerscape Linux image running on the LS1028ARDB boards. Here both the boards are 
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running bridge configurations with 192.168.1.1/24 as the address. The camera and the 

computer are configured as mentioned in 3.8. The next part is to start Wireshark on the 

computer and start sniffing the packets that are being generated by both the camera and 

the iperf server which is running on the second LS1028ARDB board.  

The test is run for around 25 seconds, where the IP camera traffic is constantly being 

pumped from the camera to the computer device. The second traffic type is best-effort 

traffic which is generated for 10 seconds only, from 5 to 10 seconds as shown in Figure 

19.  

 

 The data rate of the IP camera stream as seen on the computer 
throughout test 1 

Figure 18 shows the data rate of the IP camera during the whole duration of the test. 

There is a strange pattern in the traffic flow. There seems to be no packet transmission 

from 6 seconds to 22 seconds. This behavior is not normal, as the IP camera was still 

active, yet no traffic was being received at the computer. 

 

 The data rate of best-effort traffic as seen on the computer 
throughout test 1 

After analyzing Figure 19, it is clear that the data rate of the IP camera seen in Figure 18 

is negligible or close to zero around 6 to 22 seconds due to the reason that the channel 
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is busy, and the best effort traffic has completely occupied the bandwidth during that 

time. This is not acceptable when considering real-time systems. The way the channel 

is being misused by iperf traffic it is not allowing any other packet to pass, which will 

result in catastrophe.  

It is clear that Ethernet by default cannot divide the bandwidth efficiently, and there is no 

way that the link can be trusted to transmit time-critical messages along with best-effort 

traffic. The next part is to check the latency performance of the Ethernet medium. For 

the same test, the round trip time ratings were taken for the IP camera.  

 

 Round trip time values for IP camera traffic for test 1 from the com-
puter’s perspective 

The round trip time graph for IP camera traffic shows that the minimum latency was close 

to 1 microsecond and the maximum was around 55 milliseconds. In this case, the aver-

age latency value does not provide us with any information, rather it will misguide us as 

the data rate between 6 seconds to 22 seconds is negligible due to the channel being 

occupied by best-effort traffic. 

4.2 Best Effort Traffic with Video Stream Using Traffic Classes 

As the traffic on normal Ethernet is unpredictable, the next step is to add traffic classes 

using the Linux tool tc. By using tc, different streams of data can be allocated priorities 

as a result the data can then be queued using traffic queues on the Ethernet interface. 

This configuration is not much different from 4.1, all the devices are set up and connected 

in the same settings as Figure 17. However, here best effort traffic was allocated priority 

5, and the remaining traffic was queued on priority 0.  

For this test, there are a few perquisites. The layerscape Linux image provided by the 

board manufacturer will not suffice here. The default build and boot options do not auto-

matically enable tc options from the Linux kernel. Therefore, the Linux kernel was cus-

tomized, and the options were enabled. The options that must be enabled are CONFIG 
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NET ACT POLICE, CONFIG NET SCH INGRESS, CONFIG NET SCH EGRESS, CON-

FIG NET SCHED, CONFIG NET SCH MQPRIO, CONFIG NET CLS, CONFIG NET CLS 

ACT, CONFIG NET ACT SKBEDIT, CONFIG NET CLS U32, CONFIG CLS U32 PERF, 

CONFIG CLS U32 MARK and CONFIG NET EMATCH U32. 

After all the options are set, the bootable was prepared using the flex-builder tool pro-

vided by NXP. Once the build is ready, we start setting tc rules on the second 

LS1028ARDB port connecting both boards. This step is necessary as this is the port that 

is being used for both streams. The camera is using this port to send data to the computer 

and the same port is being used for iperf traffic, the traffic between the second 

LS1028ARDB board and the computer.  

The set of tc rules used to set up the second board port is tc qdisc add dev swp0 clsact, 

tc filter add dev swp0 ingress prio 1 u32 match ip sport 5001 0xffff action skbedit priority 

5 and tc filter add dev swp0 egress prio1 u32 match ip sport 5001 0xffff action skbedit 

priority 5  

Test 2 execution was done for around 13 seconds, where the IP camera traffic was being 

sent from the camera to the computer. As there were no commands used for the IP 

camera, by default it was being sent as priority 0 throughout the duration of the test. The 

best effort traffic in this case was sent as priority 5, from around 2 seconds to 12 seconds. 

The traffic received from the IP camera at the computer is similar to Figure 18, which 

depicts that even if traffic is queued based on different priorities, there is no effect on the 

Ethernet layer  

 

 The data rate of the IP camera as seen on the computer through-
out test 2 

Best effort traffic is queued according to priority 5 had almost the same effect on the IP 

camera traffic as in test 1. When the iperf traffic started to transmit TCP packets the 

whole Ethernet channel was occupied by it, as a result, negligible or close to zero IP 

camera packets were being received at the computer during iperf traffic. Therefore, even 
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with queuing traffic with different priorities, Ethernet still cannot make sure that if all the 

traffic packets will be entertained during the time the data is being sent. 

 

 The data rate of best-effort traffic as seen on the computer 
throughout test 2 

The latency values for this test were also close to the values seen in test 1. The minimum 

latency was around 4 microseconds and the maximum was 45 milliseconds which is a 

slight improvement from test 1. Again the huge 10 seconds gap between 2.5 seconds to 

12.5 seconds average latency value is meaningless. However, it can clearly be seen in 

both the latency graphs that the channel can deliver packets within 50-55 milliseconds 

given the flow is not disrupted by best-effort traffic. 

 

 Round trip time values for IP camera traffic for test 2 from the com-
puter’s perspective 

4.3 IEEE 802.1 Qbv Scheduling Best Effort and ICMP  

The flow of traffic in Ethernet with or without traffic classes has been rather random, with 

no determinism, and particularly not safe for time-critical applications. Now, the IEEE 

802.1 Qbv standard of TSN will be used to express how it can bring order to the network, 

with the scheduling of packets as well as controlling different priorities of data using the 
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gate control list. The setup is now changed, and a more simple network configuration is 

used to clearly explain how TSN capabilities affect the flow of traffic. Instead of an IP 

camera, another computer is connected to the second LS1028ARDB board. This new 

device will be sending ping packets to the computer connected to the first LS1028ARDB 

board. Note that the IP camera stream is not being used, but ICMP traffic is used. This 

was done to show how traffic with low data rates can be affected when queued with high 

data rate traffic. Now that TSN features are enabled the port connecting both the boards 

is now running a gate control list which will provide scheduling of packets according to 

the values in the lists. The working of the list will be discussed later in this section.  

 

 The network used for tests 3 and 4 

As the tc tools and capabilities were not automatically available on the default Linux 

image provided by NXP, the same case was observed for the TSN features. The boot 

options related to TSN were set before the Linux image could be built and used for testing 

purposes. The kernel options required for TSN were freescale options related to TSN 

controller ENETC and switches that run TSN also called felix. Other than that, VLAN 

8021Q, PTP 1588 CLOCK, MSCC FELIX SWITCH TSN, and MSCC FELIX SWITCH 

PTP CLOCK options were a must.  

Once the board is running with all the options set above, the gate control list can now be 

set. The IP address of the server computer is still the same 192.168.1.10/24, the new 

computer device is given an IP address of 192.168.1.4/24 for no specific reason. There 

were no changes made to the best effort traffic, the iperf server is still running on the 

second LS1028ARDB board and the client is running on 192.168.1.10/24 computer. The 

iperf traffic is priority 5 traffic whereas ICMP is priority 0. The gate control list can have 

multiple entries, but in this case, only two entries are used one where only priority 0 traffic 

will be transferred and the second where priority 5 traffic will be sent. First, an entry file 

is needed to create all the entries required against all the queue traffic priorities. Then 
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the file will be set using the qbvset command available in the tsntool package. The order 

of commands should be as: 

cat > qbvtest.txt << EOF 

t0 00010000b 2000 

t1 00000001b 1000000 

EOF 

This will create an entry file, now the following command will set the parameters of an 

interface’s gate control list  

tsntool  qbvset --device swp0 --entryfile qbvtest.txt  

Now the interface follows a cycle, where priority 5 is allowed to transfer information for 

2000 nanoseconds, and then priority 0 is allowed to send data for 1 millisecond. Note 

that when the gate is closed for the traffic type, the packets are not discarded rather they 

are queued, and will start transmitting once the gate opens. This is the reason why this 

solution alone will not be enough for smooth communication. 

The test was run for around 13 seconds. The best-effort traffic starts at around 6 seconds 

and ends around 16 seconds. The ICMP packets were generated every 1 second, the 

frequency of the ping packets could be set to a lower value. However, this decision was 

made to test how the network responds to relaxed conditions. Even with the ping com-

mand generating ICMP packets every 1 second there was an abnormality seen in the 

graph. 

 

 The data rate of Best effort traffic(green) and critical data packets 
(blue) as seen on the computer throughout test 3 

Figure 25 depicts how the ICMP packets are regularly sent and received after the best-

effort traffic is completed, whereas when the best-effort traffic is being sent the ICMP 

packet close to 12 and 13  seconds is missed.  The question arises, with the ICMP traffic 
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set to communicate for 1 millisecond every 1.00200 milliseconds, how can the packets 

be missed. The issue here is that when the traffic gate is closed for a specific traffic the 

traffic then starts to queue on the gate, and as soon as the traffic is allowed again the 

large packets of best-effort traffic occupy the channel whereas the ICMP packets have 

to wait. This also results in large jitter and latency inconsistencies, as can be seen in the 

ping result shown in  

 

 Ping result when IEEE 802.1Qbu is not being used. 

The jitter in this case was 205.4 and the average latency, in this case, was 577ms 

The test results showed how much the system was improved just by using one standard 

of TSN. Other than missing just one packet, the rest of the data made it through the 

medium. However, there is still an issue of jitter and latency which are unreasonable. 

This type of system is unreliable when it comes to real-time systems. This surely needed 

improvement. 

4.4 Best Effort and ICMP with IEEE 802.1Qbv and Qbu 

The scheduling feature of IEEE 802.1 was able to queue traffic according to the priorities, 

however, it failed when it came to jitter issues. To counter this issue IEEE 802.1 Qbu 

standard which deals with frame pre-emption was used alongside IEEE 802.1 Qbv. To 

test this configuration the setup remained the same as shown in Figure 24, with exactly 

the same IP addresses and the same gate control list parameters used in 4.3. There are 

no special Linux kernel options that were needed for the frame-preemption standard, as 

that was already done in the previous section. The only change in this section and 4.3 

was that the priority 0 traffic was marked as express and priority 5 traffic is preemptible. 

This means that the queued priority packets will only send the required minimum packet 
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while the gate closes during transmission. These packets will resume when the gate 

reopens for the specific priority traffic. In this manner, the packets in the queue will no 

longer occupy the channel. This is a result of a smaller guard band which is in effect due 

to the IEEE 802.1 Qbu standard. The command required to define best-effort traffic as 

preemptable traffic is tsntool qbuset --device swp0 --preemptable 0x20  

 

 The data rate of Best effort traffic(green) and critical data packets 
(blue) as seen on the computer throughout test 3 

The test was run for 15 to 16 seconds, where the best-effort traffic started after 5 seconds 

and lasted 10 seconds. The second traffic was ping packets, which started around 7 

seconds and were kept alive till the end of the test. The most notable difference here is 

that all the ping packets are successfully sent and received, which was not the case in 

test 3. There was another notable change that the data rate of the iperf stream was not 

as smooth as before. 

 

 Ping results with IEEE 802.1 Qbv and IEEE 802.1 Qbv both being . 

The jitter value, in this case, was 1.8 
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The average latency was 14.81 ms 

The configurations done for this test turned out to be the most beneficial for critical traffic 

being queued at priority 0. This was the only test case where the best-effort traffic jumped 

around. Such flow of traffic for best-effort transmission is never an issue, given the critical 

packet is being delivered timely, with reduced jitter and latency. The setups used in this 

test is the best in term of critical packet delivery, jitter, and latency.  

4.5 Testing Ethernet and TSN in a Generic Real Life Example 

IEEE 802.1 Qbu and Qbv standards have shown how TSN can fix latency and jitter is-

sues in a network. With this being said, the whole system was tested using traffic-gen-

erating tools, next a setup close to real life was used to analyze how Ethernet and TSN 

will perform. It should be clear by now that Ethernet will not be able to compete with TSN. 

For this test, the network mentioned in section 3.1 was used. For Ethernet, the settings 

are standard, but the best-effort traffic was queued with priority 5. For TSN, the schedul-

ing cycle was 1 milliseconds for priority 0 traffic and 2 microseconds for priority 5 class, 

this made a total cycle of  1.00200 milliseconds. Therefore, priority 0 traffic consisted of 

a video stream from the IP camera and HTTP messages from the WRM247+ device 

generated every 5 seconds. The TSN test was run for almost 10 seconds, where all the 

traffic streams were transmitting from 0 seconds.   

 

 The data rate of IP Camera stream (brown), best effort traf-
fic(green), and WRM247+ messages(blue) as seen on the computer device with 

TSN. The network diagram in section 3.1 

The graphs in Figure 29 show the flow of traffic when TSN settings were used. The HTTP 

messages were received on time, the data coming from the video stream was consistent 

and the best-effort traffic suffered due to the small transmission window. Note how the 

best-effort traffic is significantly lower than in test cases 3 and 4. It was due to the fre-

quent transmission of large IP camera stream packets instead of ICMP ping messages 

sent in section 4.4. With small windows to transmit best-effort data rate decreased and 
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only a few megabytes per second were sent. On the contrary, the data rate before was 

hundreds of megabytes per second. This configuration shows that TSN made sure that 

express traffic or in other words critical communication was not being hindered by best 

effort or less critical packets. Note that the transmission rate of WRM247+ was deliber-

ately kept low, as even this will be affected when discussing Ethernet. 

 

 Latency and Jitter performance of time-critical traffic for test 5 with 
TSN 

The latency and jitter performance of time packets marked as priority 0 was satisfying. 

Remember that for TSN the timing window for best-effort traffic was kept small. This was 

done to give a sense that priority 0 traffic is time-critical and priority 5 traffic is not. An-

other crucial point to note is that the transmission windows can be of any size, the selec-

tion of transmission windows was done to make the best effort traffic struggle. As a result, 

the jitter and latency values of best-effort traffic were low. 

 

 Latency and Jitter performance of best-effort traffic for test 5 with 
TSN 

The transmission time of the gate control list can be changed. That is why TSN is the 

clear winner here, it can divide the whole channel according to the gate control list. This 

allows it to govern different types of traffic classes. The gate control list has multiple 
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entries, where the same traffic class or prioritized queue can reappear. With the possi-

bility of TSN, unfortunately, we cannot go any further. This will lead to endless configu-

ration of assigning different priorities to different traffic types, then making a gate control 

list on that basis. Furthermore, the list would then have to be tested with multiple network 

layouts. 

 

 

  The data rate of IP Camera (brown) and WRM247+ packets(blue) 
as seen on the computer during the test execution with Ethernet. Note: The 

network diagram in section 3.1   

The Ethernet test was run for around 35 seconds. IP camera and WRM247+ devices 

were generating traffic from the start whereas, best effort traffic was started around 15 

seconds. The best-effort traffic was run for 10 seconds. The result in the case of Ethernet 

was well below par. But it was not unexpected, as the results were similar to test 1 and 

test 2.  

 

 The data rate of best-effort traffic as seen on the computer during 
the test execution with Ethernet. Network diagram in section 3.1 

Figure 32 depicts a decrease in the data rate of the IP camera stream as well as missing 

WRM247+ device packets. The reason is visible in Figure 33. The drop in IP camera 



48 
 

data rate and WRM247+ packets around 15 to 26 seconds was due to iperf traffic. The 

best-effort traffic just occupied that whole bandwidth and kept transmitting until it is 

stopped around 26 seconds. For 10 seconds straight the channel was busy transmitting 

iperf traffic, whereas a negligible amount of IP camera packets were sent. The WRM247+ 

packet is being sent every 5 seconds, but it is surprising to see that even those packets 

were not allowed between 16-26 seconds when iperf traffic was being transmitted. There 

is also another uncertainty when it comes to IP camera traffic resumption.  

 

 Latency and Jitter performance of priority 0 traffic in test 5 with 
Ethernet 

The packets are not started until 32-33 seconds even when there is no other communi-

cation taking place other than HTTP messages from WRM247+. This shows that disrup-

tions caused by best-effort traffic put other traffic in an unusual recovery phase, which 

will result in disasters if the traffic is time-critical systems. 

 

 Latency and Jitter Performance of Priority 5 Traffic in Test 5 with 
Ethernet 

The latency and jitter performance of priority 0 traffic saw a huge downgrade from TSN 

whereas the latency and jitter performance of best-effort traffic saw improvements. 

These were great results for best-effort traffic, however, that was not intended at all. The 

latency and jitter of only priority 0 traffic mattered. Which is why Ethernet has failed here. 
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4.6 Comparison Between Ethernet and TSN Based on the Tests 
Performed 

In this chapter, we performed multiple tests with different configurations and network 

setups on Ethernet and TSN. The first two tests used the same setup to test the limits of 

Ethernet, with a small addition of prioritizing traffic in the second test case. Tests 3 and 

4 were used to evaluate TSN features, where both the test cases used the same network 

with additional TSN features being enabled for the fourth test. After testing Ethernet and 

TSN on different networks, it was only logical to test both technologies on the same 

network configuration. For this purpose, a fifth test was performed. The table provides a 

summary of all the findings while performing all the tests. The jitter values show the max-

imum jitter and latency is the average latency. The best-effort traffic values are not dis-

cussed here, as that is redundant information, considering the whole point is to send 

data with priority 0. 

Test 

No. 

Test Description Jitter  Latency Remarks Verdict on Time 

Critical 

1 Video Stream 

with best-effort 

traffic 

52 ~20ms The latency value 

in this does not 

carry much signifi-

cance as there 

was a period of 15 

seconds, where al-

most no packets 

were sent 

Not recom-

mended 

2 Video stream pri-

ority 0 and best 

effort priority 5 

44 ~3ms Here again, the la-

tency value is mis-

leading as the was 

a period of 10 sec-

onds where no 

packets were sent 

Not recom-

mended 

3 Ping as priority 0 

and best effort 

priority 5 (IEEE 

802.1 Qbv cycle 

205.4 577ms These values are 

particularly high. 

For this reason 

alone the setup is 

Not recom-

mended 
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1.00020ms with 

1ms priority 0 

traffic and 

0.0020ms best 

effort traffic) 

not recommended, 

especially since 

the jitter value be-

ing that high is not 

acceptable.  

4 Ping as priority 0 

and best effort 

priority 5 (Same 

Qbu settings as 

before, with the 

addition of best 

effort being 

made preempta-

ble with 802.1 

Qbu) 

1.8 14.81ms The jitter value is 

extremely desira-

ble with that low 

ping. This is the 

best setup and is 

recommended for 

real-time systems. 

Recommended 

5 Ethernet perfor-

mance in real-life 

scenario as de-

scribed in sec-

tion 3.1 

55 20ms Ethernet cannot 

deal with critical 

traffic with best-ef-

fort traffic, hence 

such a system 

should not be used 

for time-critical ap-

plications. 

Not Recom-

mended 

5 TSN perfor-

mance on the 

real-life scenario 

as mentioned in 

section 3.1 

(same gate con-

trol list and 

preemption set-

tings as used in 

test 4) 

60 15ms When the configu-

ration recom-

mended in test 4 

was put into a real-

life scenario, the 

performance was 

satisfying 

Recommended 

 Analysis of Tests Performed in Section 4 
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5. CONCLUSION 

A major part of the thesis was to analyze the main standards of TSN, mainly IEEE 802.1 

Qbv scheduling and IEEE 802.1 Qbu frame pre-emption. The main idea was to provide 

enough discussion points to evaluate how Ethernet and TSN compare. The research 

was specifically data link layer oriented, and no upper-layer protocols were to be used. 

The comparison between the two technologies was performed on hardware, which was 

of prime importance. There are studies related to this topic but most of them deal with 

simulations and proprietary software, whereas the study was performed on commercially 

available TSN boards and devices. To evaluate both Ethernet and TSN, a simple yet 

effective network configuration was required, which should not be complicated to under-

stand yet fulfills the purpose at the same time. For this reason, multiple scenarios were 

developed, to test both the technologies to the limits. In total, there were five setups, two 

specifically for Ethernet, two for TSN, and the last network configurations were run on 

both. The hardware consisted of two LS1028ARDB boards with custom Linux images 

generated using the tools provided by the manufacturer. They were accompanied by an 

IP camera and a proprietary Wapice Oy device WRM247+. For testing purposes, the 

initial four tests were using packets generated by iperf and ping tools. 

 

How well can Ethernet 802.3ab (1000Base-T 1Gbps) transmit critical packets while 

best-effort traffic is being sent on the same link in terms of jitter and latency? 

The first research question pertaining to the use of Ethernet 802.3 ab as a data link layer 

when transmitting time-critical packets with best-effort messages, has a clear answer. 

The testing results showed as expected and as discussed during the whole thesis, that 

Ethernet is not suitable when it comes to time-critical communication. The testing result 

of Ethernet depicted inconsistencies on every run, regardless of being the same setup. 

The distribution of traffic was irregular, which in return failed to send packets in time. 

Ethernet also does not benefit from the queuing traffic on different priorities, there was 

practically no effect when critical and best-effort packets were sent using 0 and 5 priority 

respectively. Ethernet also suffered from huge data rate drops during best-effort traffic, 

rather than data rates of time-critical packets dropping to almost zero. For this reason, 

the performance of Ethernet 802.3 ab is not satisfactory, therefore it is not recom-

mended.  
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How well can TSN 802.1 standards transmit critical packets while best-effort is 

being sent on the same link in terms of jitter and latency? 

Regarding the second research question, and evaluation of TSN. The first TSN test only 

used the scheduling feature of TSN, which uses a gate control list to make sure that the 

packets are transmitting when the gate is in an open state. In this manner, the critical 

and best-effort traffic was sent on different queues. This helped with the distribution of 

the channel according to the gate control list, but without pre-emption, the queued pack-

ets would occupy the channel and would transmit even when the gate was closed for a 

particular priority causing heavy jitter. The solution to this was to enable the frame pre-

emption feature of TSN. Once the traffic got controlled using a gate control list, as well 

as being distributed into express and preemptable traffic the jitter and latency were sig-

nificantly reduced. With scheduling and preemptive features enabled, TSN was able to 

deliver timely and with determinism. There were no packet drops or delays in transmis-

sion. The performance analysis recommends such a system be used for time-critical 

applications. 

How does an Ethernet 802.3ab connection compare with a connection running 

802.1 Qbv and Qbu in terms of jitter and latency? 

For the third and final research question, the last test was designed to be a more real-

life type to test the same network for Ethernet and TSN. The results of both runs were 

significantly different in terms of what was transmitted. This came with no surprise as 

Ethernet had no control over the type of traffic. On the contrary, best effort and express 

traffic both were being managed by frame pre-emption and scheduling features of TSN. 

The last test shows how powerful a tool is TSN compared to Ethernet on the data link 

layer only. There is only one winner when it comes to comparison between Ethernet and 

TSN, but why is it not being used then. The answer to this question is that TSN is still a 

relatively new technology, whereas it definitely seems to be the future of the industry. 

TSN is a data link layer concept which makes it even more desirable in the future. As 

discussed in earlier chapters, the industry is currently dominated by Industrial Ethernet. 

Industrial Ethernet makes time-critical messages possible by making the upper layer 

more stringent to deal with time constraints, whereas the Ethernet layer is changed 

slightly or no additions to the layer are done at all. TSN is developed in such a way that 

it can easily replace Ethernet, and the industrial Ethernet tools can be used while TSN 

is being used as a data link layer. TSN demonstrations are available where famous in-

dustrial Ethernet protocols are being used with TSN instead of Ethernet. However, there 

is still an issue with the availability of TSN.  
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With respect to the learning outcomes of the study, the topic was of great importance to 

Wapice Oy given the interest in the latest devices in the market. The study has improved 

my understanding of a wide range of topics. I have hands-on experience with TSN, which 

is going to be a big player in future industrial automation and automotive. Other than that, 

working on embedded Linux images has its advantages as the images are limited in 

resources. Developing customized bootable and root builds for Linux was also new for 

me, and it has given me great insight into embedded Linux. Lastly, there was a Wapice 

Oy based WRM247+ device I was not familiar with. Using it for the thesis proved to be a 

great opportunity. 
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