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a b s t r a c t

As the amount and complexity of software for automating heavy-duty mobile machinery is increasing,
software engineering in this domain is becoming more important. To characterize the industry’s
current state of software engineering and its issues to guide future research, we performed an
empirical exploratory study. We interviewed 16 software engineering professionals from 13 different
companies conducting business in heavy-duty mobile machines and their automation. The interviews
were analyzed qualitatively, and quantification of the analysis results is presented. We first create
an overview of software engineering in the heavy-duty mobile machinery industry. We then identify
problem areas affecting software development and discuss some of the possible solutions found in
literature. Our findings indicate that the major problem areas faced in the industry that require
more research are its digital transformation, autonomous machine functional safety, low availability
of workforce for developing software for robotic mobile machines and the lack of established software
standards.

© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction and related work

1.1. Introduction

Heavy-duty mobile machines (HDMM) are machines used
n industries, such as construction, earth-moving, agriculture,
orestry, ports, and warehouses. They are a subset of industrial
achinery and they are also known as mobile working ma-
hines (MWM), non-road mobile machines (NRMM), non-road
ehicles, or heavy equipment. While these machines are still
redominantly manually operated, they are being automated
t an increasing pace. The new automated functions require
omplex software running on PC-like computational platforms,
hich are currently only sparsely utilized on the machinery. This
wift utilization of PC-level hardware has led the HDMM industry
o use software engineering practices and professionals, but it
as been unclear how the latest knowledge of software engi-
eering, having origins in non-machinery applications, fits into
he more traditional engineering-focused HDMM industry. Most
f the HDMM automation-specific literature focuses on more
echanical or physical topics, such as powertrain automation,
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921-8890/© 2023 The Author(s). Published by Elsevier B.V. This is an open access a
actuator improvement, and energy efficiency. There has not yet
been a widespread effort to study the more abstract aspects of
HDMM automation. This study aims to create an overview of
the software engineering contexts and practices in automating
HDMM, and the consequent problems encountered by the HDMM
industry.

In addition to the general need for technology transfer be-
tween academia and industry, the lack of HDMM-specific, indus-
trially relevant knowledge on this topic forms the basis of our
motivation to study HDMM-specific software engineering in the
industrial context. The main contribution of this study is that we
provide an empirical view of software engineering specifically for
the HDMM industry. The article is structured as follows: first, we
define the research questions, describe the data, its collection, and
subsequent analysis in Section 2. Section 3 provides the results
of the qualitative data analysis. After these results, the research
questions are answered in Section 4. The threats to validity are
discussed in Section 5 which is followed by the final conclusions
in Section 6.

1.2. Related work

To the best of our knowledge, there exists only a limited num-
ber of empirical studies with industrial participants on software
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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ngineering for cyber–physical systems.1 One such exploratory
tudy on software engineering problems for cyber–physical pro-
uction systems is from Feichtinger et al. [2]. They conducted a
orkshop with academic and industrial participants and present
problem areas in their article: complexity, variability, real-

ime requirements, knowledge management, multidisciplinarity,
gility, education, data analytics, and AI. Many of these top-
cs are similar or have connections to the themes we describe
ater in this article. For example, we discuss their topics of mul-
idisciplinarity, education, and organizational knowledge with
lightly different terminology, mostly under the term human cap-
tal. Also, Feichtinger et al. [2] present multiple recommendations
or future cyber–physical production systems software research,
uch as developing tools for improved interdisciplinarity and
roduct variability management. From the point of the HDMM
ndustry, their study is helpful as industrial automation can often
e utilized on automated mobile machinery. Our study sheds
ome light on the HDMM side of the topic, and can hopefully
e later used to further establish the differences and similar-
ties between manufacturing automation software and HDMM
utomation software.
In a similar study in service robotics [3], an empirical sur-

ey was conducted that combined interviews and a widely dis-
ributed questionnaire. They reached out to both academic and
ndustrial practitioners of robotics, thereby gaining a strong em-
irical foundation for their findings. They observed, inter alia, that

there are no standards or best practices yet in robotics software
development and that the domain requires high error tolerance
from the runtime software of robots.

A general article on cyber–physical systems software engi-
neering [4] discusses CPS applications, differences to general
software engineering, and the issues faced in CPS software en-
gineering. The applications listed in it are medical systems, smart
buildings, smart grids, oil and gas pipelines, smart water net-
works, vehicular safety systems, manufacturing systems, and
autonomous driving. The differences to general SE are listed as
real-time behavior, heterogeneous hardware, distributed compu-
tation, security and privacy, reliability, large-scale and real-time
communication needs, support for mobility, power limitations,
integrations with other systems, and context awareness. As for
the software engineering issues, the authors identify the follow-
ing areas: requirements engineering, modeling and simulation,
CPS middleware, development tools, testing and verification, and
education. The main shortcoming of the article is that, while
very salient otherwise, it does not seem to be directly based on
empirical evidence. However, many of their findings are repeated
by other literature which mitigates this issue, and our findings are
also in consensus with a subset of their arguments.

The general topic has been explored also in multiple work-
shops that have been arranged as a part of the International Con-
ference on Software Engineering (ICSE). The first workshop [5]
identified the following issues that need further research: the role
of humans in the systems, multidisciplinarity, and uncertainty
in CPS. The second workshop [6] identified issues relating to
security, software engineering processes, and emergent designs.
The third workshop [7] discussed open problems on CPS model-
ing, system boundaries, and human-centric non-technical aspects.
The fourth workshop [8] brought attention to issues on meta-
modeling and modeling, autonomous CPS, and the importance of
good reference cases. The workshop participants were both from
academia and industry, but due to the generality of their topic, it
is difficult to gauge how the issues raised during the workshops
relate to the HDMM industry.

1 Definition of cyber–physical systems from Zheng and Julien [1]: ‘‘Cyber–
hysical Systems (CPS) are an integration of computation and physical
rocesses’’.
2

Considering HDMM as a technical domain in itself, a com-
prehensive definition and treatise are presented by Geimer in
‘‘Mobile Working Machines’’ [9], in which the HDMM are referred
to as mobile working machines (MWM). For the purposes of
this study, the terms HDMM and MWM are understood to be
equivalent. This study aims to supplement especially knowledge
on machine control [9] since only a limited consideration is given
to software-related topics. Also the focus on machine control
in the work of Geimer [9] is on the hardware level, such as
communication networks and sensors.

Robotics, especially mobile and field robotics, shares many
technical features with HDMM. However, HDMM applications are
less automated. According to ISO standard 8373:2021[10], the
term robot implies autonomy. Standardized definitions for the
levels of autonomy in HDMM are still being developed [11], but in
general, the level of autonomy for HDMM is still lower than that
of robots, because the HDMMs are designed for human operators
or drivers. Using the ISO 8373 vocabulary, one could refer to a
non-automated HDMM as a mobile platform, partially automated
HDMM as a robotic device and driverless HDMM as a mobile robot.

We claim, however, that there remain two loosely defined
ontextual differences between robots and HDMM. The first dif-
erence is the history of the HDMM industry and the role of its
roducts in operational industries. HDMM have been produced
or over a century now [12], thereby having established supply
hains, business models, and processes. Thus, HDMMs are heavily
mbedded in their operational industries. By being embedded, we
ean that HDMMs are not usually considered as a technology

n itself, but rather as tools in the operational industries. This
mbedding can be seen in ISO standards classification scheme
or machinery in operational industries such as agriculture [13],
onstruction [14], materials handling, earthmoving [15] and min-
ng [16]. Each category has HDMM, but they are included in the
SO catalogs with other, non-mobile operational industry equip-
ent. In comparison, robotics is still an emerging field without
eavy conceptual ties to other industries outside of manufactur-
ng. This can also be seen in ISO standard catalogue classification
or robotics, where it is listed under manufacturing [17].

The second difference is the size and power of the machines,
i.e., they introduce different kinds of safety hazards which re-
veal different safety requirements and are more expensive than
robots. Driverless HDMM poses much greater physical hazards
than comparatively small service robots and they consume far
more resources, such as energy, space, and human attention. The
HDMMs have to be powerful in order to achieve their intended
purpose: high throughput manipulation of the environment. This
also means that not all safety strategies viable for robotics can be
applied in HDMM, i.e. the HDMM cannot be made smaller, slower,
or softer like robots can be. Furthermore, in practice, HDMM
can be differentiated from robots by their power transmission
systems. Robots usually operate using electro-mechanical sys-
tems such as electric motors and mechanical transmission, while
HDMM utilizes fluid power or hydraulics due to its mechanical
advantages such as compact size, and high power and force
densities [18] over other power transmission technologies.

Another similar technical field is autonomous road vehicles.
An extensive literature study has been done in the field of au-
tomotive software engineering [19]. However, road vehicles op-
erations consist primarily of driving/navigating/propulsion from
one location to another, without manipulating (changing the
shape, size, form, and/or location) external objects, whereas, for
HDMM, both manipulation and driving may play a significant
role in the operations [11]. This is reflected in the requirements
of the automation software. Some of the autonomous driving
innovations and technologies transfer well into the navigational
and base propulsion tasks of mobile machinery, even though the
manipulation tasks may need to be handled differently [11].
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Table 1
Interviewees.
Person ID Company ID Years in HDMM industrya Educational background Currently works with

1 A 2 N/A Hardware + software
2 B 8 CS Software
3 B 12 Automation Software
4 C N/A Electronics Software
5 D 2 Automation Software
6 E 18 Automation Software
7 F 1 CS Software
8 G 3 Automation Software
9 H 7 Automation Software
10 I 14 Embedded systems Software
11 J 5 Automation Software
12 K 5 Marine engineering Hardware + software
13 B 15 CS Software
14 M 21 N/A Hardware + software
15 L 11 Mechanical engineering Hardware + software
16 F 4 CS Software

aOnly in professional role, many interviewees had HDMM experience in non-professional contexts. Many interviewees
also have numbers of years of experience in other industries and academia, which are not counted here.
s

. Research process

In this section, we start by outlining the research setting and
ur research questions, and then explain the interview setting.

.1. Research setting

In the classification of empirical strategies [20], this study is
n explorative survey with qualitative data collected from unstruc-
ured interviews. The interview data was analyzed using thematic
nalysis [21]. Further methodological details can be found in
ppendix A.1.
To clarify the current state of software and its production in

he HDMM industry, we specify three research questions (RQ ).
The questions are meant to be broad to explore more than to
explain.

RQ1: How and what kind of software is produced in the industry
for HDMM automation?
The answers to this question provide the necessary background
information for the following research questions.

RQ2: How are HDMM software and its production different than
those from general IT?
The main motivation behind comparing HDMM with general IT
software systems is the availability of human capital and a wider
body of literature. By general IT, we mean information systems
that are not cyber–physical systems or software that does not
handle measurement signals or command actuators. This gen-
eral IT could mean healthcare systems, databases, web services,
content management systems, office automation, or any other
system where the goal is to control and manipulate information
ultimately only for human consumption. This is contrasted with
cyber–physical systems where the information is also consumed
by controlling machinery without human intervention.

Answers to this research question can be used to define the
domain-specific sections and use that information to focus future
research efforts on the topic. On the less domain-specific sections,
it should be easier to utilize research results found in the general
information systems context.

The answers come with a caveat as this is an exploratory
study, aiming not to confirm hypotheses, but to generate them.
Thus, all the results gained from this study, especially for this re-
search question, should be considered hypothetical until further
evidence on the topic is presented. On the other hand, this study
also aims at building theory through inductive reasoning based on
collected data as described by Eriksson & Kovalainen [22].

RQ3: What are the problems or limiting factors faced in the
industry when developing HDMM software?
3

Answers to this research question will help focus future research
and aid the technology transfer between academia and indus-
try. Especially so if the answers are combined with knowledge
about domain-specific aspects gained from the previous research
question.

2.2. Interviews

The interviewees were selected through a two-phase process.
In the first phase, suitable companies were selected based on net-
works formed from previous university-industry collaborations.
The second phase of the selection was done by each company
based on the invitation (see Appendix A.2 for the whole invi-
tation), where we specified: ‘‘The ideal interviewee would have
a great deal of experience in developing software for mobile ma-
chines.’’. So if the company decided to participate in the study,
they would pick the person to be interviewed. The invited com-
panies were HDMM manufacturers, system integrators, and tech-
nology providers working with HDMM and their automation. All
of the companies are based in Europe, but most of them do busi-
ness globally. The general invitation was sent to 19 companies,
13 of which responded, and an interview or interviews with each
of the 13 companies were scheduled. The interviews were con-
ducted from April to June 2021. Information on the interviewees
can be found in Table 1. The individuals or companies will not be
named here due to confidentiality.

The discussion was steered with an interview guide, which
was followed unless the interviewee wanted to explore other top-
ics they deemed relevant to the topic of software development for
automating mobile machinery. Thus, the interviewees had much
control over the discussion, and the interview guide was used
to formulate questions when the interviewee had no particular
interest in discussing something. The interview guide shown in
Appendix A.2, is a list of specific topic names, partitioned into
three themes based on the research questions, with each having a
separate subtopic as a basis for a possible question. The interview
guide can be summarized here as follows:

Overview of current state of software development in the
HDMM industry: Interviewee background and experience, overview
of the software lifecycle, tools, methodologies, frameworks and
paradigms

Domain specificity: Typical subsystems, components and hard-
ware, simulation and testing, necessary domain knowledge, compar-
ison of this domain to others

Challenges: Limiting factors, time consuming activities, failures,
uccesses
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Table 2
The list of themes from analyzing the interviews.
Code Quotations Addressed RQ:s

Difference to IT 16 RQ 2
Human capital and workforce 47 RQ 1, RQ 3
Level of autonomy 13 RQ 1
Management, organization and business 68 RQ 1, RQ 3
Ongoing industry digital transformation 13 RQ 1, RQ 3
Programming tools and model-based engineering 27 RQ 1
Releases and configuration 21 RQ 1
Safety 34 RQ 3
Software design and codebase evolution 26 RQ 1
Runtime software functionality, structure and underlying hardware 53 RQ 1
System integration and lack of standards 7 RQ 3
Testing and simulation 48 RQ 1, RQ3
Fig. 1. How the numbers of quotations coded under a theme are distributed.
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The interviews were conducted, recorded, transcribed, and
nonymized by the first author for analysis. Only the first author
ad access to full interview material. The anonymized data were
lso available only to the first, fourth, and fifth authors due to
onfidentiality and ethical guidelines. Two particular interviews
ere conducted as 1-on-2 discussions such that two employees
f a company participated simultaneously with one individual
person ID 13 in Table 1) present in both interview sessions.
o from a single company total of three different people were
nterviewed. Most of the interviews were done in Finnish, and
smaller fraction was done in English. Detailed information on

he interviewees is found in Table 1. More information also on
he interview transcriptions is shown in Appendix A.4.

. Qualitative analysis findings

The themes (codes) gained from the analysis are summarized
n Table 2. For each theme listed in it, we give the number
f quotations coded under that theme and the RQ:s that the
uotations relate to. More accurate answering to the RQ:s will
e left for Section 4, where we synthesize the answers from
he observations. Here the mentions of touched RQ:s are only
eant to give an overview of possible discussion content before

ooking at observations more closely. We will further describe
ach theme and possible overlaps with the other themes, and
e will synthesize the most relevant observations and aspects

rom the interview data in a few paragraphs under ‘‘Main ob-
ervations’’ title. Some themes have an example quote from the
4

interview data. The more fragmented observations are collected
to Appendix B.

Figs. 1–3 depict a quantification scheme in order to emphasize
different ways to view the results. One way is to simply look at
the distribution of the number of quotations over the themes in
Fig. 1. It shows how four of the themes account for roughly 60%
over all the quotations.

The interviewees had varying levels of experience in the
HDMM industry. In order to see how the experience influenced
the discussion, the quotations were weighed based on the inter-
viewee’s experience and the result is shown in Fig. 2. The formula
for weighting the quotation with experience is E ×Q , where E is
he experience of the interviewee in years in the HDMM industry
nd Q is the number of quotations under a specific theme from
hat person, e.g., 1 quotation coded under ‘‘Safety’’ from a person
ith 4 years of experience counts as 4 quotations coded under

‘Safety’’.
As a result of this weighting, the results change slightly. The

ifference between the weighed and non-weighed distributions is
hown in Fig. 3. This figure shows the percentage point difference
or each theme’s share of the quotations and from it, we can
ee that the more experience the interviewee had, the more the
uotations skew towards some topics and away from others.
We also quantified how many participants supported the

hemes and their main observations. Fig. 4 presents how many
articipant’s provided quotations for each theme. To quantify the
umber of participants who supported the main observations
ade under each theme, we screened the interviews and iden-

ified whether the participant’s quotations overall relates to and
upports the main observations. Fig. 5 shows the results.
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Fig. 2. Experience weighted distribution of quotations over the themes.
Fig. 3. Percentage point differences of each theme’s share over all the quotations between unweighted and experience-weighted distributions.
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These quantifications can be compared and we can see how
he proportion between the number of contributing participants
or both cases is roughly similar. The three most widely sup-
orted themes keep their relative place when looking at their
ontribution to the main observations and the three least sup-
orted themes still stay at the bottom. The numbers of people
ontributing to the main observations for each theme are smaller,
hich is natural as quotation content was split into two groups,
ain observations in Section 3 and fragmented observations in
ppendix B.
We will next have a closer look into the themes listed in

able 2.

.1. Theme: Difference to IT

The observations that belong to the theme ‘‘Difference to IT ’’
re based on the quotes that describe how mobile machines as
technical environment and the software development for them
HDMM) differ from those in general information systems.

Main observations:
All programs manipulate and route data in some form. In

nformation systems programming, the data hold exact informa-
ion such as money or health information. The data flows from
ne API to another without many corner cases or strict temporal
equirements and concurrency can often be avoided. This makes
t comparatively easier to reason about program behavior.
5

In HDMM automation software, the sensor-based data are not
exact as it contains noise, the program often has to be executed
in real-time, there are many more corner cases and concurrency
is unavoidable. The vast amount of corner cases compels the
runtime software to be robust to them.

3.2. Theme: Human capital and workforce

The term human capital [23] is a wide concept, but here it
is a label to address the skills and knowledge a software de-
veloper might have and how this knowledge affects software
development. This could mean either software engineering skills
and knowledge, such as that contained in Guide to the Software
Engineering Body of Knowledge [24], the domain knowledge of
HDMM [9], embedded systems and physical modeling such as
in Lee and Seshia [25], network protocols or knowledge of the
operational industry.

The observations under the theme ‘‘Human capital and work-
orce’’ are based on quotes about how human capital and available
orkforce affects software development for HDMM automation

n general.
Main observations:
HDMM software development suffers from a lack of suit-

ble workforce. Very rarely are developers simultaneously highly
killed in programming, have sufficient domain knowledge of
DMM or its operational industry, and be motivated to work on
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I

Fig. 4. The number of participants whose quotations contributed to a theme. Horizontal axis shows the number of participants and the themes are listed in the
vertical axis. For example, you can see from it that 10 (out of 16) participants provided one or more quotations that were classified under the theme ‘‘Difference to
T ’’.
Fig. 5. The number of participants whose quotations contributed to the main observations for each theme. Horizontal axis shows the number of participants and
the themes are listed in the vertical axis. For example, you can see from this figure that 4 (out of 16) participants provided one or more quotations that were
classified under the theme ‘‘Safety’’, and which also contributed information to the ‘‘Main observations:’’ part in Section 3.9.
the system. Even if an employer finds a new suitable developer,
they still have to learn the codebase before they can actually
contribute to it, which can take up to a year. These notions are
exemplified with the following quote: ‘‘Probably one of the most
hindering factors is the lack of skilled and motivated workforce.
By motivated, I mean wanting to do this type of work, which is...
Well if we say that reaching a reasonable level takes half a year,
6

so it is pretty long-term work.’’2 Junior developers also often lack
experience especially in what is known as ‘‘programming in the
large’’ [26].

When speaking of workforce skills in general, critical domain
knowledge is utilized in software production in at least three

2 Quotation translated from Finnish by the first author.
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ays. First, the software engineer may have and use the necessary
omain knowledge to interpret ambiguous requirements. Sec-
nd, unambiguous requirements are formed by a domain expert
sing the necessary knowledge. Third, models may be created
y domain experts that can be used to generate source code.
Conceptual overlap with ‘‘Programming tools and model-based
engineering ’’.)

3.3. Theme: Level of autonomy

The theme ‘‘Level of autonomy’’ includes the observations from
he quotations mentioning different levels of autonomy in HDMM
nd how software relates to it.
Main observations:
Many automated HDMM still require intermittent human in-

ervention, for example when the machine fails to execute a task.
dditionally, HDMM are very diverse systems that cannot really
e classified as autonomous due to ambiguous definitions for
evels of autonomy. Even then, achieving such ambiguous ‘‘high-
st’’ level of autonomy is not feasible with modern development
ethods, so there needs to be a more flexible way to increase
utomation using an incremental approach.

.4. Theme: Management, organization, and business

Under ‘‘Management, organization, and business’’ are the ob-
ervations synthesized from descriptions of how companies and
usiness activities are organized and tools used to manage re-
uirements, specifications, and allocation of software develop-
ent tasks. Also, general notions discussing the industry and the
usiness, are included here.
There is overlap between the themes ‘‘Management, organiza-

ion and business’’ and ‘‘Ongoing industry digital transformation’’
3.5), since they both consider the whole industry. However,
‘Ongoing industry digital transformation’’ warrants its own theme
ue to its importance and prevalence.
Main observations:
HDMM software development usually is not a singular project,

ut a large number of different projects that are developed with a
arge-scale agile process with the issue tracker as the central hub.
he issue tracker is an organizational software tool to create and
istribute software engineering tasks. It is the most important,
ut not the only communication channel or management tool.
heir usage in HDMM software development is highly similar
o any other large-scale software development. When projects
nd organizations grow enough, the tickets in the issue tracker
equire extensive management and prioritization.

The software always serves to fulfill some customers’ wishes
r requirements. However, the software developers do not face
ustomers directly, and they are not necessarily directly aware of
hat the original wish or requirement was. Requirements elicita-
ion is often done via customer interfacing or sales groups. These
ustomer interfacing groups or managers form the requirements
ased on customer feedback and then send them further inside
he company providing the HDMM automation software. Many
roblems related to HDMM software development are encoun-
ered in these requirements elicitation and specification activities.
mbiguous and undetailed requirements waste time, thus, focus-
ng more effort on requirements and specifications would help to
void spending time unnecessarily.

.5. Theme: Ongoing industry digital transformation

Digital transformation is not easily defined [27], but in the
ontext of this article, it covers quotations that describe the
7

HDMM industry in general and business changes and problems
brought by using digital technology onboard a HDMM. Digital
transformation is said to encompass process digitization too, but
here, we mostly focus on the digital innovation aspects as briefly
mentioned in Berghaus and Back [28].

There is overlap between the themes ‘‘Management, organiza-
tion and business’’ and ‘‘Ongoing industry digital transformation’’
(3.5), since they both consider the whole industry. However,
‘‘Ongoing industry digital transformation’’ warrants its own theme
due to its importance and pervasiveness.

More specifically, ‘‘Ongoing industry digital transformation’’ in-
ludes the observations from quotations that elaborate on how
he introduction of digital electronics and software impacts the
DMM industry.
Main observations:
Software’s role in the HDMM industry is increasing, and its

mergence has been so fast, that the industry has been unable
o maintain the same pace. Traditionally, OEMs originated as
achine shops, which means that their leadership has mostly
nderstood technical matters only related to mechanical engi-
eering and manufacturing. If such people with no knowledge
r experience in digital technology decide to sell autonomous
achines, the behavior of which is highly dependent on electron-

cs and software, they will not be able to lead and manage the
evelopment of such machines. The situation is improving slowly,
s the leaders and managers are being retrained or replaced,
ut the problem is not solved just yet. The following quotation
rom the dataset gives a perspective of this general issue: ‘‘The
ustomers in many cases, they have no idea what is even possible in
hat field. They run their machines today human operators and most
f them cannot even imagine that it is ever possible that a machine
ike this could work on its own.’’.

In addition to the digital immaturity of leadership, the in-
ustry’s need for software engineers has risen dramatically. As
he machine shops have begun creating robots, the machine de-
ign done traditionally has morphed into software development
nd production. When implementing intelligent machine features
ith software, many old and recognized problems in software
ngineering and computer science are encountered, for which
any solutions already exist. The fields of computer science and
oftware engineering are manifesting themselves within the ma-
hine shops, which now rediscover old problems already solved
arlier in these fields.

.6. Theme: Programming tools and model-based engineering

In ‘‘Programming tools and model-based engineering ’’ the obser-
ations are built on quotations describing design-time tools used
n software development. This mostly includes programming lan-
uages, IDE:s, and model-driven toolsets.
There is an overlap with ‘‘Runtime software functionalities,

tructure, and underlying hardware’’ (3.8) due to some ambi-
uity of whether some technological concepts are run-time or
esign-time.
Main observations:
The vast majority of software for onboard PC and offboard

oftware is written in C, C++, or C#. Common IDE:s, such as
isual Studio are used. Some consider the C-family of languages
o be outdated, especially C++ is seen as more of a hindrance to
oftware development than an advantage. The imperative pro-
ramming model of C-family languages forces the developer to
ay extra care just to avoid bugs, especially so when dealing with
oncurrency and memory management.
The electronic control unit (ECU)-level (3) software is im-

lemented mostly with IEC 61131-3 languages or with models.
hose who use models, prefer them for two reasons: it eases
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ommunication between domain experts and software engineers
nd it is more intuitive for non-software engineers to use. This
ntuitiveness helps especially to make sure that the domain-
pecific requirements for the software are met, which can be
aborious with hand-written code. Models can also be misused,
oorly built models are difficult to work with. The software is
ften made into modules that can be combined with build tools
nto software for a single ECU or be distributed over multiple
CU:s.

.7. Releases and configuration

The theme ‘‘Releases and configuration’’ entails observations
rom quotations on how software is released and deployed to
ustomers and how they might be configured. This theme has
ome overlap with ‘‘Programming tools and model-based engineer-
ng ’’ (3.6), due to some ambiguity between the configuration
anagement happening in design-time or at runtime.
Main observations:
Many companies release software in regular intervals, 2–4 per

ear, but some prefer or aim at rolling release. The release adop-
ion is also up to the client, and sometimes clients do not care
o update software unless there is something wrong with it. The
DMMs are used in industrial operations, and updating would
equire shutting the production or activity down for the update.
his means the precise time for updating has to be planned ahead
o avoid operational delays.

.8. Theme: Runtime software functionalities, structure, and under-
ying hardware

In the theme ‘‘Runtime software functionalities, structure, and
underlying hardware’’ are observations from quotations describing
both the structure and intended functionality of runtime software
and the hardware necessary to run the software, such as ECU:s,
Programmable logic controllers (PLC:s), system-on-chips (SoC:s),
sensors and actuators.

There is some overlap with ‘‘Safety’’ (3.9) and ‘‘Programming
tools and model-based engineering ’’ (3.6), due to implementation
aspects of functional safety and ambiguity of some technologies
considered runtime or design-time.

Some detailed observations in this subsection are not listed
here but are collected to Table 3 shown later.

Main observations:
There is a general distinction between onboard and offboard

software. Offboard software runtime environment is similar to
that of information systems, i.e. servers, and the onboard runtime
environment can be divided further into two levels: ECU-level
and PC-level.

ECU-level runtime environment means one or multiple ECU:s
that are connected together via Controller Area Network (CAN)
bus. The software running in these ECU:s usually handle tasks
such as power transmission, drive-by-wire, or motion control.
They are embedded runtime systems that are programmed with
model-based embedded system toolsets or customized IEC 61131-
3 based programming tools. The ECU:s are microcontroller-level
computer hardware and rarely have sophisticated operating sys-
tems. Different functionalities are sometimes separated into mul-
tiple ECU:s. Especially functional safety (3.9) is often separated
into its own ECU.

Onboard PC level runtime environment means computer hard-
ware roughly equal to PC:s in computational capability in which
Linux is very often used as the operating system. It handles many
functions for both autonomous and non-autonomous HDMM,
but for autonomous operation, the onboard software is centered
around processing and using exteroceptive sensor data to be used
 t

8

in motion planning. In autonomous operation, the motion plan-
ning is done at this PC level and then general motion commands
are sent to the ECU, which processes them into machine-specific
command signals sent to actuators.

Offboard software runs on normal IT hardware with much
less restriction in computational capability when compared to
onboard runtime environments. It can handle a wide variety
of tasks, such as onboard software deployment and configu-
ration management, but for autonomous operations, especially
important is autonomous HDMM fleet control and operation.
The offboard software has many connections to other systems,
such as user interfaces, databases, or operational industry site
management software. The offboard software can be much more
complex than onboard software and resembles large information
systems in this regard. It is connected wirelessly to the HDMM.

3.9. Theme: Safety

Under the theme ‘‘Safety’’, are the observations gained from
uotations on functional safety and the effects it has on software
evelopment. There is overlap with multiple other themes, but
he quotations were prioritized to favor ‘‘Safety’’ in almost all
onflicting cases.
Main observations:
Guaranteeing the safe operation of autonomous machines is

rucially important for their wider industry adoption. However,
eveloping and safety certifying software is expensive and re-
uires heavy processes. Safety certification is expensive since
ll system components in a safety critical system need to be
ertified for safety and software systems have many components
r modules. These include at least the operating system, device
rivers, middleware, libraries, and application logic. Because of
he expenses, the technical designs for onboard systems aim to
inimize the number of components, both hardware and soft-
are, that are necessary for guaranteeing functional safety. For
xample, one interviewee expressed the issue in this fashion:
‘...we try to minimize the number of these components that have
o be called as safety components, precisely because making them is
nreasonably difficult.’’
In addition to minimization, autonomous HDMM safety sys-

ems are also strictly separated from other onboard PC- and
CU-level software. However, some suspect that this separation
ight not be enough eventually, and at some point, all onboard
oftware has to be considered safety critical. There is a large dif-
erence in engineering culture in general software development
nd safety-critical systems development, so they might need to
e merged at some point.

.10. Theme: Software design and codebase evolution

The theme ‘‘Software design and codebase evolution’’ includes
he observations from quotes describing how or why a codebase
r a software product or project evolves over time and how
hey or their changes are designed. Here the codebase, software
roject, or software product is considered to be a central arti-
act that is worked on and modified to meet some goals. This
odification work includes both the design or planning and the

mplementation or coding. The codebase’s internal architecture
nd structure are not considered here.
Because the theme includes notions on development work, it

as some overlap with ‘‘Management, organization and business’’
3.4). The focus here is more specifically on the software design
nd development work.
Main observations:
Software products start from simple projects for a single cus-
omer, that are worked on until at some point they might be



A. Ahonen, M. de Koning, T. Machado et al. Robotics and Autonomous Systems 165 (2023) 104424

l
t
i
f
t
i
w
a
b
u
w
a
o

3

s
t
B
e
c
o
t
d
t
o

t
o
s
W
o
f

u
e
p
l
i
i

3

t
t

i
n
i
t
b
n
p
a
t
d

w
d
t
‘
m

abeled as products. This product then can be marketed beyond
his first customer. The software is not designed or planned much
nitially, because often there is a need to quickly create something
unctional and deploy the software to the customer. Eventually,
here is a system that is composed of multiple software parts and
t is worked on continuously by multiple people over time. This
ork includes bug fixes, refactoring, or new features. There is not
lso a single point of when software is considered ready. It can
e very simple at first and features are added over the years and
pdates can be developed many years after the first deployment,
ithout really formally finishing. The codebase keeps growing
nd does not really decrease in size, but the development effort
n certain parts can decrease.

.11. Theme: System integration and lack of standards

The ‘‘System integration and lack of standards’’ includes the ob-
ervations built from quotations on how HDMM system integra-
ion and related lack of standards impact software development.
y system integration, we mean attaching and connecting differ-
nt sensors, PC-level computing units, and software modules with
omputer networks and software interfaces. This theme has some
verlap with ‘‘Management, organization, and business’’ (3.4) due
o cooperative nature of such actions. The focus here is on the
escriptions of tasks and goals of system integration, rather than
he mechanisms or general processes described in ‘‘Management,
rganization, and business’’ (3.4).
Main observations:
Early integration of subsystems works better than developing

he subsystems separately and then integrating them at the end
f a development project. Implementing, testing and integration
hould be done for only one or two functionalities at a time.
hen integrating subsystems co-operatively, there is a high risk
f failure as the integration effort is like a chain. When one party
ails, the whole system will not work.

Integration is also difficult because there is a lack of widely
sed standards for especially onboard PC-level software. Many
xisting solutions are developed as in-house systems or com-
letely embedded systems. This increases the time necessary to
earn how it works and how to develop software for it. Much time
s spent on simply embedding a separately developed solution
nto an in-house framework.

.12. Theme: Simulation and testing

Observations on ‘‘Simulation and testing ’’ are built from quota-
ions on how software is tested and what role simulation has in
he development of mobile machine automation.

Main observations:
Systematically assuring software quality is a lot of work, but

t is unavoidable. If writing documentation and test cases are
ot done, much more time would be used in clearing confusion
ncurred by the bugs and the low-quality documentation. For
esting, using real machines provides the most authentic data,
ut using them does not scale as well as they pose additional
eeds for time, space, and additional equipment. This makes the
hysical test platform easily a bottleneck and simulators help to
void this. Hardware often also needs debugging, which needs
o be done for a prototyping machine first before the software
evelopment and debugging can start.
Simulator-based testing offers many benefits when compared

ith physical machine testing. It scales better, it decreases the
evelopment feedback loop, simulators are easier to maintain and
hey offer better test repeatability. One interviewee noted, that:
‘... with a simulator even if something goes horribly wrong and the

achine crashes into a wall, just as an example, nothing happens. So,

9

you just reset the simulation, find your bug, do it again. So, it gives
you agility, it gives you repeatability, it gives you safety, and the last
factor is automation. So, we automate the machine but we also need
to automate the testing ’’. Simulating also helps with integration
testing. Even if the data recorded from a simulator are low quality
and inauthentic, they can be replaced later with better recordings
as long as everything is in the same format. There are still some
things that cannot be tested on simulators, but most of the bugs
can be found using them. Simulators can also be used beyond just
behavioral testing, such as design drafting.

There are some downsides to simulators as well. If simu-
lated environments differ too much from real sites, it can pose
problems. Also, the simulators do not transfer well between op-
erational industries or tasks and the simulation quality might be
lacking. It is difficult to balance between sufficient simulation
fidelity and excessive computational load, especially for HDMM
manipulation tasks, but less so for driving and navigating. There
are many commercial products available for simulating various
HDMM operations. However, these commercial products might
be too costly, many customers purchasing HDMM software are
not willing to pay much for using simulators in development.

4. Discussion

In this section, we discuss software development for HDMM
automation in relation to our research questions. The answer to
RQ1 will be based on our own observations. To answer RQ2, we
will relate some of our findings with those found in the literature.
The discussion on RQ3 leads us to a list of problem topics, which
will be elaborated on further.

4.1. Forming a view of software development for HDMM and their
automation

Answering RQ1: How and what kind of software is produced in
the industry for HDMM automation?

From the observations, we can build an abstract view of how
HDMM automation software is produced. A visual representation
of the HDMM software development is shown in Fig. 6. In it,
the focus is on feature requests, tickets, and the codebase. The
feature requests take the form of tickets in the issue tracking
system, which are then transformed into changes in the codebase
by the software developers. The features originate from the client,
and they are collected by a customer-facing person or group,
who then initiates tickets in the issue tracker. Tickets can also
be issued to include reported bugs to be fixed and codebase
restructuring efforts.

The tickets will then be prioritized, modified, and split by
management until something is deemed feasible to be assigned
directly to the software development team. The software devel-
opers then iteratively develop and test codebase changes with
design time tools, simulators, and real HDMM. Suitable codebase
version branches are built at regular intervals to create products
to be deployed into the operational site and their HDMM.

As for the HDMM automation runtime software, there are
three different runtime environments for it. Onboard ECU is for
low-level machine control, onboard PC mainly for exteroceptive
sensing and motion planning, and offboard system for anything
else that is not strictly necessary to run onboard. Table 3 shows
more details.

To showcase the different runtime environments, example
systems are shown in Figs. 7–9. Fig. 8 shows an example runtime
system for both onboard PC and onboard ECU level software. This
system is from an experimental HDMM (an autonomous wheel
loader) built at Tampere University which is shown in Fig. 7. Fig. 9

from Bahnes et al. [29] is an example of an offboard system. It
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Fig. 6. Abstract view of software and its development in mobile machine automation based on the interview data. It is not an exact depiction of any actual case in
particular, but rather a fusion of different instances.
Table 3
Three categories of HDMM runtime environments and the software in them.
Device category Typical functions Typical I/O Typical programming

languages and tools
Memory and permanent
storage capacity

Typical chip
type

Onboard ECU/
microcontroller

Power transmission sensing
and control (such as
hydraulic pressures and
valves),
CAN-bus interfacing,
functional safety

CAN-bus, PWM,
analog

C, IEC 61131-3,
model-based code
generation,
custom tools

RAM:
few MiB
Permanent storage:
few MiB

32-bit MCU

Onboard PC 3-D sensing, motion planning
and control, machinery
diagnostics, machine operator
interfacing

CAN-bus, USB,
ethernet, 5G or
WLAN, Camera Serial
Interface

C++, custom tools RAM:
Tens of MiB to few GiB
Permanent storage:
Hundreds of MiB to tens of GiB

32- or 64-bit
ARM SoC,
x86, x86_64

Offboard Fleet control, configuration
management, ERP and other
management system
integrations

Internet protocol
stack

C++, .NET RAM:
Up to tens of GiB
Permanent storage:
Up to multiple TiB

x86_64
shows the operational domain of an automated container termi-
nal. In Fig. 9, the offboard software would run in the block labeled
as CBS (Confined Base Stations)

The directly mentioned tools and processes in the interviews
re shown in Table 4. Please notice, that the list in the table is not
xhaustive and is intended to give some idea of what technologies
lay a role in the HDMM automation industry.
Answering RQ2: How are HDMM software and its production

ifferent than those from general IT?
Automated HDMM are cyber–physical systems, but this char-

cterization alone is insufficient to answer RQ2 due to the am-
iguity of the definition of a cyber–physical system and the
ack of established literature on the differences. Although the
tudy made by Al-Jaroodi et al. [4] lacks empirical verification,
t provides some practical framework to begin understanding
he answer to RQ2. In fact, they provide one CPS case of au-
onomous vehicles, a category in which the HDMM fits well. The
bservations of our study in this article confirm a subset of their
ist of 10 differences, but all of them could be concerns in the
DMM software in general as well. We also incidentally confirm
any findings of García et al. [3], a study which is solidly based

n empirical evidence. Although our exploratory study produces
ore hypothetical results, we propose the following answer.
The HDMM automation software and its production are dif-

erent because of their cyber–physical nature. This means the
10
Table 4
Mentions of tools, technologies and processes in the
interviews in no particular order.
Mentioned tools, products, technologies and standards

PLCL, Linux, Windows,
C, C++, C++17, Haskell, Rust, C#, F#,
MATLAB, Simulink CodeSys,
Visual Studio Code, Notepad++, Python,
JSON, XML, WLAN, Ethernet, CAN bus,
J1939, 4G, 5G, AUTOSAR, Qt, ROS, ROS2, MQTT,
.NET, DDS, GPU, FPGA, x86, ARM
Pytorch, Tensorflow,
Unity, Docker, Raspberry Pi, Gazebo,
git, Gitlab, Bitbucket Visual studio
Polarion, Jira, Confluence, Azure,
Phabricator, Jenkins, Robot Framework, E3.series
Microsoft Business Central, Microsoft Dynamics
Microsoft Office, E-con configurator
Artifactory, Conan, Youtrack, Notion
Scrum, SAFe, Kanban, Program Increment
ISO 13849

software should be real-time, fault-tolerant, and distributed but
also well-integrated and it should not pose a physical risk in
operation. The production of this kind of software requires dif-
ferent kinds of development tools for each of the three types of
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Fig. 7. An example autonomous HDMM (wheel loader) that was built at Tampere University with the cooperation of industry.
Fig. 8. Sketch of computer and electronics architecture for an autonomous HDMM from Tampere University shown in Fig. 7. It shows the different responsibilities
or onboard PC and onboard ECU level runtime environment software.
untime environments, onboard ECU, onboard PC, and offboard.
oftware development also requires the operational domain,
echatronics- and robotics-specific human capital, extensive test-

ng processes and equipment for both simulated and physical
ettings.
11
Answering RQ3: What are the problems or limiting factors faced
in the industry when developing HDMM software?

The answer to this is synthesized both from the observa-
tions given previously and the observation fragments given in
Appendix B. Ultimately, there are many problems, varying in
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Fig. 9. Example operational domain and an offboard system application from Bahnes et al. [29] (Picture licensed under CCBY-NC-ND4.0, and it is attributed to the
authors of Bahnes et al. [29] who own the copyright to it.)
specificity. Some of them are widescale problems and some are
more specific bottlenecks. We focus here only on the most gen-
eral problems or problem topics: digital transformation of the
ndustry (4.2.1), human capital and workforce (4.2.2), HDMM soft-
are standardization (4.2.3), simulation and testing (4.2.4) and
afety in autonomous HDMM (4.2.5). These general problems are
iscussed further in the later subsections. The discussion for each
amed problem topic includes a short introduction to the topic,
entions of relevant literature, and recommendations for further
DMM industry-specific research. Only a superficial treatment of
hese topics is possible here, as handling any of them in detail
ould very well be a complete study on their own. As this is an
xploratory study, further work is required to fully understand
ach problem topic and the solutions for it.

.2. Discussion of found problems

Here we discuss the major problems identified for the RQ3 and
onnect them to the wider body of research, which helps to start
he work to solve them. There are multiple problems to choose
rom, but here we chose the most general ones, those which
olutions will have the most impact on the industry. The named
roblem serve also as keywords for search engine queries and
he literature references serve as starter sets for snowballing [30].
his enables further exploration of the literature on the problems
ound in HDMM software development.

.2.1. Digital transformation of the industry
Digital transformation is a multidisciplinary change through-

ut the organization [31] where business model innovations are
nabled through the use of digital technologies [32] and digi-
alization to create and capture more value for the firm [33],

hrough a collaborative approach and change in organizational

12
culture [34]. However, digital transformation as a concept may
be misinterpreted in different industrial contexts [31,34]. For
example, as highlighted in Table B.11, HDMM companies may
think of software as an add-on product rather than a key en-
abling technology with new value propositions. Similarly, HDMM
organizations may oversell autonomous capabilities, with conse-
quences such as delays and poor quality as noted in Table B.8.
While newer organizations can adopt new technologies and build
a relatively new organizational culture quickly, incumbent orga-
nizations in the HDMM industry rely on slower processes de-
pendent on existing legacy technology and organization culture
Table B.11.

Accordingly, general education around digital technologies
and software engineering is very important for the HDMM in-
dustry as a whole. Incumbent organizations may need to ‘‘un-
learn’’ some existing practices [34], since they can suffer from
path dependencies and biases, i.e., we have always done things
this way [33]. Such education should target the reskilling and
upskilling of the workforce to improve collaboration on software-
intensive topics. These educational measures can also be sup-
plemented by creating an exploratory business unit [32], which
focuses on digital technology to gain and spread digital know-
how inside a company.

Furthermore, several management tensions can stem from
digital transformation. To alleviate these tensions, research liter-
ature recommends the creation of a ‘‘Chief Digital Officer (CDO)’’
position, who guides the organization in its digital transforma-
tion [35]. Moreover, the HDMM industry would also benefit from
further research on viable business models, especially for in-
cumbents, as well as research on improving the education and
cultural transformation of the organization for more agile and

interdisciplinary ways of working.

https://creativecommons.org/licenses/by-nc-nd/4.0/legalcode
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.2.2. Workforce and human capital
Lack of workforce is a global societal issue. Moreover, the

DMM industry needs to compete against large technology com-
anies for the workforce that possess suitable digital skills
33,36]. Unfortunately, especially the younger demographic in the
vailable workforce prefer the tech giants, such as Meta, Amazon,
pple, Netflix, and Alphabet [33]. These broader societal and
emographic trends compound the shortage of skilled software
ngineers and IT professionals available to the HDMM industry,
hereby delaying or even stalling software development projects.

Since this issue of workforce shortage is global, addressing
t requires very wide actions. Such actions include but are not
imited to investments in economic, legislative, and educational
eforms to develop, attract, and retain new software engineer-
ng workforce and skills that are urgently required in society
31,37]. Furthermore, it is imperative that future research takes
multidisciplinary perspective along with cooperation between
cademia and the industry, to holistically address the workforce
hortage issues. Such multidisciplinary research could be used to
nform educators, policymakers, regulators, and legislators about
he future needs and wants of the HDMM industry and society.

Human capital
Building HDMM-specific human capital is mostly a matter

f education, but the different disciplines required in HDMM
utomation are still somewhat separate. There is no single source
or basic information on the topic, but here we will list starting
oints to start building the skill set needed to build an intelligent
DMM. The operational industries will be omitted, even though
hey are very important especially when the level of autonomy
ncreases for the machines. Further discussion on this topic of
ntelligent HDMM education can be found in [36,38].

Software engineering itself is fairly mature, and there are mul-
iple sources containing the central information of the discipline.
ne of these central works is the Software Engineering Body of
nowledge, [24]. For the robotics discipline in general, a similarly
entral piece is the Springer Handbook of Robotics, [39]. A source
or more HDMM-related robotics subarea, mobile robotics, is [40].

The book from Lee & Seshia [25] is a comprehensive work on
omputing in cyber–physical systems in general. It combines the
odeling aspects of both the continuous models of the physical
orld and the discrete models found in computer science. For the
echanical engineering aspects of the HDMM and especially their
ower transmission and control, a central piece is from Geimer
9].

Further work is necessary to combine all the disciplines men-
ioned previously. Fusing all the necessary knowledge can take
any forms. For example, educational institutes can create de-
ree programs for robotics with the possibility to specialize in
DMM automation. However it might be done, further coopera-
ion with industry is necessary.

Developer onboarding
Onboarding means the processes necessary for a new hire

o go through in a company to become productive quickly. For
oftware developers, one important part of this is learning the
odebase. A wide body of literature relevant to this general topic
an be found under terms of onboarding or organizational so-
ialization, but not all of the discourse is specific to software
evelopers or engineers. Very detailed work on general software
ngineering onboarding is presented by Yates in [41]. It contains,
nter alia, multiple recommendations for improving onboarding
essions. An empirical study in an industrial context is portrayed
y Ju et al. in [42], where they address developer onboard-
ng tasks and strategies. Their evidence led to three onboarding
trategies, Simple-Complex, Priority-First, and Exploration-Based,
f which the Simple-Complex was deemed the best for junior

evelopers.
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4.2.3. Software standardization
Standardization of complex systems, such as automated

HDMM, evolves with the enabling technology and the markets
will ultimately define the standards [43]. Here we will merely
point to promising directions for standardization instead of ruling
single technology or a standard as a solution. The HDMM:s role
in operational industries complicate software standardization, as
the operational industries and their standards are very distinct
those from robotics even if the HDMMs are becoming robotic.

Perhaps the best option for offboard software is to follow
operational industry site management software and related stan-
dards. For example, Terminal Operating Systems [44] are heav-
ily used in container ports, and building information models
(BIM) [45] are used in construction. This offboard software could
then be connected to individual HDMM through more or less
industry-specific fleet control solutions.

The onboard ECU-level software-related standardization is not
an issue as it has matured now for a while. The main connectivity
interface is CAN bus and the programming is done directly in
C or IEC 61131-3 languages or code is generated from models.
But for onboard PC software, the situation is much more com-
plicated now because there are so many IoT standards to choose
from Vivek et al. [46]. There are promising solutions that seem
suitable for HDMM automation, such as ROS2 and DDS [47].

Because of the multitude of options for onboard PC software
standards, it is possibly best to simply try them in practice. For
doing this systematically and fast, it would help to create a case
study template or some evaluation criteria. These could be used
to evaluate each IoT standard suitability for different HDMM
automation scenarios.

4.2.4. Simulation and testing
There are some differences between robotics simulation and

HDMM-specific simulation. The HDMM industry will however
benefit from more general robotics simulation as the automation
level increases. When it comes to HDMM-specific simulation, the
literature is somewhat scarce, but the Ph.D. work of Lauri Lu-
ostarinen [48] provides a good view of what the HDMM-specific
simulation focuses on: powertrain modeling, hardware-in-loop
testing, and virtual reality for operator training.

There are plenty of existing works on more general robotic
systems simulation and testing. A good example is a survey from
authors of Afzal et al. [49], which is based on both qualitative and
quantitative data. They state, that the simulation fidelity issue is
well understood by the robotics community, and point to creating
useful models to be a perhaps more important topic to focus
on in the future. They also recommend that further software
engineering work is required for domain-specific languages for
scenario construction, simulator reliability, and automation of
simulator-based testing. Another good example is from authors
of Choi et al. [50], where they point out problems and pro-
pose solutions to address the problems. These solutions include:
improving open-source platforms (especially for soft robotics),
more work on modeling robots, their subsystems and human–
robot interactions, creating simulation competitions, and utilizing
the latest computer hardware in the simulators. Also, the Ph.D.
thesis of Afsoon Afzal [51] provides more details on the topic of
simulation-based testing for robotics. From our point of view, per-
haps the most important contribution from Afzal [51] is that the
author argues for low-fidelity simulation being a cost-effective
way to find many bugs in robotic software.

If we combine our findings, and those from Afzal [51], Afzal
et al. [49] and Choi et al. [50], it would be fair to say that there
definitely is a need for further development of simulation models.
There is no single simulator that could simultaneously handle all
the aspects that need to be tested. These aspects can be differ-

ent, like those in [50], where the authors mention five different
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arts of robotics: robots, sensors, synthetic worlds, humans, and
ommunication layer. We suggest a different scheme, building
rom the ideas in [50]. Our division for different layers of model-
ng and simulation would be around the runtime environments:
owertrain and hardware-in-loop simulation for the runtime ECU
oftware, synthetic worlds and sensor simulations for operator
raining and testing onboard PC software, and a separate layer
or fleet-level simulation for testing offboard software.

.2.5. Safety in autonomous mobile machines
Highly automated HDMM application areas exceed the scope

f guidelines given in existing machine safety standards, which
eveals limitations in machine safety conformance. Similar issues
merge in other industries, such as when the level of automation
ncreases in road vehicles. This deficiency in the current standards
or road vehicles prompted an analysis [52] of automotive stan-
ard ISO 26262 [53] and functional safety. This analysis inspired
he development of ISO 21448:2022 [54]. ISO 21448:2022 sup-
lements ISO 26262 by providing risk mitigation efforts related to
he safety of the intended function (SOTIF). Safety of the intended
unction is defined as the absence of unreasonable risk due to
azards resulting from functional insufficiencies of the intended
unctionality or its implementation [54]. Increasing the level of
utomation in HDMM reveals similar limitations (like those in
oad vehicles) with the definition of functional safety in existing
achine safety standards, which limits the safety conformance of

he highly automated HDMM.
Within the robotics domain, the authors of Salvini et al. [55]

nalyze robotic standard ISO 13482:2014 [56] for personal care
obots. They explain, how the hazard definitions underlying the
afety requirements are insufficient. The increasing automation
f personal care robots introduces new hazards that the existing
tandard does not account for.
Similar emerging limitations of standards, in domains re-

ated to HDMM, inspire the development and publication of
achine safety-specific standards for different HDMM opera-

ional domains. For example, ISO 17757 for highly automated and
utonomous earth moving and mining machines [57], ISO 18497,
gricultural machinery, and tractors — Safety of highly automated
gricultural machines [58], ISO 3691-4, for driverless industrial
rucks guiding design for unmanned forklifts, automated guided
ehicles and other related machines [59]. However, none of them
iscuss the supplementation of an HDMM-specific definition of
unctional safety with a definition of SOTIF, and they still rely
n a human operator who is ultimately responsible for safety.
his reveals that safety conformance for highly automated HDMM
equires further research.

. Threats to validity

This study is an exploratory study with qualitative analysis. As
escribed in Wohlin et al. [20], we identify four qualitative anal-
sis specific aspects of threats to the validity: construct, external,
nternal and reliability.

.1. Construct validity

The construct validity focuses on how researchers’ intent
ight differ from what was actually researched. The main threat

o construct validity comes from the cross-disciplinary nature
f HDMM automation and the very broad topic of software
ngineering. The interview participants had multiple educational
ackgrounds, as shown in Table 1. This can make the terminol-
gy used in the interviews ambiguous and overloaded, which
hreatens the validity of the used constructs.
14
Another threat to construct validity comes from the similar-
ities and differences between robotics software engineering and
HDMM automation software engineering. We stated earlier, that
they are separate cases, even if there are many similarities. How-
ever, these differences and similarities are not yet documented
in the literature. Therefore, future studies are highly necessary
for establishing the difference in software engineering between
mobile and industrial robotics and HDMM automation in order
to address this threat to construct validity.

5.2. External validity

External validity is concerned with generalizing the findings.
This study did not perform formal a quantified study with a
statistically determined sample size and a random sampling pro-
cess. This can result in selection bias, which in turn reduces
external validity. Also, the interviewees were all from Europe
and this geographical specificity is a threat to external validity as
there is no guarantee that HDMM industries and the technology
elsewhere in the world would be exactly similar.

5.3. Internal validity

Internal validity looks at causal relationships between con-
structs. As this study was not focused on finding causal relation-
ships, there is not much threat to its validity either. The sheer
complexity of the topic can pose some threat to internal validity.

5.4. Reliability

Reliability is threatened when the results are dependent on
particular researchers. This study’s reliance on qualitative analysis
is a threat to reliability, as there is no triangulation with other
sources of data. Also, the exploratory nature and the resulting
ambiguity in the interview questions are a threat to reliability.

6. Conclusions and future work

In this study, we explored the topic of software engineering in
heavy-duty mobile machine automation based on interviews of
professionals working in this industry. The main attainments of
this exploration were: an overview of what kind of software there
is to automate HDMM, how it is developed, and what problems
are faced in its development. As an exploratory study, our results
help to form research directions for further industrially relevant
and more detailed studies.

We present the following characterization of HDMM automa-
tion software based on the analysis of the interviews: The auto-
mated HDMM are cyber–physical systems embedded into wider
production systems in the operational industry. This automation
necessitates knowledge of various fields, such as software engi-
neering, robotics, mechatronics, and the operational industry. The
runtime software for automated HDMM is found in three layers,
offboard, onboard PC, and onboard ECU. The offboard software
handles computation that is not necessary to run onboard, such
as fleet control. The onboard software handles robotics-specific
functionality such as actuator control at the ECU level and motion
planning and exteroceptive sensing at the PC level.

The problems the HDMM industry faces with regard to soft-
ware engineering, when automating the machines, are broad
and not necessarily directly solved by any specific technology.
Future work could help the HDMM industry by studying further
both technical and non-technical problem areas. Relevant, less
technical future research directions could be: advancing the dig-
ital transformation of the HDMM industry and investigating and
addressing the workforce issues in more detail. The latter topic is
highly correlated with education, and thus perhaps more work is
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arranted on improving the education of HDMM automation in
rder to build more relevant human capital and available work-
orce. The HDMM industry would benefit from more technical
esearch on how to guarantee safety for autonomous machines
nd how and what simulators to use and to determine their
ole in software testing. The industry would also benefit from
urther studies on finding the most suitable standards that help
o cooperate and manage cooperation and design complexity.

Finally, it would benefit both industrial practitioners and re-
earchers if the differences and similarities between robotics
oftware engineering and HDMM automation software engineer-
ng were studied and documented. The two share a great deal,
et are different in some aspects. The industry could then per-
aps use this knowledge to decide between reaching out to the
obotics community for solutions when the contexts are similar
nough and addressing independently the more industry-specific
roblems.
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ppendix A. Interview and qualitative analysis methodology

.1. Qualitative analysis

Thematic analysis [21] with ATLAS.ti 9 software tool was used
o analyze the transcribed data. The coding was done by the first
uthor and the fourth and fifth authors worked as validators.
ven though the validators were two different persons, at inter-
ater agreement level calculations they were treated as a single
alidator. The term code and theme are considered equivalent for
urposes of this appendix and the article it is part of.

Transcription work and initial coding
he voice recordings of the interviews were transcribed by the
irst author, after which the interview data was anonymized by
emoving names and details pointing out to a single person or
company. After the transcription, the first author read through
hole dataset multiple times. After this reading, an apriori list of
odes/themes was formed and used in initial phases of the coding.
ework of this coding schema was done multiple times before
roceeding to validate the schema. During this initial coding
efore validation there were varying levels of hierarchy between
he codes, and the coding was not mutually exclusive. However,
he final code scheme was made mutually exclusive for easing
he validation process, but some semantic overlapping was un-
voidable. The overlaps are mentioned in the theme descriptions
15
in the article. All codes were in English even if the language used
in the interview itself was not. All participants of validation knew
Finnish and English.

First validation
There were 421 quotations under 26 codes when the first valida-
tion was begun. Before proceeding with validation itself, a goal
for agreement rates was discussed among the first, fourth and
fifth authors. A goal was set upon Cohen’s kappa value 0.6 repre-
senting moderate agreement [60] due to the cross disciplinarity
of the topic. After setting this goal, a spreadsheet with a list of
all the quotation ID:s from the qualitative data analysis tools was
created. This spreadsheet also contained functionality to take a
number of random samples without replacement from this list of
quotation ID:s. Also a simple document was made by first author,
that explained and described the codes under validation. This
document, the spreadsheet and the software tool project file was
sent then to the validators. In this software tool project file, the
quotations were free and the validators had no knowledge of how
each quote was actually coded by the first author.

To reach a ∼ 10% representative set of random samples,
oth validators took 20 random samples using the spreadsheet
unction. There was a random chance for validators to pick same
uotations with the spreadsheet tool, and this happened for one
uotation. However, when the validators proceeded to code the
ampled free quotations, the inter-rater agreement rate was very
ow. Even though the kappa value was set upon 0.6, it was not
ecessary to calculate it because the simple agreement rate was
0.4. Because of this low agreement rate, a rework of the coding

chema was done.

Second validation
fter the rework, similar validation setup was done with 373 quo-
ations under 12 codes. After validators had coded the randomly
ampled free quotations, the initial value for the agreement was
uch higher than in previous, ∼ 0.8. Before proceeding to cal-

culate final kappa value, a discussion was conducted for the
conflicting quotations. For the conflicting quotation, the initial
coder provided the original coding of that quotation a rationale
for it. Then the validators could either agree or disagree with it
and possibly change their coding based on this rationale. This way
the agreement was reached on all codes except 1, which was then
split into multiple quotations each under a code everyone agreed
upon. This coding scheme is the set of themes presented in the
article.

A.2. Interview invitation

The following is the general invitation that was sent over
email to the potential interviewees. The email also had three
attachments, the interview guide which was meant to steer the
discussion, information sheet of the study itself and the privacy
notice for GDPR both for following ethical research guidelines.

‘‘Hello,
I would like to invite one or more of your company’s employees to

be interviewed for a study: Survey of software engineering in mobile
machine automation

As the study name implies, the goal of this research is to map
the current state of software engineering used for automating mo-
bile machines and the problems encountered. The ideal interviewee
would have a great deal of experience in developing software for
mobile machines.

The interview will last 1 h at most. It will be conducted over net-
work with Zoom-teleconferencing application and it will be recorded
and transcribed for analysis. The interview does not have fully pre-
defined list of questions, but there is an interview guide document,
which is attached as ‘‘Haastatteluohje.pdf’’.
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Table A.5
Interview transcription details.
Transcript ID Person ID Transcript length (pages + non-space characters) Coded quotations

2605 1 15 pages, 38 234 characters 26
0705 1205 (2 & 13) + (3 & 13)a 48 pages, 93 770 characters 81
0706 4 14 pages, 32 210 characters 25
0806 5 12 pages, 24 175 characters 14
1005 6 12 pages, 30 340 characters 24
2406b 7 10 pages, 24 816 characters 17
1006 8 12 pages, 25 423 characters 19
1405 9 9 pages, 24 744 characters 24
1406 10 15 pages, 34 876 characters 24
2005 11 12 pages, 23 566 characters 26
2806 12 13 pages, 29 549 characters 20
2105 14 12 pages, 25 171 characters 22
2306 15 17 pages, 45 521 characters 34
2406a 16 12 pages, 34 770 characters 17

aMerged transcript of two interviews, each with 2 interviewees with person 13 present in both.
If you accept this invitation, I would kindly ask you to suggest
a suitable time for the 1 h interview. When we have reached an
agreement on the date and time, I will send an Outlook calendar
invite for a Zoom meeting.

With this invitation, there should be an information sheet, re-
search privacy notice document and the interview guide (‘‘Haastat-
teluohje.pdf’’).

I can answer any questions via email or by a phone at any
time before the interview. Questions can also be asked via Zoom
immediately before starting the recording for the interview.’’

.3. Interview guide

The following is the English language part of the interview
uide document, which was sent to the interviewees.
‘‘This document serves as an interview guide for the study ‘‘Survey

f software engineering in mobile machine automation’’. The inter-
iew is roughly sectioned into 3 themes: overview, domain specificity
nd challenges. In the following part, the themes are listed with the
ubtopics that the questions will be based on. The interview is not
eant to follow this template exactly, but interviewees can steer the
iscussion to directions they see relevant.
Theme 1: Overview of current state of the industry

• Interviewee POV: background, years of experience both in soft-
ware and mobile machinery domains

• Overview of software lifecycle: requirements, plan/design, im-
plementation, deployment, monitoring, maintenance

• Tools, methodologies, frameworks and paradigms used in soft-
ware lifecycle

• Code reuse: internal and external, open source3

heme 2: Domain specificity

• Typical subsystems
• Role of level of automation
• Role of simulators in testing
• Role of hardware: components and test systems
• Role of domain knowledge, areas of knowledge
• How might mobile machine automation be different from other

software intensive domains?

heme 3: Challenges

• Limiting factors and major problems
• What activity is time consuming and/or error prone?
• Wrong approaches to specific problems

3 This topic was de-prioritized and was not discussed in most interviews due
o lack of time.
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• Successful approaches to specific problems

’’

A.4. Interview transcription detauks

See Table A.5.

Appendix B. Fragmented observations

See Tables B.6–B.17.

Table B.6
Observation fragments for ‘‘Difference to IT ’’.
ECU-level (3) software is built around signals when compared to software
built around data in general programming. This has led to ECU-level
functionality to be easier to model, which has made it easier to adopt
model based software development.

Many HDMM automation systems are acceptance test driven, which makes
their deployment is much more difficult than it is for user interfaces or
databases.

User interface design is not nearly as important as in general IT systems.
Most of the software interacts only with other software through various
communication protocols.

Data models are simple when compared to information systems, which
might have complicated business rules and relationships between objects.
This results in much smaller role for databases in a runtime system.

The onboard hardware has to have a track record and the runtime
environment has less redundancy since you cannot replace misbehaving
embedded computers like you can replace virtual machines running in
data centers. This can lead to outdated computational platforms, since the
hardware release cycle is long.

Debugging real-time systems is different from general information systems.
Debuggers are not as useful since you cannot stop the real world. Instead,
debugging relies on collecting logs and the system behavior is inferred
from them. This affects testing as well.

Table B.7
Observation fragments for ‘‘Human capital and workforce’’.
Autonomous machine fleet control is quite abstract application and
working on it requires mathematical modeling and algorithmic thinking.
Developers need to be able to do suitable approximations and heuristics
that are necessary to reduce the already massive search space in
optimization tasks for fleet operation.

Solving problems in the operational industry can lead to endless
emergence of corner cases if the developers lack domain knowledge.

(continued on next page)
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Table B.7 (continued).
Only the biggest organizations might have enough human capital to design
an entire autonomous HDMM from scratch. For smaller companies, there
needs to be good business networks to reach autonomous HDMM.

Configurability of runtime software can reduce the need for domain
knowledge in software development. The clients can make the necessary
domain specific adjustments to the software on site. (Conceptual overlap
with ‘‘releases and configuration’’)

It is beneficial to use same programming languages and tools for all
developers in an organization, as this enables efficient knowledge sharing.
Learning a new programming language or other major tool is a risky effort
for a whole organization and takes a long time.

There are some subsystems that do not need much operational industry or
HDMM knowledge for implementation, such as localization and navigation
or general user interfaces.

People outside of robotics do not often understand the significance of
properly done 3-D sensing calibration.

The HDMM development engineers have wider set of responsibilities and
they cannot specialize as much as those in automotive industry, where an
engineer can be narrow-domain expert.

Table B.8
Observation fragments for ‘‘Management, organization and business’’.
Management tools should be matched with the organization size, i.e. small
agile companies should not use enterprise level management platforms,
which would hinder their agility.

For some, the requirements elicitation happens during sales process, and
not during the implementation.

For software specific technical problems, there are not many bottlenecks,
since there already are solutions for many common problems. The
specification and requirements issues pose more difficulties.

Overselling autonomous capabilities sometimes happen, which can lead to
unseen delays as the promised functionalities need to be developed and
tested first before they can be deployed. Excessive promises can also lead
to too quick deployment, which means there is no time to develop proper
testing infrastructure.

Scrum, Kanban and Scaled Agile Framework are commonly used
management methods, with some organization specific adjustments often
done. Agile methods are still new to some companies.

In larger companies, R&D works on internal software tooling and long
term autonomous HDMM projects specific to the company, outside of
immediate customer needs.

Partnerships and collaboration can be difficult to organize, if companies
are geographically separated, have different processes and cultures.

Many different autonomous HDMM R&D projects with integration
intensive phases share similarities which can be formed into processes.

Software and its provided capabilities might not be a marketing asset for
OEM:s just yet. The traditional engineering features, such as mechanical
capabilities, still weigh heavily in HDMM markets.

Software development and production is largely limited by resourcing, and
not by technology in itself. Almost anything can be achieved to some
degree when sufficient resources are dedicated to software development.

Table B.9
Observation fragments for ‘‘Management, organization and business’’.
GDPR might make delivering certain features impossible, even if the
customer would want the feature.

Occasionally wasting time on something that does not work, is not
necessarily a wrong approach, it is just the agile way of working.

the industry is at similar position with automation of HDMM like it was
with 1960’s with mechanical engineering. Many have their own solutions
and competing products have not yet converged into similar designs.

Cooperation of multiple autonomous machines from different OEM’s is still
far into the future.

Compared to automotive industry, HDMM OEM:s have clear responsibility
for their products and their safety. Also the HDMM products are business
investments and not consumer products which shifts the product features
into different directions.
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Table B.9 (continued).
The onboard computing equipment should not be too expensive, but the
details are dependent on machine type. Larger machines have much higher
manufacturing and deployment costs and thus are more tolerant to
increased computing equipment expenses. The onboard electronics of a
HDMM will be replaced multiple times before the mechanical chassis is
decommissioned.

Software R&D projects often suffer from moving goalposts. More and more
complexity inducing features keep being added to a product which makes
delays the project. This also risks having still a nonfunctional product at
the end of the project. Changing targets between sprints also delays
finishment of functional products.

Agile methods are often misunderstood to disregard planning altogether
and this can lead to losing the focus of activities. The physical aspects
especially in prototyping makes planning and design more useful, as
changing hardware takes more time and effort. For more hardware
intensive projects, waterfall-like processes are still beneficial.

Conway’s law holds also for mechanical hardware.

Table B.10
Observation fragments for ‘‘Level of autonomy’’.
Autonomy is largely, but not completely, implemented with software.

A high level of autonomy for a single machine can be less important than
the overall performance of a whole fleet at the operational industry site.

The role of offboard software in level of autonomy is significant. A single
autonomously operating machine might not be able to reroute their path
around an obstacle, because the trajectory information comes from the
offboard software. And there are economical benefits to relying more on
offboard software in autonomy, because decreasing the unnecessary
onboard computation also decreases the necessary investments on the
physical machine.

There is economical benefit in increasing level of autonomy in some
manually operated machine types to make certain tasks less dependent on
highly experienced operators.

Table B.11
Observation fragments for ‘‘Ongoing industry digital transformation’’.
In some operational industries, there are emerging sophisticated digital
models which serve as basis for operator assistance functions in HDMM. If
the HDMM operators do not understand this digital model, it means the
operator assistance feature has no value.

Companies that have recently begun to automate their machines are not
always aware of what is feasible to implement with software and what is
not. There might be expectations of finding off-the-self solutions for highly
autonomous behavior, where there are none or how design and
implementation of software enabled features would cost in range of tens
of thousands $/e, instead of more realistic range costing millions of $/e.

Software engineering as a discipline is young compared to the mechanical
engineering where HDMM have their roots in. Mechanical engineering and
machine design is much more mature, and there are hopes that software
engineering would mature as a discipline which would help managing the
software projects.

Some traditional machine shops might lack human capital and knowledge
about digital technology to the degree that they cannot effectively
purchase software products necessary for HDMM automation.

The digital immaturity shows in processes not being fit for software work
or unwillingness for investing enough in the software, even if the software
might be 80% new products value. Resulting under-resourcing means
understaffed projects where everything is done under high time pressure.

Some companies have no established processes for software production.

Many HDMM customers in the operational industry might not even know
yet what is possible and what kind of tasks a HDMM can perform without
an operator using current technology.

Agile way of working can be a new thing for the people in HDMM
industry, since mechanical engineering work still follows more traditional
management models. Also there is a lot of trust placed in tradition and
many doubt any new technology, especially when the company has been
in business for a long time.

(continued on next page)
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Table B.11 (continued).
Many HDMM companies still think software more as an addon to an
existing product, rather than consider it as key technology and the driver
of new value.

Old companies have also much existing legacy technology and culture to
consider. New companies can adopt new technologies easier.

Table B.12
Observation fragments‘‘Programming tools and model based engineering ’’.
Some have had positive experiences in implementing runtime software
using functional programming languages, such as Haskell or F#. They are
deemed especially suitable for more mathematical and algorithmic problems.
Those developers who have learned functional programming, have reported
it to be a great improvement over imperative programming. Using functional
language has enabled for the developers to focus on the application area
rather than managing the computer for unnecessary details.

Relying on open source software can impose some problems, as there is no
traditional client-customer relationships for the used development tools. One
cannot simply contact the supplier and ask them to fix errors.

For producing onboard PC-level software for 3-D sensing, having properly
calibrated measurement data is crucial before development can start.

Table B.13
Observation fragments for ‘‘Releases and configuration’’.
Onboard software for both PC and ECU level is preferred to be easily
configurable for various IO mappings and HDMM types. Some consider
configuration management being laborious in general, but others have
found suitable tools. The configuration management can be handled in the
ERP-level software or the configuration management can be connected to it.

Some use OS-level virtualization in deployment for onboard PC software.

When ECU-level onboard software is deployed to an HDMM, the software
has to be able to be configured for various situations and IO mappings.
There are various tools to achieve this, with EDA software.

Table B.14
Observation fragments for ‘‘Runtime software functionalities, structure and
underlying hardware’’.
Some examples of the onboard PC-level functionalities are HMI for
machine electronic system and operator assistance, localization and
navigation, kinematics calculations, predictive maintenance and
exteroceptive sensor data processing from cameras and lidars necessary for
autonomous operation. Onboard machine learning inference systems are
also run at the PC-level, often combined with hardware acceleration.

For correct functioning, it is very important to extrinsically calibrate
exteroceptive sensors before they can be used by the software, but this
aspect is not yet known by people that do not have much experience in
robotics.

CAN-bus in HDMM is ubiquitous, but it is very slow and considered by
some to be outdated and error-prone.

Table B.15
Observation fragments for ‘‘Safety’’.
It is very much unclear how undeterministic controllers developed with
machine learning methods can be made functionally safe.

Simple safety system can be a proximity sensor connected to an safety PLC
that overrides other ECU:s and stops the machine safely if detects objects
that are too close.

For economical reasons, reusable safety systems are preferred. Also it
needs to be decided early on in a product development phase if it is
meant to be certified for safety and marketed as such.

Increasing the level of autonomy means also increases the need for safety.

Sometimes there is a no way to provide an autonomous machine to a
client, because it would be completely infeasible to guarantee its
functional safety.
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Table B.15 (continued).
Safety standards are lagging behind for software. Hardware has clear
concepts and definitions for reliability but similar notions for software are
not as finished yet.

The customers of autonomous HDMM industry expects the OEM:s to take
responsibility of guaranteeing safe operation of the machines. The
acceptance for safety failures will be very low, especially in the beginning
of their adoption.

In some cases it might not be economical to safely automate machinery or
their functions. One technical solution for allowing safe autonomous
operation is supervised autonomy. In it, there exists an autonomous
machine or a fleet which can be stopped by an operator who constantly
supervises the operation. It can make economical sense in some cases or
industries and be less profitable in others.

Table B.16
Observation fragments for ‘‘Software design and codebase evolution’’.
The software evolution has to be balanced, so that it does not start to
skew to favor only a few customers, displeasing others. Software product
management is necessary, and configuration management can help with
handling more customer specific changes.

When codebase has grown large enough, dedicating more time for design
and planning before writing code is preferred. Also rework on whole
architecture is often necessary before further features can be implemented.

End user needs should be considered as the starting point for all
requirements and at first system is viewed implementation agnostic at
early design phases. Some functions can be implemented with hardware or
software, but when hardware is more involved in the implementation,
more time spent in planning and designing phase is preferred. Design and
implementation work should still be done in small increments, instead of
creating a large system at once.

Data collection and data engineering for onboard machine learning models
can take months, even years, before even any model training can be done.

Table B.17
Observation fragments for ‘‘Simulation and testing ’’.
Creating simulations for testing offboard software is easier than for
onboard software. Operational industry site is preferred to be simulated.
There is not much need to use real machines for fleet control level
software testing and other offboard tasks.

Logging systems are important to testing and debugging. Most of the
diagnosis of software runtime errors is based on logs, which can be used
for both testing the software while developing software and monitoring
the software after deployment. For example, a customer might send logs
from a machine that has behaved erroneously in production and the
developers can inspect the logs and infer the reason for errors. Replaying
recorded logs can aid in developing automated testing setups such as
those seen in for information systems software. These automated tests are
used by some and they are important as they help with checking many
corner cases and with avoiding regressions.

Making changes into a real machine requires more effort and resources
than with simulators and the physical features can lag behind design
decisions for new machine models to be tested. For small features or
testing tasks, using real machines already located in a suitable test site is
preferred because it provides more realistic data and the test preparations
can be done quickly.

Some companies have to create internal testing tools because lack of
viable external alternatives and this takes time away from algorithm
development.

The amount of corner cases because of the physical nature of the HDMM
domain is so vast, no one can cover all of them with testing. Testing even
a reasonable subset takes a lot of time and is costly.

Automated HIL-testing is often done for ECU level software.

There is an autonomous machine specific level of testing called work cycle
testing, which is done after integration testing.

Machine learning models can be pretrained with simulated data, before
they are finalized with real data.

There is a lot of work to be done for HDMM simulation in general, it is a
very complex topic.
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